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Abstract 

Tissues with short transverse relaxation times are defined as ‘short T2 tissues’, and short T2 tissues 

often appear dark on images generated by conventional magnetic resonance imaging techniques. 

Common short T2 tissues include tendons, meniscus, and cortical bone. Ultrashort Echo Time 

(UTE) pulse sequences can provide morphologic contrasts and quantitative maps for short T2 

tissues by reducing time-of-echo to the system minimum (e.g., less than 100 us). Therefore, UTE 

sequences have become a powerful imaging tool for visualizing and quantifying short T2 tissues 

in many applications. In this work, we developed a new Flexible Ultra Short time Echo (FUSE) 

pulse sequence employing a total of thirteen acquisition features with adjustable parameters, 

including optimized radiofrequency pulses, trajectories, choice of two or three dimensions, and 

multiple long-T2 suppression techniques. Together with the FUSE sequence, an improved 

analytical density correction and an auto-deblurring algorithm were incorporated as part of a novel 

reconstruction pipeline for reducing imaging artifacts. Firstly, we evaluated the FUSE sequence 

using a phantom containing short T2 components. The results demonstrated that differing UTE 

acquisition methods, improving the density correction functions and improving the deblurring 

algorithm could reduce the various artifacts, improve the overall signal, and enhance short T2 

contrast. Secondly, we applied the FUSE sequence in bovine stifle joints (similar to the human 

knee) for morphologic imaging and quantitative assessment. The results showed that it was feasible 

to use the FUSE sequence to create morphologic images that isolate signals from the various knee 

joint tissues and carry out comprehensive quantitative assessments, using the meniscus as a model, 

including the mappings of longitudinal relaxation (T1) times, quantitative magnetization transfer 

parameters, and effective transverse relaxation (T2*) times. Lastly, we utilized the FUSE sequence 

to image the human skull for evaluating its feasibility in synthetic computed tomography (CT) 

generation and radiation treatment planning. The results demonstrated that the radiation treatment 

plans created using the FUSE-based synthetic CT and traditional CT data were able to present 

comparable dose calculations with the dose difference of mean less than a percent. In summary, 

this thesis clearly demonstrated the need for the FUSE sequence and its potential for robustly 

imaging short T2 tissues in various applications. 

  



   
 

iii 
 

Acknowledgements 

Undoubtfully, obtaining a Ph.D. has never been easy for anyone, but it does get easier when you 

have good company.  

I would like to express my appreciation to the best supervisors in the world, Dr. Emily McWalter 

and Dr. Niranjan Venugopal. I want to thank them for offering me this Ph.D. opportunity four and 

half years ago and for unconditional supports for the whole time. Emily and Niranjan are not only 

good mentors but also wonderful friends. I have never questioned their professionalism, integrity, 

academic principles, and care for students, including me. The honours are all mine for being their 

student.  

I would also like to show my gratitude to Dr. Gerald Moran. Jerry plays another mentoring role 

during my Ph.D. Through the Mitacs-Siemens internship program, he has never hesitated to help 

me and my research with any support and resources. It is my honour to get to know him during my 

Ph.D. and develop another mentor/friend relationship. He will always have my respect.  

I am also grateful for having wonderful researchers and professionals in my committee, Drs. Gerald 

Moran, Andrew Alexander, Sheldon Wiebe, and Gordon Sarty. They have been giving me 

invaluable advice and encouragement for my research over the past four years. I can never make 

this far without their guidance and recognition. 

I also want to sincerely thank Dr. Michael D. Noseworthy from McMaster University for agreeing 

to be my external examiner and taking the time to read my thesis.  The discussion we had in my 

defence was truly educational and inspirational. I would also like to thank him for his encouraging 

comments and enlightening advice on my thesis. 

I would also like to thank my lab members, Kirstin Olsen, Brennan Berryman, Álvaro Espinosa, 

and Shiva Mostafavi. They are terrific lab partners. You will never feel lonely when you have nice 

people to help you or laugh about our small setbacks on research. I will miss our group meetings 

and our happy, peaceful, hilarious lab culture.  

I also owe tons of thanks to Dr. Giles Santyr and Dr. Brandon Zanette from Sickkids for providing 

me with their supports and resources during my stay in Toronto and introducing their fantastic lab 



   
 

iv 
 

members to me. Without their help, I would never be able to finish my research during this 

unprecedented COVID-19 pandemic.  

I also want to thank the staff from the Royal University Hospital (RUH). They have been giving 

me endless help and support ever since my Master's study. I will never forget the wonderful, nice 

people and their kindness. The RUH will always be my home base.  

I also want to extend my thanks to my funding sources, Mitacs-Accelerate IT10545 and IT19172, 

Arthritis Society Young Investigator Operating Grant. I also want to show my appreciation to 

Siemens Healthineers for their technical supports.  

At last, I want to make this space and give my special thanks to my beloved family and close friends 

and ‘bros’ in Canada, Mom and Dad, Grandma and Grandpa, my in-laws who have become my 

other ‘Mom and Dad’ and younger ‘brother’, Tao, Denson and Jenifer, Liangliang, Young, Yuzhu 

and Boen, Mingming, and LaoWang. They have been giving me endless encouragement, laughter, 

and emotional supports. They get me through many dark stages of my life and have become the 

most important part of my life.  

At the very end, I want to express my greatest appreciation to my wife, best friend, and soul mate, 

Shuyu, and my fluffy, four-legged ‘sons/friends’, Hupi (cute grey tabby cat) and Ramen (cute red 

Shiba Inu dog). Over the last four and half years, they have been sharing my joy and satisfaction 

but also the frustration and pain. They witness my personal growth, success, and any tiny 

achievement. I owe them the biggest thanks and apologies. To all of the three, thank you for being 

my family, and you are the reason I live with courage. 

Lumeng Cui 

2021-12-23 

  



   
 

v 
 

Table of Contents 

 

PERMISSION TO USE ................................................................................................................... i 

Abstract ........................................................................................................................................... ii 

Acknowledgements ........................................................................................................................ iii 

List of Tables .................................................................................................................................. ix 

List of Figures ................................................................................................................................. x 

List of Abbreviations ................................................................................................................... xiii 

Chapter 1 Introduction .................................................................................................................... 1 

1.1. Background ...................................................................................................................... 1 

1.2. Literature Review .......................................................................................................... 10 

1.2.1. UTE Techniques ..................................................................................................... 10 

1.2.1.1. Excitation Pulses ................................................................................................. 11 

1.2.1.1.1. Half-Pulse and Variable-Rate Selective Excitation (VERSE) ......................... 11 

1.2.1.1.2. Rectangular Pulse ........................................................................................... 12 

1.2.1.2. Trajectories ......................................................................................................... 12 

1.2.1.2.1. Radial .............................................................................................................. 13 

1.2.1.2.2. Spiral ............................................................................................................... 14 

1.2.1.3. Reconstruction Techniques ................................................................................ 15 

1.2.1.4. Summary of UTE techniques............................................................................. 16 

1.2.2. Qualitative UTE Imaging ...................................................................................... 17 

1.2.2.1. Dual-Echo Subtraction ....................................................................................... 17 

1.2.2.2. Long T2 Saturation Pulses ................................................................................. 19 

1.2.2.3. Long T2 Inversion Recovery Pulses .................................................................. 21 

1.2.2.4. Off Resonance Saturation .................................................................................. 23 

1.2.2.5. Summary of Qualitative UTE Imaging ............................................................ 24 

1.2.3. Quantitative UTE Imaging .................................................................................... 24 

1.2.3.1. T1 Relaxation Time Mapping ............................................................................ 25 



   
 

vi 
 

1.2.3.2. T2* Relaxation Time Mapping .......................................................................... 27 

1.2.3.3. Magnetization Transfer Ratio (MTR) .............................................................. 28 

1.2.3.4. Quantitative Magnetization Transfer (QMT) .................................................. 30 

1.2.3.5. Summary of Quantitative UTE Imaging .......................................................... 33 

1.2.4. UTE Applications ................................................................................................... 33 

1.2.4.1. The Musculoskeletal System .............................................................................. 33 

1.2.4.2. Radiation Treatment Planning .......................................................................... 41 

1.2.4.3. Other Applications ............................................................................................. 42 

1.2.4.4. Summary of UTE Applications ......................................................................... 42 

1.2.5. Conclusion ............................................................................................................... 42 

1.3. Research Motivations and Thesis Objectives .............................................................. 42 

1.4. Thesis Organization ....................................................................................................... 43 

Chapter 2 Design and development of a novel Flexible Ultra Short Echo time sequence 

(FUSE) ........................................................................................................................................... 45 

2.1. Introduction ................................................................................................................... 45 

2.2. Materials and Methods ................................................................................................. 47 

2.2.1. Development of a Flexible Ultra Short Echo Time Sequence (FUSE) .............. 47 

2.2.1.1. RF Pulse Design .................................................................................................. 50 

2.2.1.2. Implementation of Multiple K-Space Trajectories .......................................... 50 

2.2.1.3. Implementation of Various Long T2 Suppression Techniques ...................... 52 

2.2.2. UTE Reconstruction Pipeline ................................................................................ 54 

2.2.2.1. K-Space Trajectory Correction ......................................................................... 55 

2.2.2.2. K-Space Density Correction .............................................................................. 56 

2.2.2.3. Automatic Off-Resonance Correction Algorithm ........................................... 59 

2.2.3. Phantom Evaluation of the FUSE ......................................................................... 59 

2.3. Results ............................................................................................................................. 63 

2.3.1. Density Correction ................................................................................................. 63 

2.3.2. Off-Resonance Artifact Correction ...................................................................... 66 

2.3.3. Direct Comparison between Combinations of RF Pulses and Trajectories ..... 69 

2.3.4. The Effect of Echo Time Minimization ................................................................ 71 



   
 

vii 
 

2.3.5. Effective Long T2 Suppression Techniques ......................................................... 73 

2.4. Discussion ....................................................................................................................... 76 

2.5. Conclusion ...................................................................................................................... 81 

Chapter 3 Morphological and quantitative musculoskeletal (MSK) imaging of the bovine knee 

using a novel flexible ultrashort echo time (FUSE) sequence .................................................... 82 

3.1. Introduction ................................................................................................................... 82 

3.2. Materials and Methods ................................................................................................. 86 

3.2.1. Bovine Specimen Study .......................................................................................... 86 

3.2.2. FUSE Sequence ....................................................................................................... 88 

3.2.3. Morphological Imaging .......................................................................................... 88 

3.2.4. Quantitative Imaging ............................................................................................. 89 

3.2.4.1. B1 Mapping .......................................................................................................... 89 

3.2.4.2. T1 Mapping .......................................................................................................... 90 

3.2.4.3. Quantitative magnetization transfer (QMT) Mapping ....................................... 90 

3.2.4.4. T2* Mapping ........................................................................................................ 93 

3.2.5. Data Evaluation ...................................................................................................... 94 

3.3. Results ............................................................................................................................. 95 

3.3.1. Qualitative Imaging ................................................................................................ 95 

3.3.2. T1 Mapping ............................................................................................................. 98 

3.3.3. QMT Mapping ...................................................................................................... 103 

3.3.4. T2* Mapping ......................................................................................................... 108 

3.4. Discussion ..................................................................................................................... 113 

3.5. Conclusion .................................................................................................................... 119 

Chapter 4 Improving cortical bone imaging using the FUSE sequence for optimal synthetic CT 

generation .................................................................................................................................... 120 

4.1. Introduction ................................................................................................................. 120 

4.2. Materials and Methods ............................................................................................... 123 

4.2.1. Phantom and Human Skull ................................................................................. 123 



   
 

viii 
 

4.2.2. FUSE Sequence ..................................................................................................... 124 

4.2.3. MR and CT Image Acquisitions ......................................................................... 124 

4.2.4. Image processing and Evaluation ....................................................................... 128 

4.2.5. Dose Calculation Using Synthetic CT................................................................. 128 

4.3. Results ........................................................................................................................... 129 

4.3.1. Optimization of the Use of the FUSE Sequence ................................................ 129 

4.3.2. Improved Cortical Bone Imaging Using the FUSE ........................................... 133 

4.3.3. Morphological Comparison between the FUSE and CT .................................. 135 

4.3.4. Dose Calculation Results ..................................................................................... 138 

4.4. Discussion ..................................................................................................................... 140 

4.5. Conclusion .................................................................................................................... 143 

Chapter 5 Integrated Discussions and Future Considerations ................................................. 144 

5.1. Summary of Findings .................................................................................................. 144 

5.2. General Discussion ...................................................................................................... 146 

5.2.1. Why is UTE important? ...................................................................................... 146 

5.2.2. What makes our UTE pulse sequence different? .............................................. 147 

5.2.3. How can we take advantage of our flexible UTE sequence? ............................ 148 

5.3. Scientific Contributions .............................................................................................. 149 

5.4. Overall Strengths and Limitations ............................................................................. 152 

5.4.1. Strengths ............................................................................................................... 152 

5.4.2. Limitations and Challenges ................................................................................. 153 

5.5. Future Work ................................................................................................................ 153 

5.6. Conclusion .................................................................................................................... 154 

References .................................................................................................................................... 156 

Appendix A .................................................................................................................................. 175 

 

  



   
 

ix 
 

List of Tables 
 

Table 2.1. Scan parameters for the systematic evaluation of 1) the methods for k-space 

density correction (Experiment 1); 2) the approaches for off-resonance artifact correction 

(Experiment 2-4); 3) the combinations of the various RF pulses and trajectories 

(Experiment5); 4) 3D RF pulses with the shortest TEs (Experiment 6); 5) the 

comprehensive long-T2 suppression techniques (Experiment 7). ............................................ 62 

Table 3.1. Scan parameters for the morphological and quantitative imaging in the knee 

joint. ............................................................................................................................................... 87 

Table 3.2. Statistic of the T1 maps without and with B1 correction for the intra- and inter-

specimen in both menisci. .......................................................................................................... 100 

Table 3.3. Descriptive statistics of the QMT maps using two lineshapes and with and 

without B1 correction for the intra- and inter-specimen in both menisci............................. 105 

Table 3.4. Statistic of the T2* maps using the mono-exponential fit and the T2l*, T2s*, Fl, 

and Fs maps using the bi-exponential fit for the intra- and inter-specimen in both menisci.

 ...................................................................................................................................................... 110 

Table 4.1. MRI scan parameters for the systematic optimization using the phantom. ....... 126 

Table 4.2. MRI scan parameters for the human skull. ........................................................... 127 

 

  



   
 

x 
 

List of Figures 
 

Figure 1.1. The process of excitation using a radiofrequency (RF) pulse with a flip angle of 

α. ....................................................................................................................................................... 3 

Figure 1.2. Longitudinal T1 relaxation, transverse T2 relaxation, and transverse T2* 

relaxation. ........................................................................................................................................ 3 

Figure 1.3. Diagram of a conventional pulse sequence (gradient-recalled echo) using a 

Cartesian trajectory. ...................................................................................................................... 5 

Figure 1.4. K-space and reconstruction. ...................................................................................... 6 

Figure 1.5. Common UTE data-filling trajectories in k-space and the corresponding pulse 

sequences. ........................................................................................................................................ 9 

Figure 1.6. Example of axial tibia UTE imaging using various dual-echo subtraction 

methods. ........................................................................................................................................ 19 

Figure 1.7. Example of a comparison between various suppression techniques on axial mid‐

tibia images. .................................................................................................................................. 21 

Figure 1.8. Example of a comparison between various long-T2 inversion pulses used in a 

phantom. ........................................................................................................................................ 23 

Figure 1.9. Example of a comparison between the dual-echo subtraction and off-resonance 

saturation technique used in a phantom. ................................................................................... 24 

Figure 1.10. Example of T1-related maps of an agarose bone phantom. ................................ 26 

Figure 1.11. Example of the mono- and bi-component T2* fit. ............................................... 28 

Figure 1.12. Example of a magnetization transfer ratio map of human tibial cortical bone in 

vivo. ................................................................................................................................................ 30 

Figure 1.13. Example of the UTE-QMT modelling used in the porosity assessment of the 

bone. ............................................................................................................................................... 32 

Figure 1.14. Knee anatomy illustrated using a sagittal MR image. ......................................... 34 

Figure 1.15. Structure of the articular cartilage. ...................................................................... 37 

Figure 1.16. Structure of the meniscus. ...................................................................................... 39 

Figure 1.17. Menisci scanned by fat-saturated UTE-MRI with TE varying from 0.012 to 12 

ms. .................................................................................................................................................. 40 

Figure 2.1. The feature tree of the FUSE sequence. .................................................................. 49 



   
 

xi 
 

Figure 2.2. Proposed UTE reconstruction pipeline. .................................................................. 55 

Figure 2.3. In-house short-T2 phantom. .................................................................................... 61 

Figure 2.4. Comparison between the traditional and new analytical density correction 

functions. ....................................................................................................................................... 64 

Figure 2.5. Comparison of the density correction techniques used in the 3D radial and 

spiral. ............................................................................................................................................. 65 

Figure 2.6. The off-resonance artifact improved with the deblurring algorithm. ................. 67 

Figure 2.7. The off-resonance artifact improved with increases of the bandwidth-per-pixel 

(BWP) and spiral interleaves. ..................................................................................................... 68 

Figure 2.8. Qualitative and quantitative evaluations of the various combinations of the 

implemented RF pulses and trajectories. ................................................................................... 70 

Figure 2.9. Comparison of the implemented RF excitation schemes including VERSE-

modified half-Sinc pulse (VHSP), regular half-Sinc pulse (RHSP), and rectangular pulse 

(RP) with the TE variation. ......................................................................................................... 72 

Figure 2.10. Direct qualitative and quantitative comparisons between the implemented 

long-T2 suppression techniques. ................................................................................................. 75 

Figure 3.1. Multiple morphological contrasts generated by the FUSE sequence. .................. 97 

Figure 3.2. B1 map and T1 maps of the menisci. ....................................................................... 99 

Figure 3.3. Signal measurements and T1 fitting of the menisci. ............................................ 101 

Figure 3.4. Distribution plots of the T1 maps for all meniscus specimens (S01-S06). ......... 102 

Figure 3.5. QMT maps of the menisci superimposed on an MT-weighted volume. ............. 104 

Figure 3.6. Signal measurements and QMT fittings of the menisci. ...................................... 106 

Figure 3.7. Distribution plots of the QMT maps for all meniscus specimens (S01-S06). .... 107 

Figure 3.8. T2* maps of the menisci. ........................................................................................ 109 

Figure 3.9. Signal measurements and T2* fitting of the menisci. .......................................... 111 

Figure 3.10. Distribution plots of the T2* maps for all meniscus specimens (S01-S06). ..... 112 

Figure 4.1. Variations of the artifacts, SNRs, and times with the increase of in-plane 

trajectory lines for the radial and spiral trajectory. ............................................................... 131 

Figure 4.2. Variations of the artifacts, SNRs, and times with the increase of out-of-plane 

trajectory lines for the Spiral-Cones trajectory. ..................................................................... 132 

Figure 4.3. Comparison between T2-SPACE, PETRA, and FUSE. ...................................... 134 



   
 

xii 
 

Figure 4.4. Comparison between CT and FUSE. .................................................................... 136 

Figure 4.5. Geometrical evaluation between CT and FUSE. ................................................. 137 

Figure 4.6. Comparison of the dose calculation between two radiation treatment plans using 

CT and FUSE-derived sCT. ...................................................................................................... 139 

 

  



   
 

xiii 
 

List of Abbreviations 
 

ADC  Analog-to-Digital Converter 

AFI Actual Flip-angle Imaging 

BWP Bandwidth-per-Pixel  

CNR Contrast-to-Noise Ratio 

CT Computed Tomography 

CWPE Continuous-Wave-Power-Equivalent 

DA Double-Angle 

DC Density Correction 

DCF Density Correction Function 

DRR Digitally Reconstructed Radiograph 

FBP Filtered Back Projection Reconstruction 

FFT Fast Fourier Transform 

FID Free Induction Decay 

FLASH Fast Low Angle SHot 

FLORET Fermat Looped, Orthogonally Encoded Trajectories 

FOV Field-of-View 

FS  Fat Saturation  

GoF Goodness-of-Fit 

Hz Hertz 

iFFT Inverse Fast Fourier Transform 

iFT Inverse Fourier Transform 

IQR Interquartile Range 

MMF Macromolecular Fraction 

MR Magnetic Resonance 

MRI Magnetic Resonance Imaging 



   
 

xiv 
 

ms Milliseconds 

MSK Musculoskeletal 

MT Magnetization Transfer  

MTR Magnetization Transfer Ratio  

NUFFT Non-Uniform Fast Fourier Transform 

OA Osteoarthritis 

OS Off-resonance Saturation 

QMT Quantitative Magnetization Transfer 

RF Radiofrequency 

RHSP Regular Half-Sinc Pulse 

ROI Region-of-Interest 

RP Rectangular Pulse 

RT Radiation Therapy  

SAR Specific Absorption Rate 

sCT Synthetic Computed Tomography 

SNR Signal-to-Noise Ratio 

SPGR Spoiled Gradient-Recalled 

SR Saturation-Recovery  

Std. Dev. Standard Deviation 

TE Time-of-Echo  

TI Time-of-Inversion 

TPI Twisted Projection Imaging 

TR Time-of-Repetition 

TSR Time of Saturation Recovery  

UTE Ultrashort Echo Time 

VERSE Variable-Rate Selective Excitation  

VFA Variable-Flip-Angle  



   
 

xv 
 

VHSP VERSE-modified Half-Sinc Pulse 

VTE Variable-Time-of-Echo 

VTR Variable-Time-of-Repetition  

1D 1-Dimensional 

2D 2-Dimensional 

3D 3-Dimensional 

 

 



 

 1 

Chapter 1 Introduction 
 

Synopsis: Tissues with short T2 relaxation times are defined as ‘short T2 tissues’, and they 

normally are not visible or dark on conventional Magnetic Resonance (MR) images. 

Ultrashort Echo Time (UTE) can provide qualitative and quantitative contrast for short T2 

tissues by drastically reducing time-of-echo (TE) to low as 8 us. As such, UTE sequences have 

become a promising imaging tool for short T2 tissues in many applications. This chapter 

introduces the research background of magnetic resonance imaging (MRI) physics, then 

provides a comprehensive literature review of UTE, identifies gaps in the literature and 

finally states the objectives of this thesis. 

 

1.1. Background 

MRI is a non-invasive medical imaging modality that uses a strong static magnetic field, magnetic 

gradient fields, and radiofrequency (RF) waves to form a visible image. MRI can provide superior 

contrast for soft tissues and delivers no ionizing radiation, as compared to other imaging modalities, 

e.g., X-ray, computed tomography (CT), and positron emission tomography (PET).  

 

The differences in tissue relaxation processes under the influence of a changing magnetic field are 

the underlying mechanism in achieving contrast in MRI. MR scans rely on the abundance of 

hydrogen-containing tissues enriched in the body (e.g., muscles, fat, and bone marrow) (1). The 

protons ( H1
1 ), each of which carries a magnetic moment due to its spin (angular momentum), are 

randomly directed in the body in the natural state; however, when they are placed in the strong 

external magnetic field of MRI (i.e., B0), some of their magnetic moments will align with the field 

and form a net magnetization, M0, along the longitudinal B0 direction without transverse 

components (1). The protons, described as the net magnetization M0, rotate about the B0 direction 

at a constant frequency, called the Larmor frequency, which is dependent on the gyromagnetic ratio 

of the nucleus and the magnetic field strength; this rotation is termed precession (1). The precession 

continuously carries on in a dynamic equilibrium state where there is no transverse component
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 due to the dephasing. MRI uses RF radiation, an electromagnetic wave, carrying a frequency set 

to the Larmor frequency to disturb this dynamic equilibrium, triggering resonance. For further 

explanation, this RF wave, produced by a transmitter coil, can generate a magnetic field B1 

perpendicular to B0, which can tip M0 away from the longitudinal direction to the transverse plane. 

This process is described as an excitation. The angle that B1 rotates M0 away from the longitudinal 

direction with is called the flip angle, 𝛼, regulated by the time and strength of the excitation (Figure 

1.1). During the excitation, M0 has a reduced longitudinal component Mz and an increased 

transverse component Mxy (Figure 1.1). When the excitation is complete, the longitudinal 

component Mz will recover back to its original state M0, while the transverse component Mxy will 

decay to zero. These two individual processes are described as longitudinal relaxation and 

transverse relaxation, also known as the T1 relaxation and T2 relaxation, respectively (Figure 1.2). 

T1 is a time constant that describes the longitudinal relaxation formalized as exponential recovery 

𝑀𝑧(𝑡) = 𝑀0 cos(𝛼) 𝑒
−𝑡/𝑇1 +𝑀0(1 − 𝑒

−𝑡/𝑇1) [1.1] 

Where 𝑀𝑧(𝑡) is the longitudinal component with respect to the time variable 𝑡; 𝑀0 is the original 

magnetization; 𝛼  is the flip angle of the RF wave; 𝑇1 is the longitudinal relaxation time (1). 

Likewise, T2 is a time constant that describes the transverse relaxation formalized as an exponential 

decay: 

𝑀𝑥𝑦(𝑡) = 𝑀0 sin(𝛼) 𝑒
−𝑡/𝑇2 [1.2] 

Where 𝑀𝑥𝑦(𝑡) is the transverse component with respect to the time variable 𝑡; 𝑀0 is the original 

magnetization; 𝛼 is the flip angle of the RF wave; 𝑇2 is the transverse relaxation time (1).  

 

During the T1 and T2 relaxation process, both the longitudinal component 𝑀𝑧  and transverse 

component 𝑀𝑥𝑦 maintain the precession at the Larmor frequency. One can use a rotating reference 

frame with this base frequency to consider both relaxation processes occurring without rotation. 

T2* relaxation time is a different but related term that is important in gradient echo and ultrashort 

echo time imaging. Compared to the relaxation time T2, T2* relaxation time describes the 

transverse relaxation but includes the consideration of inhomogeneous main magnetic field and 

different magnetic susceptibilities of various tissues, thus it is always smaller than T2 (Figure 1.2) 

(2). If these inhomogeneities are not addressed by MRI scans, the T2* relaxation time is the 

‘effective’ transverse relaxation time as opposed to the ‘true’ transverse relaxation time T2 (2). The 

relaxation times T1, T2, and T2* are tissues properties and vary with tissue type.  
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Figure 1.1. The process of excitation using a radiofrequency (RF) pulse with a flip angle of α. 

 

 

Figure 1.2. Longitudinal T1 relaxation, transverse T2 relaxation, and transverse T2* relaxation. 

 

Modern MRI imaging methods are developed by employing computer programming codes that are 

specific to the hardware vendor. The developed code, termed Pulse Sequence, typically includes a 

set of RF pulses, encoding gradients, and raw MR signal collection using analog-to-digital 

converters (ADC). During RF excitation, the pulse sequences first transmit an RF wave (pulse) 

with the Larmor frequency to flip the magnetization fully or partially into the transverse plane and 

initiate the longitudinal (T1) and transverse (T2) relaxation process simultaneously (1). Then, 

during the relaxation processes, the pulse sequences use magnetic gradient fields (superimposed 

on the main magnetic field) to spatially encode the magnetization at every position with different 

phases and frequencies into k-space (1). Last, before the relaxation processes are complete, the 
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pulse sequences control a receiver coil to pick up the raw MR signal during the frequency encoding 

process (i.e., data readout) from the transverse component of the position-encoded magnetization 

(according to Faraday’s law of induction) and digitally samples the raw signal with an ADC (1). 

This full procedure involving the excitation, position encoding, and raw MR signal collection is a 

repeated process varied by the gradient fields, and each repetition provides a raw MR signal 

uniquely encoded with position information (Figure 1.3). By following a specific strategy, all 

position-encoded raw MR signals can fill to a matrix called k-space, and the strategy to fill k-space 

is described as a trajectory (Figure 1.4). The Cartesian trajectory is the most common and robust 

k-space-filling strategy adopted by many conventional pulse sequences. The raw MR signals, 

aligned by the trajectory in k-space, are defined in the Fourier domain and need to be reconstructed 

by an inverse Fourier transform (iFT) into the final MR image (Figure 1.4). 
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Figure 1.3. Diagram of a conventional pulse sequence (gradient-recalled echo) using a Cartesian 

trajectory. 

Unlike the transverse relaxation with a long T2 time, the transverse relaxation with a short T2 time could 

be fully decayed before the starting of acquisition.  
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Figure 1.4. K-space and reconstruction. 

K-space can be filled using a Cartesian trajectory (the red lines). Processed by an inverse Fourier Transform 

(FFT), raw MR signals in k-space can be reconstructed to a final MR image. 

 

Generating contrast from a collection of tissues can be manipulated by purposely changing two 

important parameters of pulse sequences, time-of-echo (TE) and time-of-repetition (TR) (Other 

determining parameters can also include the time-of-inversion and flip angle) (1). TR is the time 

interval for each repeating cycle of pulse sequences. In pulse sequences, TR decides the initial 

magnetization, restored from the longitudinal relaxation of the last repetition, for each excitation 

and then the excited transverse component of the net magnetization for each acquisition. For 

example, if after an RF pulse with a flip angle (𝛼) of 90°, the transverse component of the net 

magnetization for the acquisition is (combining Eq. [1.1] and Eq. [1.2]),  

𝑀𝑥𝑦(𝑡) = 𝑀0(1 − 𝑒
−𝑇𝑅/𝑇1)𝑒−𝑡/𝑇2 [1.3] 

TE defines the time interval between the starting of T2 relaxation and the moment the received raw 

MR signal reaches the maximum during the T2 relaxation decay (i.e., arriving at the k-space centre). 

For example, in the Cartesian trajectory that fills k-space from left to right for every acquisition 

line, TE is presented as the time interval between the middle of the excitation and the middle of the 

acquisition; while, in non-Cartesian trajectories that use k-space centre-out data filling strategies 

(e.g., the radial or spiral trajectory), TE appears as the time interval between the middle of the 
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excitation and the beginning of the acquisition. In both cases, the TE indicates the moment when 

the data filling is at k-space centre. 

 

In MRI, short-T2 tissues can lead to a rapid signal decay due to their very short T2 relaxation times 

and may not be detectable using conventional pulse sequences. Although MRI can provide well-

defined anatomical details for many soft tissues, conventional MR images still cannot visualize a 

subset of tissues with adequate brightness or high contrast. These tissues often appear ‘black’ or as 

‘signal void’ on MR images because their signal decays too quickly to capture; using MRI 

terminology, this is due to their quick T2 relaxation times. Usually, tissues with T2 relaxation times 

less than ~10 ms are defined as short T2 tissues (3,4). Common short-T2 tissues may include 

tendons (T2 ~ 6 ms), ligaments (T2 ~ 4-10 ms), cortical bone (T2 ~ 0.4-0.5 ms), meniscus (T2 ~ 

5-8 ms), and deep layers of cartilage (T2 ~ 5-10 ms) (5–8). Relatively, tissues with more free 

protons (i.e., water) usually possess longer T2 relaxation times, over 10 ms, and are detectable with 

standard sequences (9,10); for example, at 3.0 T, the liver has a T2 relaxation time of 42 ± 3 ms, 

the skeletal muscle has a T2 relaxation time of 50 ± 4 ms, and blood has a T2 relaxation time of 

275 ± 50 ms (measured at a blood oxygen level of 95%) (6). For comparison, short T2 tissues, such 

as deep layers of articular cartilage or cortical bone, have relaxations times less than a few 

milliseconds (4,11). The reason for this is that these tissues contain protons that are bound to 

macromolecules, which results in the rapid signal decay that conventional MRI sequences fail to 

detect (9,10,12). This is a result of the fact that many tissues have complex biological structures 

that contain multiple components with varying T2 times. Even tissues visible with standard MRI 

may have interesting short-T2 components, which are relatively unknown and understudied. For 

example, the articular cartilage in knee joints has a long-T2 component (the superficial layer) and 

a short-T2 component (the deep layer) (13); further the middle layer contains both free water and 

bound water which can also result in multiple T2 components.  

 

Consequently, Ultrashort Echo Time (UTE) pulse sequences have been developed to image the 

short-T2 tissues and short-T2 components with short TEs (14,15). The overall goal of UTE 

sequences is to reduce TE as much as possible. The ultrashort TE is achieved by short RF pulses 

(e.g., half-Sinc pulse, half-Sinc pulse with Variable-Rate Selective Excitation (VERSE) 

modification, or short rectangular pulse) and non-Cartesian centre-out trajectories (e.g., radial and 
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spiral) (14–20). Compared to the Cartesian trajectory (Figure 1.4), the non-Cartesian centre-out 

trajectories can fill up k-space (i.e., accomplishing the entire data readout) in an efficient way by 

only using frequency encoding (without phase encoding); the centre-out frequency encoding 

collects the MR signal as free induction decay (FID). Also, UTE signals are collected from T2* 

relaxation decay instead of T2 relaxation decay due to the lack of an inversion pulse and refocusing 

gradient; these two pulse sequence events can remedy the magnetic field’s inhomogeneity and the 

susceptibility of various materials, but they are not adopted intentionally in UTE pulse sequences 

in order to achieve the shortest possible TE. UTE sequences are capable of two-dimension (2D) or 

three-dimension (3D) acquisitions by adopting combinations of various short RF pulses and non-

Cartesian centre-out trajectories (Figure 1.5). It must be noted that in UTE pulse sequences, TE is 

the time interval between either the end (half-Sinc) or middle (rectangular) of an excitation pulse 

and the beginning of an ADC event, which looks different from the conventional sequence (Figure 

1.3 vs. Figure 1.5). While it may appear that UTE sequences violate TE's definition, in fact, because 

UTE sequences usually use half (or full) pulses and non-Cartesian centre-out trajectories, TE in the 

context of UTE does comply with the conventional definition of being the time from the centre of 

the RF pulse to when the centre of k-space is filled (further detail of the half sinc RF pulse is 

provided in section 2.1.1.1). By this definition TEs of UTE sequences can be less than 0.1 ms (4). 

On most MRI systems, the smallest allowable TE is related to the receiver deadtime, ~ 8 μs (21,22). 

Given that routine MRI techniques cannot effectively obtain any signal from the tissues with T2 

times less than 10 ms, UTE imaging is an important innovation in order to distinguish between 

short T2 tissues (9,23). 
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Figure 1.5. Common UTE data-filling trajectories in k-space and the corresponding pulse sequences. 

(a) 2D radial trajecotry with the radial spokes as the trajetory lines (red); (b) the pulse sequence diargam of the 2D radial trajectory; (c) 2D spiral 

trajecotry with the spiral interleaves as the trajetory lines (red); (d) the pulse sequence diargam of the 2D spiral trajectory; (e) 3D radial trajecotry 

(‘Koosh-Ball’) with the radial spokes (the red trajectory lines) extended to a sphere space; (f) the pulse sequence diargam of the 3D radial trajectory; 

(g) 3D spiral trajecotry (‘Spiral-Cones’) with the sprial trajectory lines (red) extended to mulitple cone-shaped spaces; (h) the pulse sequence diargam 

of the 3D spiral. 



 

 10 

For better qualitative and quantitative characterization of short T2 tissues, many UTE techniques 

have been continuously developed and improved, including the excitation pulses, k-space 

trajectories, long-T2 suppression techniques for enhanced morphological imaging, and 

quantification techniques with data modelling. Due to these developments and improvements, UTE 

sequences have a broad scope of applications from musculoskeletal (MSK) imaging to lung 

imaging to radiation therapy (RT) planning. Despite the various developments and improvements, 

it is still unclear which particular UTE technique is the most appropriate for each specific 

application. For example, differing approaches might be necessary to obtain a high-resolution 

image of skull cortical bone morphology for synthetic CT generation versus to carry out a 

quantitative magnetization transfer (MT) modelling in a musculoskeletal tissue, such as the menisci. 

Therefore, it is essential that we understand the differences between the various UTE techniques 

via direct comparisons, in order to optimize our acquisitions for specific applications. However, 

there currently exists no sequence that combines different UTE features so that this type of 

comparison can be made; instead, research groups tend to use one particular approach depending 

on the sequence(s) they have access to. 

 

1.2. Literature Review 

This section reviews the existing literature on UTE, scoping from sequences and reconstruction 

techniques to imaging methods (qualitative and quantitative) to applications. 

 

1.2.1. UTE Techniques 

UTE is a class of MRI pulse sequences that can visualize and quantify short-T2 tissues (typically 

invisible in conventional MR images). To reveal the component of short T2 tissues in MR images, 

researchers have developed many novel RF excitation pulses and centre-out trajectories to achieve 

an ultrashort TE (24). Additionally, due to the necessary non-Cartesian trajectories required for 

UTE acquisitions, special reconstruction techniques are needed to adapt the acquired data to the 

Cartesian coordinate system to accommodate the iFT to image space (25–27). This section will 

review the existing RF excitation pulses, k-space trajectories, and reconstruction methods 

implemented in UTE sequences. 
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1.2.1.1. Excitation Pulses 

As with other conventional MRI pulse sequences, UTE sequences control coils to transmit RF 

pulses to excite protons (resonance) for acquisition. However, for achieving an ultrashort TE less 

than 0.1 ms, UTE sequences require half-Sinc, VERSE-modified half-Sinc, or short rectangular 

RF pulses to minimize the excitation time. These three common excitation pulses adopted in UTE 

are reviewed in this section. 

 

1.2.1.1.1. Half-Pulse and Variable-Rate Selective Excitation (VERSE) 

Half-Sinc excitation pulses are used in UTE techniques to reduce TE. Two half-Sinc pulses paired 

with opposite slice selection gradients are employed in two TR repetition cycles, respectively 

(Figures 1.5.a and b) (15,28). By adding the MR signals from these two cycles, the resultant slice 

selection profile is equivalent to the one from an intact ‘Sinc’ excitation. In other words, the 

summation of the signals resulted from a pair of half-Sinc excitations is mathematically analogous 

to the signal originating from a conventional full-Sinc excitation (14,29). With two first halves of 

a Sinc pulse (and a slice selection gradient), this arrangement achieves a reduction of TE without 

jeopardizing the slice selection profile. As an improvement to this approach, a variable-rate 

selective excitation (VERSE) technique has been used. In the VERSE pulse, the ramp-down of the 

slice selection gradient can become a part of the half-Sinc excitation process that ends up at the 

beginning of TE (Figure 1.5.c and d) (14). By combining a time-varying gradient and a modified 

RF pulse, the VERSE technique can excite a slice profile comparable to a regular selective 

excitation (16). The application of the VERSE technique can help reduce the specific absorption 

rate (SAR) of RF pulse and, more importantly in this context, the duration of excitation (30). For 

UTE implementation, with a reconfigured half-Sinc pulse playing simultaneously with the slice 

selection gradient’s plateau and ramp-down, the VERSE-based half-Sinc excitation can accomplish 

the selective excitation without a gradient ramp-down and refocusing gradient. For these reasons, 

the VERSE-based half-Sinc excitation has been widely adopted in UTE applications for its 

superiority in reducing minimal TE (31–33). 

 

There are also some challenges for implementing the half-Sinc pulses in UTE sequences. Most 

applications involving half-Sinc excitation utilize 2D UTE imaging with a minimal TE of 8 μs 

(14,33–36), but there are a few implementations of 3D half-Sinc excitation combining with a stack-
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of-radial-spokes technique, which only allows for one 'authentic' ultrashort TE acquisition (at kz=0 

in the k space) (22,37). One problem with the VERSE-modified pulse is that it can only accurately 

create the slice profile for on-resonance spins (water); it causes profile distortion for off-resonance 

spins, such as fat (16,30). The profile distorts more drastically when the strength of the slice 

selection gradient increases (16). A simple half-Sinc excitation without VERSE can also be 

implemented in UTE imaging with a refocusing gradient (38,39). This measure can theoretically 

avoid off-resonance distortion brought by the VERSE technique but potentially prolong the 

minimal TE due to the need for a refocusing gradient. However, the trade-off between the off-

resonance distortion and the minimal TE has not been well studied in the literature. 

 

1.2.1.1.2. Rectangular Pulse 

The rectangular pulse is a more popular choice in 3D UTE imaging. Compared to a standard slab-

selective pulse in 3D, a rectangular pulse has a shorter duration without a need for a slab selection 

gradient and a corresponding refocusing gradient (Figure 1.5.e and f). Given the complexity of the 

half-Sinc pulse implemented with VERSE and the doubled acquisition time, the rectangular pulse 

is better solution in 3D UTE imaging to obtain a minimal TE of less than 0.1 ms (40,41). Regarding 

patient safety, a rectangular pulse is prone to lead to a higher SAR and increased transmitter 

bandwidth as compared to a slab-selective Sinc pulse, as the former uses a shorter pulse duration 

to carry out a non-selective excitation. However, nearly without any applications of half-Sinc 

pulses in 3D UTE imaging, there has been no thorough study for the direct comparisons to the 

rectangular pulse in terms of signal, contrast, Signal-to-Noise Ratio (SNR), and SAR. 

 

1.2.1.2. Trajectories 

In UTE imaging, Cartesian trajectories are replaced by non-Cartesian to achieve an ultrashort TE. 

This is accomplished by manipulating the amplitude and waveform of the readout gradients. 

Radial- and spiral-based trajectories are two common k-space filling strategies used in UTE 2D 

and 3D imaging. This section will give an overview of the radial trajectory, the spiral trajectory 

and their variants. 
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1.2.1.2.1. Radial  

In UTE imaging, radial trajectory fills k-space with the collected free induction decay (FID) signals 

beginning from the centre and moving radially outwards (Figure 1.5.a). Different from the 

Cartesian trajectory that is achieved by a phase-encoding gradient linearly varied from TR to TR 

and a constant readout gradient, the radial trajectory discards the phase-encoding gradient and (only) 

varies the readout gradient’s amplitude with a cosine and sine function along the x and the y axis, 

respectively (Figure 1.5.a and b): 

𝐺𝑥 = 𝐺𝑐𝑜𝑠(𝜃) [1.4] 

𝐺𝑦 = 𝐺𝑠𝑖𝑛(𝜃) [1.5] 

where 𝐺 is the readout gradient amplitude determined by the field-of-view (FOV) and readout 

bandwidth, 𝜃 is an azimuthal angle, describing the radial line’s (spoke) angle from the 𝑥 axis with 

a range of [0, 2), and 𝐺𝑥and 𝐺𝑦 are the resultant gradient amplitudes along the 𝑥 axis and the 𝑦 

axis. As a UTE sequence acquisition starts nearly immediately after the RF-excitation, the ADC 

for the radial trajectory usually begins from the ramp-up of readout gradient instead of waiting for 

the arrival of the plateau as done in Cartesian trajectory (Figure 1.5b). The ramp-up acquisition 

portion oversamples the FID signal in k-space, which must be accounted for in the k-space filling 

and reconstruction. Although the centre-out radial trajectory, also known as projection acquisition 

(PA), was the first acquisition strategy invented for MRI in 1973 (42), the combination of a 2D 

radial trajectory and a half-Sinc (VERSE) excitation was the first UTE implementation for 

investigating short T2 components in 1991, and it has been widely applied in the 2D UTE imaging 

ever since (14). 

 

For UTE, the radial trajectory has also been extended to 3D imaging using a Stack-of-Stars or 

Koosh-Ball approach (43). Stack-of-Stars stacks a pile of 2D planes of radial spokes (projections), 

forming a cylinder in the 3D k-space (37,44). Stack-of-Stars uses a 2D radial trajectory in each 

plane while using a phase-encoding gradient along the third dimension, the slice selection direction 

(e.g., the z-axis). The introduction of phase encoding gradient in the Stack-of-Starts approach 

potentially prolongs minimal TE. To further reduce the minimal TE, one can employ a VERSE-

modified half-Sinc pulse along with a variable TE strategy (22,37). The variable TE strategy 

minimizes TE to 8 μs at kz=0, the exact middle radial plane at the z-axis of the k-space, as the phase 

encoding gradient is zero at this point. The TE of 8 μs at kz=0 is regarded as the effective TE since 
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this radial plane carries the most signal energy in the k-space. The Koosh-Ball approach fills the 

3D k-space in a sphere-like manner by radial spokes extending from the origin at the centre of k-

space in all three dimensions (45). Besides the azimuthal angle 𝜃 used in the 2D radial trajectory, 

Koosh-Ball introduces the polar angle 𝜑 from 0 to  to constitute a 3D radial trajectory by varying 

the readout gradient in each direction (Figure 1.5.e and f): 

𝐺𝑥 = 𝐺𝑠𝑖𝑛(𝜑)𝑐𝑜𝑠(𝜃) [1.6] 

𝐺𝑦 = 𝐺𝑠𝑖𝑛(𝜑)𝑠𝑖𝑛(𝜃) [1.7] 

𝐺𝑧 = 𝐺𝑐𝑜𝑠(𝜑) [1.8] 

where 𝐺 is the readout gradient amplitude determined by FOV and readout bandwidth, 𝜃 is the 

azimuthal angle ranging from 0 to 2, 𝜑 is the polar angle ranging from 0 to pi, and 𝐺𝑥, 𝐺𝑦 and 𝐺𝑧 

are the resultant gradient amplitudes along the 𝑥, 𝑦, and z axis. Even though sometimes a non-

isotropic result and shorter scan time are more desired with the help of phase encoding gradients 

in Stack-of-Stars (22,43), Koosh-Ball can achieve shorter TEs for all its FID signals because it does 

not employ phase encoding and provides an isotropic image volume (39,43).  

 

1.2.1.2.2. Spiral 

The spiral trajectory is another popular centre-out non-Cartesian trajectory; it achieves UTE scans 

by varying the readout gradient waveform with time. There are different techniques to design spiral 

trajectories, as introduced in by several groups (17,18,46,47). A well-known drawback of spiral 

trajectories with long data readouts is that they are sensitive to the inhomogeneity of gradient fields 

and susceptibility. Therefore, a common practice is to apply the spiral trajectory in an interleaved 

fashion (multi-shots) by breaking up a long spiral waveform (with ADC) into multiple segments 

and radially filling them to the k-space plane. This method borrows the radial trajectory’s approach 

except the radial spokes are replaced with segmented spirals. Combined with half-Sinc pulses, the 

spiral trajectory can serve as an alternative to the radial for 2D UTE imaging (Figure 1.5.c and d) 

(33,48). There are various forms of 3D spiral trajectories and are known as Stack-of-Spirals, 

Twisted Projection Imaging (TPI), Fermat looped, orthogonally encoded trajectories (FLORET), 

or Spiral-Cones (Figure 1.5.g and h) (49–53). Similar to Stack-of-Stars, Stack-of-Spirals fills the 

3D k space by piling up 2D planar spiral into a cylinder; this trajectory also utilizes a variable 

duration of phase encoding gradient along the z-axis (49,51,54,55). The UTE imaging using Stack-

of-Spirals has been often applied in lung imaging where the shorter scan time is required; however, 
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with a non-isotropic resolution and a variable short TE in return. TPI is a hybrid of a radial and 

spiral trajectory: TPI starts with a Koosh-Ball style trajectory to fill the centre of k-space and then 

twists the radial spokes into spiral shape in the peripheral k-space (52). This method can help 

compensate for the sampling inefficiency observed in the periphery of k-space (52). However, an 

abrupt transition can occur from the radial to the spiral gradient portion, which must then be 

smoothed (50). Recently, another spiral-based trajectory, FLORET, has gained some attention in 

UTE imaging. FLORET fills 3D k-space using two or three orthogonal “hubs”; each hub comprises 

a group of cones with different angles from the z-axis; each cone is composed of a Fermat’s spiral 

trajectory (56,57). The FLORET trajectory uses only one spiral leaf in each cone to achieve a highly 

efficient 3D k-space filling (56). The Spiral-Cones trajectory also uses a series of cones to fill 3D 

k-space, but each cone typically consists of multiple interleaved spirals (Figure 1.5.g). The Spiral-

Cones trajectory carries out spiral gradients along the in-plane direction (e.g., the x-y plane) and a 

radial gradient along the out-of-plane direction (e.g., the z-axis) (Figure 1.5.h). As an advantage, 

the Spiral-Cones can provide a shorter data acquisition window due to the application of multi-

interleaved spirals despite longer scan time. This characteristic will become very valuable in MSK 

imaging as a shorter data acquisition window can maximally alleviate short T2 signal and 

resolution losses expected during readout (19). Also, the design of Spiral-Cones gradient 

waveforms is subject to the maximal amplitude and slew rate of the gradient system. Last, the 

Spiral-Cones trajectory can also provide an isotropic resolution with a consistent TE for all 

collected FID signals. 

 

1.2.1.3. Reconstruction Techniques 

Unlike the Cartesian-acquired MR data, UTE sequences, using non-Cartesian trajectories, do not 

distribute k-space data uniformly in a grid, so reconstruction methods that support non-Cartesian 

trajectories are required. Three main methods of non-Cartesian reconstruction are Filtered Back 

Projection Reconstruction (FBP), the gridding algorithm, and Non-Uniform Fast Fourier 

Transform (NUFFT). 

 

The FBP method is only applicable to non-Cartesian k-space data collected by pure radial-based 

trajectories. This method first uses a 1D inverse Fast Fourier Transform (FFT) to process each 

radial spoke defined in the non-Cartesian coordinate system. Then, all transformed spokes form a 
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2D plane based on each radial angle. Lastly, an inverse Radon transform is applied to the 2D plane 

to complete the MR reconstruction. Due to the incompatibility with other non-Cartesian trajectories, 

FBP is less preferred than the gridding algorithm and NUFFT.  

 

As a universal method, the gridding algorithm can adapt to any arbitrary trajectory for 

reconstruction. This method uses a Kaiser–Bessel window, which is a low-pass filter, to convolute 

with the k-space data collected by the non-Cartesian trajectory and then re-grid it to a Cartesian 

coordinate system (25,26). The re-gridded data in k-space is then treated as Cartesian collected 

data and processed by an inverse FFT to complete the reconstruction of MR images. This method 

has been widely adopted for various trajectories and applications (40,43,50,51,57,58). 

 

Last, NUFFT is another popular method for the non-Cartesian reconstruction in UTE imaging. 

NUFFT can accommodate the non-uniformity in non-Cartesian trajectories, allowing for direct 

reconstruction of non-Cartesian k-space data (59,60). However, in essence, NUFFT is equivalent 

to the gridding algorithm that uses a Gaussian convolution window (instead of the Kaiser–Bessel 

window) (60). As acknowledged, NUFFT has become another effective method for the non-

Cartesian reconstruction of UTE sequences (43,61–63). 

 

1.2.1.4. Summary of UTE techniques 

Although various techniques have been developed with their unique features for achieving UTE 

imaging, as reviewed above, there are still some gaps in the literature regarding the UTE techniques.  

• Nearly no application of half-Sinc pulse or its VERSE modification has been applied in 3D 

UTE imaging for excitation.   

• There is no direct comparison between the rectangular pulse, half-Sinc pulse, and half-Sinc 

pulse with the VERSE modification regarding the contrast or SNR.  

• It is relatively unknown what trajectory is better regarding the SNR in 2D and 3D UTE 

imaging.  

• It is also unclear what combination of the RF pulse and trajectory can yield higher SNR 

images.  

• It is relatively unclear what reconstruction technique is superior and if they can be improved 

regarding artifact reduction.  
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• It has not been well studied whether differing UTE acquisition techniques can improve the 

images by reducing or removing artifacts.  

• Likewise, it has not been well studied whether differing UTE acquisition techniques can 

improve the SNR of images.   

 

1.2.2. Qualitative UTE Imaging  

One main application of UTE is to provide signal directly to short-T2 tissues for morphological 

imaging. UTE sequences can create a contrast between short-T2 tissue and also other tissues. One 

example is that UTE sequences allow for a discernible contrast between the deep layer of cartilage 

and the subchondral cortical bone due to their different short-T2 relaxation times, but they both 

appear as a merged, indistinguishable signal void on conventional MR images (64,65). As another 

example, UTE sequences can also create a noticeable contrast between the cortical bone (short-T2) 

and bone marrow (long-T2) by directly supplying the brightness to the cortical bone on UTE 

images (64). However, in some cases, the stronger long T2 signal can severely obscure the short 

T2 signal in UTE images without providing a well-emphasized contrast between the short-T2 and 

long-T2 tissue. For example, the deep radial, calcified cartilage and subchondral bone (short-T2) 

is positioned between the middle layer of cartilage and bone marrow fat, both of which have long 

T2 relaxation times; and if without a simultaneous signal suppression for both the middle layer of 

cartilage and bone marrow fat, the contrast of the deep radial, calcified cartilage and subchondral 

bone is difficult to distinguish from either of the long-T2 tissues (66). Hence, the long-T2 

suppression techniques, including the dual-echo subtraction methods, saturation pulses, or 

inversion nulling pulses, are essential for UTE sequences to selectively suppress the signals from 

various long-T2 tissues while enhancing the contrast for short-T2 tissues. 

 

1.2.2.1. Dual-Echo Subtraction  

Adopted by many UTE sequences, the dual-echo subtraction method achieves a short T2 contrast 

enhancement with great simplicity. The procedure is to acquire two images using a UTE sequence 

first with an ultrashort TE and next with a longer TE, and then subtract the later signal from the 

former to obtain the difference image. Because the short T2 components are experiencing a much 

faster signal decay than the long T2 components over the short interval between two TEs, the 

former should generally present predominant contrast in the resultant image. However, different 
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TE pairs and subtraction methods will cast a varied impact on the contrast enhancement for short 

T2 components. Typically, the longer TE is chosen for the minimal time for fat and water to be in-

phase (i.e. 2.2 ms for a 3 Tesla system) or the multiples of this value (e.g., 4.4 or 6.6 ms for a 3 

Tesla system), while the shorter TE is the UTE lower limit - usually less than 100 us (67). Because 

the minimum TE (of UTE) is approximately zero, i.e., the initial state of fat and water is in-phase, 

the subsequent in-phase times (longer TEs) can help offset the long T2 signals from both water and 

fat simultaneously (67,68). For the subtraction methods, the most common approach is to use the 

second echo to directly subtract from the first echo to obtain the enhanced details of short T2 

components (Figure 1.6.a-c) (69,70). Alternatively, the second (or the first) echo can be rescaled 

linearly or exponentially to higher (or lower) intensities before the subtraction, which can further 

dim the contrast for long T2 components (even to negative values) while highlighting the details 

for short T2 components (e.g., Bone) (Figure 1.6.d-h) (67,70,71). These linear or exponential 

weighting factors can be determined experimentally by optimizing the SNR and contrast-to-noise 

ratio (CNR) (70,71). 

 

Even though the dual-echo subtraction can efficiently suppress the signal from long-T2 tissues in 

UTE imaging, it has some deficiencies–i.e., degrading SNR and increased vulnerability to 

susceptibility artifact (67,68). Also, in combination with saturation or inversion recovery pulses, 

the dual-echo subtraction can be further improved, which will be covered in subsequent sections 

(66,72). 

  



 

 19 

 

Figure 1.6. Example of axial tibia UTE imaging using various dual-echo subtraction methods. 

(a, b) show images of the tibia acquired with a TE of 0.032 ms and 4.2 ms, respectively. The cortical bone 

has the lowest brightness, the bone marrow fat demonstrates the highest brightness, and the muscle presents 

the intermediate brightness. (c) The direct subtraction without any rescaling where the muscle’s signal was 

heavily suppressed. (d) The linearly weighted subtraction with the first echo rescaled by 0.4 where the 

cortical bone’s contrast was enhanced with bright signal. (e–h) The exponential subtraction methods with 

the second echo exponentially rescaled with different factors (i.e., 1.99, 2.00, 2.03, and 3.00) where the 

cortical bone’s contrast (bright) was isolated from the suppressed bone marrow fat and muscle (dark). 

Reprinted from (70) (DOI link: https://doi.org/10.1177/0284185119877797 ). Permission is granted by 

SAGE Publications for gratis reuse in a thesis/dissertation. 

 

1.2.2.2. Long T2 Saturation Pulses 

Saturation pulses can also help highlight the short-T2 contrast in UTE imaging by directly 

suppressing the long-T2 signal during the acquisition. The saturation pulses usually require a long 

duration (e.g., 9-24 ms) and a flip angle of 90° to selectively saturate the long-T2 components while 

sparing the short-T2 components (15,68). Long T2 saturation pulses are usually implemented prior 

to gradient spoilers. Saturation pulses can address the limitations of the subtraction method 

described above (67,68). For water saturation, one can utilize a long 90° rectangular pulse followed 

by a spoiling gradient to tip the long T2 magnetizations to the transverse plane first, and the spoilers 

can subsequently destroy the net magnetization through dephasing (15). However, given the 

chemical shift between two peaks of water and fat in the spectrum (about 440 Hz in 3.0 Tesla), a 

https://doi.org/10.1177/0284185119877797
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90° long rectangular pulse can only effectively eliminate the water signal with limited influence on 

fat. As a remedy for this, two long rectangular pulses, centred at the water (90°) and fat (120°) 

frequencies (each with a gradient spoiler), can be sequentially applied, which allows for selective 

suppression for both water and fat (which is known as T2-selective RF Excitation-TELEX) (34). 

However, the long rectangular pulse is very sensitive to off-resonance effects due to its narrow 

spectral bandwidths. Thus, an equivalent Gaussian or Sinc pulse, with a wider bandwidth, can be 

adopted alternatively for a more stable saturation (67,69). As an improvement, the single-and dual-

band saturation pulses produced by the Shinnar–Le Roux transform can provide a better 

suppression profile (73). Finally, due to the different relaxation times and bandwidths between 

water and fat, the optimal flip angles for the saturation pulses are usually slightly larger than 90°; 

for example, one needs to use a flip angle of 100° for water and 110° for fat when using a dual-

band pulse (68). Specifically, these optimized saturation pulses can slightly invert water's and fat's 

magnetizations to the longitudinal direction. Given the delay between the magnetization 

preparation and RF excitation, this setup forces the inverted longitudinal magnetizations to be 

returning to zero when the excitation occurs (68). The dual-band saturation pulse can suppress the 

fat and water signal and highlight the short-T2 contrast, e.g., the cortical bone (Figure 1.7.c-d) (68). 

Furthermore, the saturation pulses can also be assisted with the dual-echo subtraction method to 

suppress the residual long T2 signal resulted from an imperfect saturation (Figure 1.7.d) (67,68). 
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Figure 1.7. Example of a comparison between various suppression techniques on axial mid‐tibia 

images. 

The solid arrow indicates the cortical bone, the dotted arrow indicates the fat, including the bone marrow, 

and the dotted-dashed arrow indicates the tendon. (a) UTE's first echo; (b) the subtracted image using dual‐

echo UTE scans; (c) dual-band UTE's first echo; (d) the subtracted image using dual‐band UTE's two 

echoes; (e) inversion recovery UTE (IR-UTE)'s first echo; (f) the subtracted image using with IR-UTE's 

two echoes. Notably, the fat signal was suppressed by dual-band UTE and IR-UTE better than dual-echo 

UTE. Also, dual-echo UTE can further improve the long-T2 suppression carried out by dual-band UTE and 

IR-UTE. Reprinted from (68) (DOI link: https://doi.org/10.1002/mrm.23267). Permission is granted by 

John Wiley and Sons for reuse in a thesis/dissertation. 

 

1.2.2.3. Long T2 Inversion Recovery Pulses 

Long-T2 suppression in UTE imaging can also utilize long adiabatic inversion recovery pulses. 

Because the long adiabatic inversion pulses are insensitive to B1 field inhomogeneity, they can 

https://doi.org/10.1002/mrm.23267
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uniformly invert the long T2 components 180° and pose little influence on the short T2 

components. As the reversed longitudinal magnetizations will grow back to their original states 

after the inversion pulse is delivered, the time of inversion (TI) is used to describe the time that 

indicates how much magnetization has recovered from the inversion before data acquisition. 

Therefore, a proper choice of TI forces the inverted, longitudinal magnetization of long-T2 

components to be fully nulled at the time the UTE sequence begins. Similar to the long-T2 

saturation, this method can also effectively preserve most of the short T2 signal while suppressing 

the long T2 signal. To null the signals from both water and fat, one can choose a single adiabatic 

inversion pulse with a broad bandwidth (e.g., 1kHz) and centre frequency (around -440 Hz in 3 

Tesla) that can cover both water and fat (67,68). However, since the inverted water and fat 

magnetizations have significantly different TI times for nulling, it is challenging to create an 

optimal suppression for one without jeopardizing the other. Practically, one can address this issue 

by applying two inversion pulses with two TI times (Figure 1.8): here two adiabatic inversion 

pulses, centred at the water and fat, were applied sequentially (35,67,74). Due to the sufficiently 

different TI times between water and fat, an optimized combination of the TI times can force both 

materials to reach a concurrent null point (35,74). Compared to the saturation pulse, the adiabatic 

inversion pulse can achieve a superior suppression of the long T2 components due to its robustness 

to B1 inhomogeneity but at the cost of longer scan time and degraded SNR for the short T2 

components (Figure 1.7.c-f) (67,68). The inversion pulses can also work alongside the dual-echo 

subtraction method to achieve improved long T2 suppression (67). 
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Figure 1.8. Example of a comparison between various long-T2 inversion pulses used in a phantom. 

(a) UTE imaging of a phantom comprising water, fat, and rubber (short T2 material) without any long-T2 

suppression. (b) With the adiabatic inversion pulse centred at the water peak, the UTE image shows a 

complete void on water and high intensity for fat. (c) With the adiabatic inversion pulse centred at the fat 

peak, the UTE image shows a heavily suppressed signal for fat and still bright contrast for water. (d) With 

the dual inversion recovery (DIR) technique, the UTE image shows a simultaneous suppression for both 

water and fat, leaving enhanced rubber contrast. Reprinted from (35) (DOI link: 
https://doi.org/10.1016/j.joca.2012.09.009). Permission is granted by Elsevier for reuse in a 

thesis/dissertation. 

 

1.2.2.4. Off Resonance Saturation 

Off-resonance saturation pulses followed by spoiler gradients can also suppress the long-T2 signal 

but does so indirectly. Short T2 components have a much broader spectral bandwidth than long T2 

components. Therefore, an off-resonance pulse with a frequency offset far away from water/fat 

frequencies can selectively saturate the short T2 components and minimize the impact on long T2 

components. Additionally, the off-resonance pulse can affect the short T2 components in two ways: 

direct saturation and MT. Therefore, one can use two UTE images, acquired with and without the 

off-resonance saturation, to create a contrast difference reflecting these two effects (72,75). As the 

off-resonance saturation pulse nearly has no impact on the long T2 components, the difference 

image will cancel out the signal from water and fat and only highlight the contrast of short T2 

components. The off-resonance saturation pulse can provide excellent suppression for long T2 

components indirectly with an optimized combination of flip angle, duration, and frequency offset 

(Figure 1.9) (72). 

  

https://doi.org/10.1016/j.joca.2012.09.009
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Figure 1.9. Example of a comparison between the dual-echo subtraction and off-resonance saturation 

technique used in a phantom. 

The phantom comprises distilled water, plant oil, MnCl2 solution possessing two short T2 times of 2 ms 

and 0.4 ms, respectively. From (a-c), the UTE imaging settings are as follows: (a) TE = 8 μs, (b) TE = 4.4 

ms, and (c) TE = 8 μs and Fermi off‐resonance saturation pulse with duration = 16 ms and flip angle = 

2400°. (d) The dual-echo subtraction method, i.e., (a) minus (b), producing a bright signal for the short-T2 

tubes but poor contrast over the plant oil tube. (e) Off-Resonance Saturation Contrast (UTE‐OSC), i.e., (a) 

minus (c), providing high contrast for short-T2 tubes and excellent suppression for long-T2 water and plant 

oil tubes. Reprinted from (72) (DOI link: https://doi.org/10.1002/mrm.22007). Permission is granted by 

John Wiley and Sons for reuse in a thesis/dissertation. 

 

1.2.2.5. Summary of Qualitative UTE Imaging 

Long-T2 suppression techniques are important in UTE scans for providing enhanced contrast for 

short-T2 tissues. 

• The efficacy of the off-resonance saturation method (i.e., using MT pulse) using UTE 

sequences has not been widely studied and utilized. 

• Especially, there are not thorough studies that directly compare the off-resonance saturation 

method with other long-T2 suppression methods regarding contrast and SNR.  

• For suppression performance evaluation, if the long-T2 suppression scans use the same 

sequence with other imaging parameters identical, it is unclear how one long-T2 

suppression technique compares to another regarding the contrasts and SNR produced by 

various materials (e.g., water or oil).  

 

1.2.3. Quantitative UTE Imaging  

Besides the morphological contrast, UTE sequences can be used quantitatively to produce 

parametric maps, such as T1 or T2* relaxation times, for short-T2 components. This can be 

particularly important in studies of disease, for example, UTE-T2* relaxation time increases with 

meniscal degeneration (76,77). This section will review the methods that have been widely or 

newly implemented in UTE imaging for quantifying short-T2 components, specifically T1 

relaxation time mapping, T2* relaxation time mapping with a mono- or bi-exponential analysis, 

https://doi.org/10.1002/mrm.22007
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evaluation of magnetization transfer ratio (MTR), and analysis of quantitative MT (QMT) 

parameters using a two-pool model (78). 

 

1.2.3.1. T1 Relaxation Time Mapping 

T1 relaxation time mapping for short-T2 tissues can be carried out by using UTE sequences. 

Saturation-recovery (SR), variable-flip-angle (VFA), and variable-time-of-repetition (VTR) are 

three widely available T1 mapping methods in UTE imaging (79–81). Even though the inversion 

recovery technique is the gold standard for T1 measurement, the inversion pulses cannot effectively 

invert short T2 components, as they can easily do for long T2 components (6,81). Therefore, this 

method is impractical for T1 quantification using UTE sequences (12,82). Instead, short saturation 

pulses (e.g., a 90° rectangular pulse with 256 us) followed by spoiling gradients have been used to 

saturate both the short and long T2 components. As a result, one can obtain T1 mapping by varying 

the time of saturation recovery (TSR) and fitting the collected UTE signals to an exponential model 

(79). However, the saturation recovery method for T1 mapping is usually adopted in 2D imaging 

because it is not time-efficient to add the saturation block to each TR cycle required for 3D imaging. 

For the T1 mapping in 3D UTE imaging, the VFA or VTR method can serve as a better alternative 

(80,81,83). However, VFA and VTR are sensitive to B1 field inhomogeneity, so one might need 

to use B1 mapping or actual flip angle imaging for correction to improve T1 quantification (Figure 

1.10) (81). 
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Figure 1.10. Example of T1-related maps of an agarose bone phantom. 

The cortical bone section was stripped off with soft tissues and suspended within the agarose gel. T1 

mappings used 3D UTE-Cones variable flip angle (VFA) and variable time-of-repetition (VTR) based 

methods (in units of ms). (a) B1s field map; (b) fz map; (c) T1 map (ms) using VFA without B1 correction; 

(d) T1 map (ms) using VFA with B1 correction; (e) T1 map (ms) using VTR without B1 correction; and (f) 

T1 map (ms) using VTR with the actual flip angle imaging (AFI) correction. Another phantom just 

containing agarose was also used for T1 mappings. (g) T1 map (ms) using VTR without B1 correction; and 

(g) T1 map (ms) using VTR with AFI-B1 correction. Reprinted from (81) (DOI link: 

https://doi.org/10.1002/mrm.27066). Permission is granted by John Wiley and Sons for reuse in a 

thesis/dissertation.  

https://doi.org/10.1002/mrm.27066
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1.2.3.2. T2* Relaxation Time Mapping 

 T2* mapping in UTE imaging can be realized by a variable TE method with a mono- or bi-

exponential fitting (84,85). It is challenging to use UTE sequences to obtain T2 maps since some 

T2-mapping sequences need a long TE; for example, spin-echo sequences require the presence of 

a long inversion pulse within the TE. For short-T2 tissues, one can obtain the T2* by fitting the 

UTE signal collected with different TEs to a mono-exponential model (41). This method treats 

short-T2 tissues as one single compartment. However, it is likely more realistic to think short T2 

tissues as being composed of long and short T2 components, e.g., the coexisting free water and 

water of the collagen in the meniscus. Since UTE sequences can simultaneously acquire adequate 

signals for both long and short T2 components, one can also fit a bi-exponential model to obtain 

estimates of two components, specifically the T2* times and fractions of each (86). Studies have 

demonstrated that the bi-exponential model can provide a superior fitting result as compared to the 

mono-exponential model (Figure 1.11), although a longer scan time is also required (85). However, 

it is unclear how many T2 components a tissue has, so even higher-order fitting might be required; 

for example, a tri-component model (87). With a higher order of fitting, more parameters are 

introduced. Therefore, to be able to estimate the parameters that determine the fitting model 

uniquely, one must sample a higher number of TEs (echoes), and the range of the TE sampling 

must sufficiently cover the range of possible T2* values in the examined tissue (87). 

  



 

 28 

 
Figure 1.11. Example of the mono- and bi-component T2* fit. 

(a) Region-of-interest (ROI): the red contour represents the patella tendon (PT) sample, the yellow contour 

stands for the posterior cruciate ligament (PCL) sample, and the blue contour delineates the anterior cruciate 

ligament (ACL) sample. Histology in (b) PT, (c) PCL, and (d) ACL. (e-g) show the raw data, single-, and 

bi-component fitting of PT (e), PCL (f), and ACL (g) using interleaved multi-echo UTE images. The bi-

component model shows an overall better fitting than the single-component model. Reprinted from (85) 

(DOI link: https://doi.org/10.1155/2019/8597423). This open-access article, published by Hindawi, permits 

unrestricted use, distribution, and reproduction in any medium, under the 

license https://creativecommons.org/licenses/by/4.0/.  

 

1.2.3.3. Magnetization Transfer Ratio (MTR) 

In UTE imaging, MTR can also be obtained for short T2 tissues. MTR has been used by some 

quantitatively and by others as a different contrast mechanism to observe particular morphology 

since the calculated MTR values depend on specific parameters of MT pulses (9,88). As a result, 

it is difficult to compare MTR between studies. Majorly through a dipole-dipole coupling, the MT 

effect describes the cross-relaxation or spin exchange between a free (e.g., water) and a bound pool 

(e.g., macromolecules) (78). A regular RF excitation pulse can only select a narrow spectral band 

around the water proton’s resonant frequency, while the macromolecules, possessing a broad 

spectral bandwidth, hardly respond to this on-resonance pulse. Though the signal from the bound 

pool is almost always undetectable, one can still assess the bound pool indirectly via the MT effect 

https://doi.org/10.1155/2019/8597423
https://creativecommons.org/licenses/by/4.0/


 

 29 

by using an off-resonance pulse to saturate the bound pool exclusively. The MT effect can be 

evaluated by MTR, using two image sets (an MT-pulse-saturated one and an unsaturated one), as 

defined in the following: 

𝑀𝑇𝑅 =
𝑀0 −𝑀1
𝑀0

 
[1.9] 

Where 𝑀0 and 𝑀1 are the images acquired without and with an off-resonance saturation pulse, 

respectively. The off-resonance pulse has little impact on the free pool, so the MT effect is barely 

observed in the tissues where only the free pool exists, for example, the fat or bone marrow. 

Therefore, one can use the MT difference contrast (i.e., 𝑀0 −𝑀1) or MTR contrast to suppress the 

signal from free pools with long T2 (e.g., fat or water).  

 

The generation of MTR contrast is subject to sequence settings. UTE sequences can help MT pulses 

effectively display MTR contrast for the short T2 tissues, such as cortical bone, as the saturated 

signal resulted from the MT effect in their free pools decays so fast from being detected by 

conventional sequences. An off-resonance pulse can affect the free pool in two ways, the direct 

saturation and indirect MT, and both effects are accounted for in the calculation of MTR jointly, 

i.e., we cannot distinguish between them (88). The direct saturation effect can be diminished by 

applying a lower flip angle and a higher frequency offset to the off-resonance pulse, which can lead 

to a true MTR. However, an off-resonance pulse with an overly-high frequency or/and overly-low 

flip angle might fail to perform a thorough saturation for the bound pool, resulting in a degraded 

MT effect (88). To sum up, although the MTR is dependent on both physical properties of tissues 

and the sequence settings, including the choice of frequency offsets and flip angles of MT pulses, 

MTR values can still serve as a quantification biomarker for a phenomenological measure (9). For 

example, the variation of the MTR values was used to study the depleted-collagen within the 

patellar cartilage as a function of cartilage depth (89). Another example used UTE sequences to 

report a pixel-wise MTR map to quantify the MT effects of in vivo human tibial cortical bone 

(Figure 1.12) (88). 

  



 

 30 

 

Figure 1.12. Example of a magnetization transfer ratio map of human tibial cortical bone in vivo. 

The magnetization transfer (MT) pulse was set with an off‐resonance frequency of 10 kHz and an MT pulse 

flip angle of 300°. Reprinted from (88) (DOI link: https://doi.org/10.1002/mrm.21866). Permission is 

granted by John Wiley and Sons for reuse in a thesis/dissertation. 

 

1.2.3.4. Quantitative Magnetization Transfer (QMT) 

Combined with UTE imaging, the QMT modelling (UTE-QMT) can provide enriched quantitative 

interpretations to short T2 tissues. Although UTE sequences cannot directly detect the signal of 

macromolecules, one can still use an MT pulse to probe macromolecules indirectly, as introduced 

above. By systematically adjusting an MT pulse’s flip angle and frequency offset in a UTE 

sequence, one can further estimate additional MR properties from short T2 tissues with the help of 

the two-pool model, which will be covered in Chapter 3. These MR properties include the bound 

pool fraction (also known as a macromolecular fraction, MMF), T1 relaxation time of the free pool, 

T2 relaxation time of the free pool, T2 relaxation time of the bound pool, and the exchange rate 

between two pools (78,90,91). The UTE-QMT modelling can provide more informative analysis 

https://doi.org/10.1002/mrm.21866
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for short T2 tissues than either T1 or T2* relaxation time mapping, as the former allows for an 

indirect quantitative assessment of the macromolecules in the bound pool. As an example, a study 

shows a significantly strong correlation (R = -0.72, P < 0.01) between the estimate of bound pool 

fraction and the bone porosity measured by micro-CT (which has been the gold standard for 

assessing porosity) (Figure 1.13) (92). In the same study, no significant correlation was found 

between the T2 relaxation time of the bound pool and the bone porosity. Despite being a relatively 

new technique, UTE-QMT imaging has demonstrated great potential in the quantitative assessment 

of some short T2 tissues, for example, the cortical bone and Achilles tendon (91–94). Further 

details of UTE-QMT mapping will be described in Chapter 3. 
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Figure 1.13. Example of the UTE-QMT modelling used in the porosity assessment of the bone.  

Sample (I) is from a 47-year-old male donor with an average porosity of 5%; Sample (II) is from a 57-year-

old female donor with an average porosity of 33%; Sample (III) is from a 91-year-old female donor with an 

average porosity of 53%. (a) UTE MR images with a TE of 0.032 ms; (b) μCT images of Sample (I); (c) 

μCT images of Sample (II); (d) μCT images of Sample (III). (e) The two-pool MT modelling analysis of 

Sample (I); (f) the two-pool MT modelling analysis of Sample (II); (g) the two-pool MT modelling analysis 

of Sample (III). The MT pulses used three powers (400° in blue, 600° in green, and 800° in red) and five 

frequency offsets (2, 5, 10, 20, 50 kHz) for the modelling. MMF stands for macromolecular fraction, and 

T2MM denotes the T2 time of macromolecular. Reprinted from (92) (DOI link: 

https://doi.org/10.1016/j.bonr.2019.100220). Permission is not required for this non-commercial use (i.e., 

reuse in a thesis/dissertation). This article is published by Elsevier under the terms of 

https://creativecommons.org/licenses/by-nc-nd/4.0/. 

  

https://doi.org/10.1016/j.bonr.2019.100220
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1.2.3.5. Summary of Quantitative UTE Imaging 

Preliminary results show that quantitative UTE MRI is promising for assessing tissue health and 

structure. 

Summary of T1 relaxation mapping: 

• For the UTE-QMT two-pool modelling, it is relatively unknown if it is feasible to use UTE-

T1 relaxation mapping to help estimate the physical properties of the free and the bound 

pool.  

Summary of T2* relaxation mapping: 

• It is relatively unclear how many components (single or double) would be appropriate to 

consider for the T2* exponential fitting. 

Summary of MTR mapping: 

• It is unclear whether to consider MTR as a type of morphologic contrast or quantitative 

map since MTR is dependent on both sequence settings and tissue properties. 

• The combination of the MTR method and UTE sequences has not been widely explored 

either for morphological visualization or quantitative assessment. 

Summary of QMT mapping: 

• There still have not been enough studies to verify the feasibility of QMT modelling using 

UTE sequences.  

• The impacts of B1 correction and fitting lineshapes (Gaussian vs. Super-Lorentzian) on the 

UTE-QMT parameter estimations have not been thoroughly studied. 

 

 

1.2.4. UTE Applications 

As UTE sequences become further developed and disseminated, their clinical and research 

applications are being established. While there are many areas to explore, three currently important 

applications include the musculoskeletal system, radiation therapy, and lung disease. This section 

will give an overview of the UTE imaging in each of these particular applications.  

 

1.2.4.1. The Musculoskeletal System 

The musculoskeletal (MSK) system includes muscles, bones, and other connective joint tissues, 

such as, menisci, articular cartilage, tendons, and ligaments. These various tissues, working 
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coordinately, provide the necessary support to the structural integrity and movement of the body. 

Knee joints are a common example of the MSK system in the human body and are useful to study 

because they are often affected by disease and injury, and they contain many different tissues. The 

knee is comprised of the muscle, fat, bone, meniscus, cartilage, tendon, and ligament; the bone 

tissues (i.e., femur, tibia, and patella) mainly consist of the cortical bone, cancellous bone, and 

marrow (Figure 1.14). These knee tissues have widely different T2 relaxation times ranging from 

short to long. For example, the long-T2 tissues can include the muscle (T2 ~ 32-50 ms), fat (T2 ~ 

133 ms), marrow (T2 ~ 133 ms), and superficial cartilage (T2 ~ 30-40 ms); the short-T2 tissues 

can include the cortical bone (T2 ~ 0.4-0.5 ms), meniscus (T2 ~ 5-8 ms), deep cartilage (T2 ~ 5-10 

ms), tendon (T2 ~ 6 ms), and ligament (T2 ~ 4-10 ms) (5–8,10). The variety of the short-T2 and 

long-T2 tissues makes the knee an ideal joint for testing UTE sequences. 

 

 

Figure 1.14. Knee anatomy illustrated using a sagittal MR image. 

The red labels indicate the short-T2 tissues, and the green labels represent the long-T2 tissues. 
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Various UTE techniques have been introduced for imaging tissues of the musculoskeletal system, 

such as articular cartilage, meniscus, and cortical bone. Unlike muscle or fatty tissues enriched 

mainly with long-T2 water or fat, many MSK tissues also comprise short T2 components with 

some presence of long T2 components. These short T2 components typically include collagen, 

proteoglycan, or calcium hydroxyapatite; these components provide structural supports or other 

functional roles. The presence of short T2 components cause the tissues to have short overall T2 

and T2* relaxation times (i.e., their signal decays more quickly than those of surrounding tissues 

such as muscle or marrow). Some MSK tissues consist of multiple components with differing T2 

relaxation times due to their content and their organization (structure). For example, although the 

superficial and middle layers of cartilage is visible in conventional MR images, the deep layer of 

cartilage often produces a low intensity (dark region); this is due to differences in collagen 

arrangement and ratio of water content between layers. As another example, cortical bone is absent 

from conventional MR images due to its higher fraction of short T2 component (i.e., hydroxyapatite) 

and lower water content. Therefore, UTE sequences play an indispensable role in delineating 

morphological details of the short T2 species in MSK tissues. Besides the qualitative imaging, UTE 

sequences can also quantify the relaxation properties of short T2 components in MSK tissues. The 

qualitative and quantitative properties assessed by UTE might convey diagnostic and research 

information about MSK tissues relating to degeneration. This subsection will review three types of 

MSK tissues, including cartilage, meniscus, and cortical bone, as investigated by many UTE 

studies. 

 

UTE sequences are fast becoming a powerful tool in the qualitative and quantitative imaging of 

articular cartilage (35,48,65,66,71,95). The articular cartilage is a connective tissue that coats the 

ends of knee bones to facilitate joint motion with a smooth, lubricated surface (96). For structure, 

the cartilage comprises four zones from the outer articular surface to the inner layer attached to the 

bone, and they are the superficial zone made of tangential collagen fibers, the middle zone made 

of random collagen fibers and proteoglycans, the deep zone made of radial collagen fibers, and the 

calcified zone anchoring the radial collagen fibers to the bone (Figure 1.15) (96). For composition, 

the cartilage is majorly composed of water, collagen, and proteoglycan; water constitutes up to 80% 

of the wet weight (96). The relative water concertation increases from ~65% at the deep layer to 

~80% at the superficial layer, which might suggest the reason that the cartilage has a wide range 
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of T2 relaxation times from the deep zone to the superficial zone, from 5-10 ms to 30-40 ms 

(6,7,10,97). In fact, neither the deep layer of cartilage nor the calcified cartilage can supply 

sufficient signal on conventional MR images for assessment due to their short T2 relaxation times 

(4,98,99). However, the (sub-clinical) change of the deep cartilage matrix and the thickening of the 

calcified cartilage may suggest the early disease of knee osteoarthritis (OA) (98,100–102). UTE 

sequences can render high morphological contrast for both the deep cartilage and calcified cartilage 

by using the dual-echo subtraction method, saturation pulses, or/and inversion pulses to selectively 

suppress the long T2 signal from the water residing in the superficial layer and bone marrow fat 

enclosed in the subchondral bone (35,48,65,66,71,95,103). Additionally, UTE sequences can also 

evaluate cartilage quantitatively (35,65,66,76,87,104,105). Obtained with a variable TE UTE 

acquisition, T2* mapping analyzed with a mono-exponential model suggests a low T2* value in 

the deep layer of cartilage and the calcification part (76). As an improvement, the bi-exponential 

fitting can estimate the T2* values and fractions for both the long and short components in the 

cartilage (87,104,105). These quantitative properties have provided researchers more pathways to 

study the degeneration progressing in cartilage. For example, higher UTE-T2* values have been 

found for the deep layer of the cartilage in the anterior cruciate ligament (ACL) injured patients 

than what has been found in the uninjured volunteers (98,106). Another study suggests decreased 

UTE-T2* values in degenerate deep cartilage over the healthy controls (76). Although the results 

of these studies differed, so did the patient populations; as such, more work assessing UTE-T2* is 

required to understand the degeneration process in a disease-specific manner. 
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Figure 1.15. Structure of the articular cartilage. 

Courtesy of Dr. Emily J. McWalter. Adapted with permission. 

 

UTE sequences are important for the qualitative and quantitative imaging of the meniscus. The 

meniscus, which sits between the femoral condyle and the tibia plateau, is another knee connective 

tissue comprised of two components (107). Both components of the meniscus appear as a wedge 

shape in the coronal cross-section and a semi-lunar shape in the axial cross-section (107). For 

function, the meniscus provides the knee load-bearing, load transmission, shock absorption, and 

lubrication and nutrition of articular cartilage (107). For structure, the meniscus mainly comprises 

proteoglycans, radial collagen, circumferential collagen, and random collagen; however, the inner 

and the outer region differ because the former has proteoglycans, while the latter is vascularized of 

blood vessels (Figure 1.16) (107). For composition, the meniscus is majorly composed of water 

(72%), collagen (21%), and proteoglycan (~5%) (107). The meniscus is considered a short-T2 

tissue with a T2 relaxation time of 5-8 ms (7). UTE sequences can detect the signal from the short 

T2 components within the meniscus, optimizing the contrast of the meniscus tissues (Figure 1.17) 

(108). In meniscus imaging, some long T2 suppression techniques can aid UTE sequences to 

highlight any calcification which may occur with degeneration or disease (which has a short T2 

property) (67,71). For quantitative evaluation in the meniscus, UTE sequences, performed with a 

variable TE acquisition, can generate T2* maps fitted by either the mono- or bi-exponential model 

(105,109,110). Some studies show a potential correlation between the variation of T2* and the 
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tissue degeneration or calcification in the meniscus (109,110).  For example, compared to the 

healthy, significantly increased UTE-T2* values have been observed for the patients with both 

ACL tears and meniscal tears; moreover, significantly lower UTE-T2* values also found for the 

patients with only ACL tears than the patients with both ACL tears and meniscal tears (110). This 

latter finding is particularly important as it suggests that the UTE-T2* measure can detect changes 

to the meniscus even before a morphological change like a tear (i.e., sub-clinical degeneration) 

(110). Similarly, another study also suggests significantly higher T2* estimates, derived from both 

mono-component fit and bi-component fit, were found in the degenerative and tear menisci than 

the normal menisci (77). 
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Figure 1.16. Structure of the meniscus. 

Courtesy of Dr. Emily J. McWalter. Adapted with permission. 
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Figure 1.17. Menisci scanned by fat-saturated UTE-MRI with TE varying from 0.012 to 12 ms. 

Lower TEs present more enriched details on both the blood vessels and the collagen fibres in the meniscus. 

Reprinted from (108) (DOI link: https://dx.doi.org/10.1097%2FRMR.0b013e31823ccebc). Permission is 

granted by Wolters Kluwer Health, Inc. for reuse in a thesis/dissertation. 

 

From both qualitative and quantitative perspectives, the imaging of MSK tissues can benefit from 

the UTE sequences, especially for the cortical bone. Due to the sparse distribution of free water, 

the cortical bone carries a very short T2 of ~0.4-0.5 ms (7), making it invisible from conventional 

MR images. However, the morphological contrast of the cortical bone can be well delineated by 

UTE sequences (20,66,70,79,111,112). For a better view of the cortical bone, some long T2 

suppression techniques, such as the dual-echo subtraction and water/fat saturation or inversion 

pulses, are usually required in the UTE acquisitions (66,67,70,74). The UTE-T2* mapping with a 

mono- or bi-exponential analysis has also been used in cortical bone imaging 

(20,21,41,74,79,83,105). In addition to that, the QMT modelling implemented with UTE sequences 

can indirectly quantify the macromolecules-i.e., collagen matrix in the cortical bone, providing 

estimates of the fraction and T2* of the macromolecules (92,93). These quantitative measures 

could be used for the study of osteoporosis (92). For example, a significant, negative correlation 

(i.e., -0.72) was found between the fraction of macromolecules and the porosity: a higher 

macromolecular fraction suggests a lower porosity (92). 

 

https://dx.doi.org/10.1097%2FRMR.0b013e31823ccebc


 

 41 

UTE sequences have also been used to qualitatively and quantitatively characterize other MSK 

tissues, such as tendons, intervertebral disc, ligaments, temporomandibular joint, and entheses 

(21,31,65,74,85,108,113).  

 

1.2.4.2. Radiation Treatment Planning 

UTE sequences have demonstrated the potential for the generation of synthetic computed 

tomography (sCT) used in radiation treatment planning (RTP). Routinely, a radiation therapy 

workflow requires CT data for radiation dose calculation, which requires bone signal. Due to the 

lack of bone signal in conventional MR images, MRI cannot substitute for CT images in RTP, even 

though it has a better anatomical delineation for soft tissues and no ionizing radiation. However, 

UTE techniques can acquire adequate cortical bone signal and further enhance the bone contrast, 

for example, using the dual-echo subtraction method, which allows for the generation of sCT 

images (114). Some studies have shown the feasibility of sCT images for carrying out dose 

calculations comparable to authentic CT data's outcomes (114–116). Despite some challenges, such 

as slight geometric distortion, it is promising to use UTE sequences to achieve MR-only radiation 

therapy with the benefits of gaining well-delineated soft-tissue contrasts for better treatment 

contouring. 
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1.2.4.3. Other Applications 

UTE sequences have been an indispensable method in lung imaging. Lungs cannot provide enough 

signal in conventional MR imaging due to their low distribution of protons and short T2 relaxation 

time. Therefore, UTE sequences serve as an imperative tool to rendering the structural image of 

the lung for the diagnosis of lung cancers or airway diseases (39,55,57,117,118). 

 

1.2.4.4. Summary of UTE Applications 

UTE is showing great promise in several important applications where short-T2 tissues are present.  

• For morphological UTE imaging of knee joints, it is relatively unknown that if the various 

tissues (e.g., cortical bone or tendon) are feasible to be isolated by different long-T2 

suppression techniques.  

• Also, there has not been a comprehensive quantitative assessment of the meniscus using 

UTE sequences to map QMT parameters and T1 and T2* relaxation times.  

• For synthetic CT generation for RTP, it is relatively unclear whether the cortical bone 

imaging is feasible to be improved by optimization of the trajectory and sampling 

parameters of UTE sequences. 

 

1.2.5. Conclusion 

UTE sequences have demonstrated their unique ability in the qualitative and quantitative imaging 

of short T2 tissues/components. Due to the difficulty of the short-T2 imaging using MRI, many 

UTE techniques need to be re-invented or improved for better performance, such as novel 

excitation pulses, preparation pulses, or non-Cartesian trajectories. However, the development of 

these UTE approaches has been hampered by the lack of high-quality product sequences, a lack of 

flexibility in the individual sequences (i.e., only one trajectory or pulse option available), the time 

and effort required to write new, all-encompassing sequences from scratch, and the uncertainty 

about the optimal parameters to use for a particular application or purpose.  

 

1.3. Research Motivations and Thesis Objectives 

After conducting a comprehensive literature review covering the UTE techniques, imaging 

methods, and applications, it is clear that there is no flexible UTE sequence that includes various 

acquisition techniques (e.g., RF pulses, trajectories, and long-T2 suppression techniques) to 
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facilitate direct comparisons between different approaches and for optimization for particular 

applications. Therefore, the following overarching research objective and sub-objectives were 

identified to fill the clear need in the literature: 

 

Overarching Research Objective: 

The overarching objective of this thesis is to develop a flexible, product-quality UTE sequence that 

incorporates various acquisition options which will allow us to directly compare sequence features 

and to optimize short T2 imaging for different applications. 

 

Sub-objective 1: To develop a novel, robust, flexible UTE sequence that produces high-quality 

morphologic images with minimal artifacts; and this sequence can be used for various applications 

and includes choices of RF pulses, trajectories, dimension schemes (2D/3D), and long-T2 

suppression methods. 

 

Sub-objective 2: To evaluate the sequence with customized scan protocols for morphological and 

quantitative imaging in the knee. 

 

Sub-objective 3: To assess the performance of the sequence for cortical bone imaging for synthetic 

CT generation. 

 

Potential impact and contributions: This sequence will provide researchers and general MR 

users with the flexibility of switching between the various UTE imaging techniques and the ability 

to optimize sequence parameters that will result in an overall improvement of both morphologic 

imaging and quantitative mapping. 

 

1.4. Thesis Organization 

In this thesis, we designed three studies to achieve each sub-objective. The remainder of this thesis 

comprises the following chapters: Chapter 2 where the flexible UTE sequence is developed and 

evaluated under a series of conditions (Sub-objective 1); Chapter 3 where bovine knees are used to 

evaluate the flexible sequence in morphological and quantitative imaging (Sub-objective 2); 

Chapter 4 where the ability of the flexible sequence to image cortical bone is assessed for the 
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purpose of synthetic CT generation (Sub-objective 3); Chapter 5 where an integrated discussion 

considering all studies is presented. 
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Chapter 2 Design and development of a novel Flexible Ultra Short Echo time 

sequence (FUSE) 
 

Synopsis: Ultrashort echo time (UTE) pulse sequences can capture the signal from short T2 

tissues. Many UTE techniques have been developed for achieving an ultrashort TE (less than 

0.1 ms) or enhancing the short-T2 contrast. However, these approaches have not been 

extensively compared directly due to the lack of a flexible UTE sequence that integrates the 

different approaches. Therefore, in this work, we developed a versatile UTE sequence, which 

creates high quality UTE images, can be used to directly compare UTE approaches and 

provides options for researchers and clinicians to choose the appropriate UTE imaging 

schemes that fit the particular application. 

 

2.1. Introduction 

Short T2 tissues are difficult to image using conventional MRI pulse sequences due to their short 

T2 relaxation times (10). Ultrashort echo time (UTE) techniques allow for rapid signal acquisition, 

delivering short-T2 contrast in MR images (10,15). Hallmark features of UTE techniques include 

the use of a half-Sinc (15) or rectangular radiofrequency (RF) excitation pulses (19,20), non-

Cartesian (data-filling) trajectories (radial (14) and spiral (17,18)), 2-dimensional/3-dimensional 

(2D/3D) acquisition schemes (14,45,46,49), and long-T2 suppression techniques (68,72,73). 

However, these approaches and the resulting images have not been compared directly and 

evaluated systematically. Further, the impact of these parameters on image quality has not been 

assessed. For example, although short T2 tissues such as bone, meniscus, tendons, ligaments and 

deep layers of cartilage have been successfully visualized using UTE approaches 

(35,66,71,79,85,108), it is unclear what particular trajectories, pulses, and associated parameters 

are optimal for visualization and quantification. This is because there is no integrated UTE 

sequence that conveniently includes these options in one place for direct comparisons. Even though 

it may be possible to compare these features using different UTE sequences, the results would be



   
 

 46 

limited in that differences may be due to inherent differences in the sequence’s configuration and 

settings as opposed to the features themselves. For example, for trajectory comparison, it is 

unreasonable to directly compare a 2D radial UTE sequence requiring 512 trajectory lines for 

acquisition with a 2D spiral UTE sequence that may only support up to 64 trajectory lines. There 

is also no direct comparison between the 3D half-Sinc pulse and the 3D rectangular pulse using the 

identical flip angle and other parameters for assessing their outcomes in terms of signal-to-noise 

ratio (SNR) and contrast. Therefore, in order to carry out these comparisons optimally, all features 

should be included in a single sequence. 

 

Some factors have an imperative impact on the reconstruction of the UTE sequence and might need 

to be improved in order to obtain high-quality UTE images; density compensation is one particular 

area of importance. Unlike the Cartesian trajectory, the non-Cartesian ones cannot fill the sampled 

signal homogeneously in k-space. If a non-Cartesian trajectory is directly regridded to Cartesian k-

space without penalties, the inner part will contribute more to signal information than the outer part 

(26). For example, both radial and spiral trajectories feature centre-out signal filling (spokes or 

interleaves), so the inner part in k-space is always sampled more heavily than the outer part. As a 

result, the centre component will be more pronounced in the subsequent reconstruction transform, 

producing low-frequency artifacts in the reconstructed image. The density compensation for the 

non-Cartesian trajectories can be carried out by density correction functions (DCF) (119,120). 

Derived from the geometry of the trajectories, analytical DCFs can execute simple and effective 

density correction for the various non-Cartesian trajectories (120–122). However, there might still 

be some room for them to be improved with a more accurate geometrical description for the 

trajectories. 

 

The off-resonance artifact is another factor that is important to consider in UTE imaging but has 

yet to be methodically characterized with suitable remedies. The inhomogeneity of the main 

magnetic field and the susceptibility of imaged objects can cause off-resonance effects, leading to 

an erroneous phase accumulation for acquired MR signals (123,124). This error accumulation 

transforms into the off-resonance artifact in the reconstrued image. UTE sequences are particularly 

susceptible to the off-resonance artifact because they use centre-out trajectories that concentrate 
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the phase errors from all signal acquisitions on k-space's centre (which stores the most spectral 

energy of the image, i.e., the low-frequency component). The artifact can cause blurring in UTE 

images and worsen with increases in readout-gradient duration, e.g., long spiral gradients (125,126). 

Interestingly, the off-resonance artifact might manifest differently depending on UTE approach, 

such as choice of trajectory and acquisition dimensions (2D vs. 3D). Therefore, together with the 

comparison of UTE features, the resulting off-resonance effects must be characterized. In addition, 

since different characteristics of off-resonance artifacts have emerged, the corresponding suitable 

correction solutions also need to be explored and optimized. 

 

To fill these gaps, we are proposing the development of a pulse sequence and reconstruction 

software that tackle these shortcomings highlighted. To this end, an entirely new Flexible Ultra 

Short Echo time sequence (or FUSE for short), including a reconstruction pipeline, was developed. 

The sequence comprises various acquisition options for radiofrequency (RF) pulses, trajectories, 

dimension schemes (2D/3D), and long-T2 suppression techniques. The reconstruction pipeline 

includes improved correction capabilities for k-space density compensation and the off-resonance 

artifact. Features of FUSE were then systematically evaluated by contrasting the methods for the 

k-space density correction and off-resonance artifact correction regarding the variation of the 

produced artifact and comparing the combinations of the various RF pulses and trajectories, 3D RF 

pulses with the shortest TEs, and long-T2 suppression techniques regarding the variation of the 

contrast and SNR. 

 

2.2. Materials and Methods  

This section details the development of the acquisition sequence and reconstruction pipeline, and 

it also proposes the evaluation method for the various UTE features. 

 

2.2.1. Development of a Flexible Ultra Short Echo Time Sequence (FUSE) 

 A Flexible Ultra Short Echo time sequence (FUSE) was developed in this study for providing 

multiple acquisition features and their flexible combinations. The FUSE sequence was modified 

and developed from a standard gradient-recalled echo sequence (using a Cartesian trajectory). The 
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FUSE sequence was programmed and tested using a manufacturer’s development platform (IDEA, 

Siemens Healthineers, Erlangen, Germany) and ported to a 3 Tesla system (PrismaFit, VE11C, 

Siemens Healthineers, Erlangen, Germany). The sequence was implemented with various RF 

excitation pulses, trajectories, dimensionalities, and long-T2 suppression techniques (in a total of 

thirteen possibilities, as shown in Figure 2.1). Many of these acquisition features were not available 

in IDEA by default and were designed from scratch for this sequence, specifically the 2D/3D half-

Sinc pulse, 2D/3D half-Sinc pulse with the variable-rate selective excitation (VERSE) technique, 

2D/3D radial trajectory, and 2D/3D spiral trajectory. These features, along with their settings, were 

designed to be readily changeable and user-configurable on the sequence’s user interface. Also, 

one acquisition feature can be flexibly combined with another for meeting different imaging needs: 

for example, a fat-saturated 2D radial scan using a half-Sinc RF pulse can be easily switched to a 

water-saturated 3D Spiral-Cones scan using a rectangular RF pulse. 
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Figure 2.1. The feature tree of the FUSE sequence. 

The yellow blocks represent three main FUSE scan functions provided with multiple acquisition options. 

The blue blocks indicate the available dimensionalities for each scan function. The green blocks layout the 

specific acquisition options available in different scan functions and dimensionalities. FUSE allows for 

flexible switching between and combining of these provided options. 
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2.2.1.1. RF Pulse Design 

Three varieties of RF excitation pulses, including two half-Sinc types and one hard-rectangular 

type, were implemented in the FUSE sequence. The half-Sinc pulse divides the excitation process 

into two acquisition cycles to achieve an intact slice selection (14,15,29,38). In this process, two 

identical half pulses sequentially excite the target slice, with the second half requiring a reversed 

slice-selection gradient (opposite in polarity to the one used in the first cycle). As a result, the 

resulting echoes from two excitations need to be added to each other for a full acquisition. In this 

work, we customized the half-Sinc pulse by tailoring the first half of a full-Sinc RF pulse and its 

excitation was set to play out during the plateau of the slice-selection gradient. This excitation 

scheme can reduce the RF excitation time by half from the minimal TE, as compared to a 

conventional full-Sinc excitation (38). The sequence also incorporates the VERSE technique into 

the regular half-Sinc RF pulse, allowing for a further TE reduction (14–16,30). The half-Sinc pulse 

modified by VERSE can take advantage of both flat-top and ramp-down of a slice-selection 

gradient for excitation. In this case, the use of a refocusing gradient becomes unnecessary. As the 

VERSE-modified half-Sinc technique is not readily available in the development environment (i.e., 

IDEA), we designed our VERSE-modified half-Sinc pulse featuring a real-time adaptation to the 

protocol-driven variation of the gradient’s ramp-down. As an important improvement, we also 

extended both types of half-Sinc pulses to 3D. Additionally, a hard-rectangular RF pulse, 

exclusively for 3D UTE acquisition, was incorporated in the sequence. This pulse was used as a 

reference to help investigate whether the 3D versions of the half-Sinc pulse could serve as effective 

alternatives in the 3D UTE imaging. 

 

2.2.1.2. Implementation of Multiple K-Space Trajectories 

The ability to switch between different k-space trajectories was included in the FUSE sequence. 

This is a key feature that, to our knowledge, is currently not available in UTE sequences. FUSE 

employs four types of centre-out, non-cartesian k-space trajectories to transverse k-space, which 

are 2D radial, 2D spiral, 3D radial (“Koosh-Ball”), and 3D spiral (Spiral-Cones). 

 

The 2D radial trajectory consists of multiple radial spokes, and the waveform of each 

corresponding readout gradient has a trapezoidal shape. The readout gradient between radial spokes 

varies as follows, 
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𝐺𝑥 = −𝐺𝑅𝐷𝑐𝑜𝑠(𝜃𝑖) [2.1] 

𝐺𝑦 = 𝐺𝑅𝐷𝑠𝑖𝑛(𝜃𝑖) [2.2] 

where 𝐺𝑅𝐷 is the readout gradient for the radial line (𝑅𝐷); 𝜃𝑖 is the azimuth angle in the kx-ky plane 

within a range of [0, 2), and 𝑖 = 1, 2, 3… , 𝑛 (number of spokes); and 𝐺𝑥 and 𝐺𝑦 are the gradient 

components along the kx and ky axes.  

 

A 2D spiral trajectory can be either a continuous spiral course or multiple spiral interleaves (that 

spread out radially around an origin) which covers k-space from the centre to the defined field-of-

view (FOV). Our sequence utilizes an analytical method governed by the limits of both the 

gradient's slew rate and amplitude to approximate the 2D spiral's readout gradient (17,18). Also, 

the readout gradient can flexibly accommodate the acquisition changes and regenerate the 

waveform and amplitude on-the-fly. For an interleaved spiral trajectory (i.e., interleaved around 

the origin with an in-plane rotation angle, 𝜃), the gradient variations, between different spiral 

interleaving trajectory lines (i.e., number of spiral lines), are defined by: 

𝐺𝑥 = −𝐺𝑆𝑃𝑦𝑠𝑖𝑛(𝜃𝑖) − 𝐺𝑆𝑃𝑥𝑐𝑜𝑠(𝜃𝑖) [2.3] 

𝐺𝑦 = −𝐺𝑆𝑃𝑦𝑐𝑜𝑠(𝜃𝑖) + 𝐺𝑆𝑃𝑥𝑠𝑖𝑛(𝜃𝑖) [2.4] 

where 𝐺𝑆𝑃𝑥 and 𝐺𝑆𝑃𝑦 are the time-varying spiral components (𝑆𝑃) derived by the approximation 

in the kx-ky plane (17); 𝜃𝑖 is the azimuth angle in the kx-ky plane within a range of [0, 2), and 𝑖 =

1, 2, 3… , 𝑛 (number of interleaves); and 𝐺𝑥 and 𝐺𝑦 are the final gradient components resolved to 

the kx and ky axes, respectively.  

 

Similar to the 2D radial trajectory, a 3D radial trajectory has spokes around k-space's origin, but 

the spokes simultaneously vary with azimuth and altitude angles in a 3D-space, forming a Koosh-

Ball like space. The 3D radial adds another dimension of variation, the kz-axis, for the readout 

gradients, which can be described as follows (40): 

𝐺𝑥 = −𝐺𝑅𝐷sin⁡(𝜑𝑗)𝑐𝑜𝑠(𝜃𝑖) [2.5] 

𝐺𝑦 = 𝐺𝑅𝐷𝑠𝑖𝑛(𝜑𝑗)𝑠𝑖𝑛(𝜃𝑖) [2.6] 

𝐺𝑧 = −𝐺𝑅𝐷𝑐𝑜𝑠(𝜑𝑗) [2.7] 

where 𝐺𝑅𝐷 is the constant readout gradient for the radial (𝑅𝐷); 𝜃𝑖 is the azimuth angle in the kx-ky 

plane within a range of [0, 2), and 𝑖 = 1, 2, 3… , 𝑛 (number of spokes); 𝜑𝑗 is the altitude angle 
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along the kz-axis within a range of [0, ), and 𝑗 = 1, 2, 3… ,𝑚 (number of cones); and 𝐺𝑥, 𝐺𝑦, and 

𝐺𝑧 are the resolved gradient components along the kx, ky, and kz axes, respectively. 

 

The implemented 3D spiral trajectory, Spiral-Cones, combines the features of both the spiral and 

radial trajectory. The Spiral-Cones trajectory uses a 2D spiral course in the kx-ky plane and follows 

a radial variation along the kz-axis (127). This hybrid form adopts both the spiral (kx and ky axes) 

and trapezoid (kz-axis) gradient waveforms to accomplish the data filling in 3D k-space, which can 

be described by the following equations: 

𝐺𝑥 = −𝐺𝑆𝑃𝑦𝑠𝑖𝑛(𝜑𝑗)𝑠𝑖𝑛(𝜃𝑖) − 𝐺𝑆𝑃𝑥𝑠𝑖𝑛(𝜑𝑗)𝑐𝑜𝑠(𝜃𝑖) [2.8] 

𝐺𝑦 = −𝐺𝑆𝑃𝑦𝑠𝑖𝑛(𝜑𝑗)𝑐𝑜𝑠(𝜃𝑖) + 𝐺𝑆𝑃𝑥𝑠𝑖𝑛(𝜑𝑗)𝑠𝑖𝑛(𝜃𝑖) [2.9] 

𝐺𝑧 = −𝐺𝑅𝐷𝑧𝑐𝑜𝑠(𝜑𝑗) [2.10] 

where 𝐺𝑆𝑃𝑥 and 𝐺𝑆𝑃𝑦 are the time-variable spiral components (𝑆𝑃) derived by the approximation 

in the kx-ky plane (17), and 𝐺𝑅𝐷𝑧 is the constant trapezoid component, i.e., radial readout gradient 

(𝑅𝐷), along the kz-axis; 𝜃𝑖 is the azimuth angle in the kx-ky plane within a range of [0, 2), and 

𝑖 = 1, 2, 3… , 𝑛 (number of interleaves); 𝜑𝑗 is the altitude angle along the kz axis within a range of 

[0, ), and 𝑗 = 1, 2, 3… ,𝑚  (number of cones); and 𝐺𝑥 , 𝐺𝑦 , and 𝐺𝑧  are the final gradient 

components resolved to the kx, ky, and kz axes, respectively.  

 

These non-Cartesian trajectories can be used with the half-Sinc or rectangular RF pulse to 

effectively reduce the TE to an ultrashort interval. This interval spans from the end (half-Sinc) or 

middle (rectangular) of the RF pulse to the beginning of centre-out acquisition (radial or spiral 

trajectory). However, in this setup, the ultrashort TE is still constrained by the hardware capacity 

(the transmitter/receiver dead time) and the acquisition parameters. The latter might include the 

rectangular pulse's duration and the regular half-Sinc pulse’s slice-selection gradient ramp-down 

time (non-VERSE modified). 

 

2.2.1.3. Implementation of Various Long T2 Suppression Techniques 

Various long-T2 suppression techniques were also implemented in FUSE for selectively 

suppressing long-T2 signals and enhancing short-T2 contrasts. Although an ultrashort acquisition 

can sufficiently capture the signal decay of short-T2 components, long-T2 components barely have 
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any signal decay during the same acquisition window. As a result, brightness of long-T2 species 

affects the dynamic range in the image and makes distinguishing between the intensity of short-T2 

species difficult. Therefore, the long-T2 suppression techniques implemented here aim to minimize 

the long-T2 contrast while enhancing the short-T2 contrast.  

 

The comprehensive long-T2 suppression capability in the sequence was carried out by four 

approaches, including the dual-echo subtraction, fat saturation, water saturation, and differenced 

MT contrast. The dual-echo subtraction method first required two individual scans set with an 

ultrashort (e.g., 0.14 ms) and a long TE (e.g., 2.46 ms) and then used the second image to subtract 

from the first image to obtain the difference image (67,68). Since the signal intensity varied more 

drastically between the two TEs for the short-T2 component than for the long-T2 component, this 

method offset the long-T2 contrast and emphasized the short-T2 one in the difference image. The 

fat saturation method adopted a non-selective Gauss-shaped preparation pulse with a centre 

frequency of -407 Hz and flip angle of 110 to suppress the fat signal exclusively before the UTE 

signal acquisition (67,73). Similarly, the water saturation method also used a non-selective Gauss-

shaped preparation pulse with a centre frequency of 0 Hz and flip angle of 110 to diminish the 

water signal before the UTE signal acquisition (15). The differenced magnetization transfer (MT) 

contrast method first applied a Gauss-shaped saturation pulse with an off-resonance centre 

frequency (i.e., 1200 Hz) and a large flip angle (i.e., 500) before the UTE signal acquisition and 

then used this saturated image to subtract from an unsaturated image to obtain the difference image 

(72,75,78). The MT method relies on a two-pool model theory where tissues comprise a free and a 

bound pool: the free pool is enriched with free protons (e.g., water), and the bound pool consists 

of restricted protons (possessing very short T2) (78). Since the off-resonance saturation works on 

the bound pool solely while sparing the free pool, the magnetization residing within the free pool 

can be transferred to the bound pool through the dipole-dipole effect. As a result, together with the 

UTE acquisitions, the subtraction step can visualize the MT effect between the two pools even in 

short-T2 species. However, the MT effect is near to nil for some long-T2 species where the bound 

pool is absent, for example, pure water or fat. Hence, this method can effectively suppress these 

single pool long-T2 species and enhance the short-T2 components with the difference MT contrast. 

These approaches are able to suppress different types of the long-T2 signal for various short-T2 

contrast enhancement purposes. 
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2.2.2. UTE Reconstruction Pipeline 

An offline UTE reconstruction pipeline based on the gridding algorithm was implemented 

(MATLAB, MathWorks, Natick, MA, USA) with an off-resonance artifact correction (123) in 

order to create high-quality UTE images (Figure 2.2). First, the pipeline corrects k-space trajectory 

error (a momentary lapse in time) for the raw data mapped in a non-Cartesian coordinate system. 

Second, the pipeline further compensates for the uneven density distribution of the raw data in k-

space. Third, the gridding algorithm uses a Kaiser–Bessel window to convolute with each data 

point (acquired by the non-Cartesian trajectories) and assign (re-grid) them to their theoretical k-

space locations in the Cartesian coordinate system (25,26). As further explanation, the pipeline can 

flexibly re-grid the data acquired by both the radial and spiral trajectories, including their 2D and 

3D variants. Fourth, the reconstruction for re-gridded k-space data is accomplished by an inverse 

Fast Fourier Transform (iFFT) (25,26). Last, the pipeline integrates an automated deblurring 

algorithm, allowing for correction for the off-resonance artifact. Among all the processing steps, 

the gridding algorithm and iFFT (Steps 3 and 4) are usually recognized as routine methods for the 

UTE reconstruction. Instead, various correction methods regarding k-space trajectory's time-lapse 

and density and the off-resonance artifact (e.g., Steps 1, 2, and 5) weigh more importance on 

delivering a high-quality UTE reconstruction free of severe artifact and distortion. Hence, the 

technical details on the correction methods implemented in the developed pipeline will be 

elaborated in the following sections. 
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Figure 2.2. Proposed UTE reconstruction pipeline. 

 

2.2.2.1. K-Space Trajectory Correction 

The reconstruction pipeline corrects the non-Cartesian trajectory error introduced by the centre-out 

gradient's potential time-delay and specialized waveform. First, due to imperfections in the gradient, 

there is a momentary time lapse for the readout gradient generating the desired waveform. 

Conventional Cartesian trajectories bypass this issue because the acquisition does not begin until 

the readout gradient reaches the plateau, and it uses a pre-dephasing gradient to force the signal 

peak (gradient echo) to be at the centre of k-space. However, the non-Cartesian trajectories are 

sensitive to the gradient delay as the centre-out acquisition starts at the same time as the readout 

gradient and lacks the pre-dephasing gradient. Together, these two factors can cause a peak shift 

of k-space centre for the acquired Free induction Decay (FID) signal and can potentially lead to 

artifacts in the reconstructed images. Therefore, the drifted peak must be shifted back to the centre 

of k-space before the gridding process. In Step 1 of the pipeline, k-space trajectory correction 

(Figure 2.2), k-space shifting offset to compensate for the readout gradient delay was chosen 
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empirically based on the disappearance or reduction of artifact on the reconstructed images. The 

k-space trajectory correction also needs to account for the specialized waveforms of both the radial 

and the spiral trajectories. In the radial trajectory, the signal sampling usually starts from the ramp-

up of the trapezoid gradient. The ramp-up region has a varying gradient amplitude but identical 

sampling intervals with the analog-to-digital converter (ADC). Therefore, the signal points within 

the ramp-up region must be re-projected in k-space via the following relationship: 

𝑘𝑅𝑎𝑚𝑝𝑢𝑝(𝑡) =
𝛾

2𝜋
∫ 𝐺

𝑡

𝑇𝑅𝑎𝑚𝑝𝑢𝑝
𝑑𝑡

𝑡

0

, 0 ≤ 𝑡 ≤ 𝑇𝑅𝑎𝑚𝑝𝑢𝑝 [2.11] 

where 𝑘𝑅𝑎𝑚𝑝𝑢𝑝 is the re-projected k-space location within the ramp-up; 𝛾 is the gyromagnetic ratio; 

𝐺  is the amplitude of radial gradient’s plateau; 𝑇𝑅𝑎𝑚𝑝𝑢𝑝  is the ramp-up duration of the radial 

gradient; 𝑡 defines the time variable on the gradient ramp-up. For the spiral trajectory, due to the 

discrepancy between the gradient raster time (10 us in the Siemens systems) and the receiver’s 

sampling interval (e.g., 7.5 us), the gradient waveform must be interpolated to the receiver’s 

sampling interval to match the data-filling trajectory in k-space. In other words, the spiral gradient 

waveform cannot always retrieve actual k-space location for each acquired signal point because of 

this time discrepancy. Hence, for the k-space trajectory correction in the spiral, the reconstruction 

pipeline applies a B-spline interpolation function to the gradient waveform, using the receiver's 

time scale. This B-spline-interpolated spiral gradient waveform can describe the k-space location 

of each sampled data point more accurately. 

 

2.2.2.2. K-Space Density Correction 

The reconstruction pipeline employs adaptable density correction approaches for the different non-

Cartesian trajectories. In Step 2 of the pipeline, k-space density correction (Figure 2.2), traditional 

and new analytical density correction functions (DCF) were used to compensate for the various 

uneven density patterns introduced by different non-Cartesian trajectories. The DCFs work as a 

weighting factor that can directly multiply with re-gridded k-space for the density compensation. 

The DCFs proposed here were derived analytically based on the geometry of each trajectory.  

 

For 2D radial trajectories, the most common approach utilizes 𝑘𝑟, which stands for the k-space 

location of each point on the spokes, as an analytical DCF (120,128–130); however, here a more 
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suitable analytical form was proposed by considering the area difference between adjacent sampled 

points in k-space using the radial spoke's polar distance, 𝑘𝑟, 

𝐷𝐶𝐹2𝐷𝑅𝐷(𝑖) =

{
 
 

 
 𝑘𝑟(𝑖)

2

𝑘𝑟(𝑖)
, 𝑖 = 1

𝑘𝑟(𝑖)
2 − 𝑘𝑟(𝑖 − 1)

2

𝑘𝑟(𝑖) − 𝑘𝑟(𝑖 − 1)
, 1 < 𝑖 ≤ 𝑁

 [2.12] 

where 𝐷𝐶𝐹2𝐷𝑅𝐷 is the DCF (of each radial spoke) of the 2D radial trajectory; 𝑁, indexed by 𝑖, is 

the number of sampled points along each radial spoke in k-space.  

 

As for the 2D spiral trajectory, an analytical DCF form was adopted, as detailed in (121), 

𝐷𝐶𝐹2𝐷𝑆𝑃 = |𝑘⃗ 𝑖𝑛𝑡| ∙ |𝑔 𝑖𝑛𝑡| ∙ |cos⁡(𝑔 𝑖𝑛𝑡, 𝑘⃗ 𝑖𝑛𝑡)| [2.13] 

where 𝐷𝐶𝐹2𝐷𝑆𝑃 is the DCF (of each spiral interleave) of the 2D spiral trajectory; 𝑘⃗ 𝑖𝑛𝑡 is the k-space 

location of each spiral interleave; 𝑔 𝑖𝑛𝑡 is each spiral interleaf’s gradient waveform; and (𝑔 𝑖𝑛𝑡, 𝑘⃗ 𝑖𝑛𝑡) 

is the angle between 𝑔 𝑖𝑛𝑡 and 𝑘⃗ 𝑖𝑛𝑡.  

 

For the 3D radial trajectory, although a common analytical DCF uses 𝑘𝑟
2-i.e., the square of the k-

space location for each sampled points along the spokes (39,122,131,132), in this work, a new 

approach was developed. The proposed DCF function was created using a differential volume 

element defined in the 3D polar coordinate system for k-space. The differential element can 

geometrically describe the density compensation factor via volume for each adjacent k-space 

element. In k-space, each radial spoke's polar distance, 𝑘𝑟, and altitude angle relative to the z-axis, 

𝜑 , concurrently determined the differential volume element. The DCF was modified to the 

following piecewise format that was able to produce an improved compensation outcome, 

𝐷𝐶𝐹3𝐷𝑅𝐷,𝑗=1(𝑖)

=

{
 
 

 
 

𝑘𝑟(𝑖)
3

𝑘𝑟(𝑖)
∙ |cos (𝜑𝑗 −

𝜋

𝑁𝑎𝑛𝑔𝑙𝑒𝑠
) − cos(𝜑𝑗+1)| , 𝑖 = 1

𝑘𝑟(𝑖)
3 − 𝑘𝑟(𝑖 − 1)

3

𝑘𝑟(𝑖) − 𝑘𝑟(𝑖 − 1)
∙ |cos (𝜑𝑗 −

𝜋

𝑁𝑎𝑛𝑔𝑙𝑒𝑠
) − cos(𝜑𝑗+1)| , 1 < 𝑖 ≤ 𝑁

 
[2.14] 
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𝐷𝐶𝐹3𝐷𝑅𝐷,1<𝑗≤𝑁𝑎𝑛𝑔𝑙𝑒𝑠(𝑖)

=

{
 
 

 
 𝑘𝑟(𝑖)

3

𝑘𝑟(𝑖)
∙ (cos(𝜑𝑗) − cos(𝜑𝑗+1)), 𝑖 = 1

𝑘𝑟(𝑖)
3 − 𝑘𝑟(𝑖 − 1)

3

𝑘𝑟(𝑖) − 𝑘𝑟(𝑖 − 1)
∙ (cos(𝜑𝑗) − cos(𝜑𝑗+1)), 1 < 𝑖 ≤ 𝑁

 
[2.15] 

where 𝑗 represents each sampled altitude angle relative to the kz-axis, ranging from 1 to 𝑁𝑎𝑛𝑔𝑙𝑒𝑠; 

𝐷𝐶𝐹3𝐷𝑅𝐷 is the DCF (of each radial spoke) of the 3D radial trajectory; 𝑁, indexed by 𝑖, is the 

number of sampled points along each radial spoke in k-space; 𝜑𝑗 is the sampled altitude angle 

relative to kz-axis, falling within a range between 0 and 𝜋, which also suggests that cos(𝜑𝑗) −

cos(𝜑𝑗+1) > 0.  

 

Lastly, for the 3D Spiral-Cones trajectory, a novel hybrid analytical DCF was proposed. This 

hybrid DCF combines the 2D spiral DCF described in Eq. [2.13] and the density compensation for 

the cone variations using the altitude angle relative to the z-axis, 𝜑, defined in k-space. The DCF 

was formulated as follows, 

𝐷𝐶𝐹3𝐷𝑆𝑃(𝑗)

= {
𝐷𝐶𝐹2𝐷𝑆𝑃 ∙ 𝐷𝐶𝐹𝑐𝑜𝑛𝑒𝑠 ∙ |cos (𝜑𝑗 −

𝜋

𝑁𝑐𝑜𝑛𝑒𝑠
) − cos(𝜑𝑗+1)| , 𝑗 = 1

𝐷𝐶𝐹2𝐷𝑆𝑃 ∙ 𝐷𝐶𝐹𝑐𝑜𝑛𝑒𝑠 ∙ (cos(𝜑𝑗) − cos(𝜑𝑗+1)), 1 < 𝑗 ≤ 𝑁𝑐𝑜𝑛𝑒𝑠

 
[2.16] 

 

𝑤ℎ𝑒𝑟𝑒⁡𝐷𝐶𝐹2𝐷𝑆𝑃(𝑖) = |𝑘𝑖𝑛𝑡(𝑖)| ∙ |𝑔𝑖𝑛𝑡(𝑖)| ∙ |cos (𝜙𝑔⃗ 𝑖𝑛𝑡(𝑖) − 𝜙𝑘⃗ 𝑖𝑛𝑡
(𝑖))|⁡ 

𝑓𝑜𝑟⁡𝑖 ∈ [1, 𝑁], 𝑎𝑛𝑑 

𝐷𝐶𝐹𝑐𝑜𝑛𝑒𝑠(𝑖) =

{
 
 

 
 𝑘𝑟(𝑖)

2

𝑘𝑟(𝑖)
, 𝑖 = 1

𝑘𝑟(𝑖)
2 − 𝑘𝑟(𝑖 − 1)

2

𝑘𝑟(𝑖) − 𝑘𝑟(𝑖 − 1)
, 1 < 𝑖 ≤ 𝑁

 

where, 𝑗 indicates each cone of spiral along the kz-axis, and it is indexed from 1 to 𝑁𝑐𝑜𝑛𝑒𝑠; 𝐷𝐶𝐹3𝐷𝑆𝑃 

is the DCF (of each spiral interleave) of the 3D spiral trajectory;⁡𝜑𝑗 (from 0 to 𝜋) is the altitude 

angle relative to kz-axis; 𝑁, indexed with 𝑖, is the number of sampled points at each spiral interleave 

in k-space; 𝑘𝑖𝑛𝑡 and 𝑔𝑖𝑛𝑡, respectively, are the 3D spiral trajectory’s k-space location and gradient 
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waveform projected in the kx-ky plane; 𝜙𝑘⃗ 𝑖𝑛𝑡  and 𝜙𝑔⃗ 𝑖𝑛𝑡  are the angles of vectors 𝑘⃗ 𝑖𝑛𝑡 and 𝑔 𝑖𝑛𝑡; and 

𝑘𝑟 is the k-space location of the 3D spiral trajectory along the kz-axis.  

 

2.2.2.3. Automatic Off-Resonance Correction Algorithm 

A 2D auto-deblurring algorithm was adopted in the reconstruction pipeline for the off-resonance 

artifact correction (123), and the algorithm was modified to improve the artifact correction in 3D. 

Off-resonance artifacts are commonly observed in the centre-out acquisitions performed by non-

Cartesian trajectories due to magnetic field inhomogeneity and susceptibility. This artifact can 

drastically degrade the quality of UTE images by causing blurring around objects. A field map (B0) 

can provide information regarding the local frequency variation (inhomogeneity) and help ease the 

off-resonance effect, but it requires a separate acquisition or map estimation (124–126,133,134). 

Therefore, for better efficiency, our pipeline used an automatic off-resonance artifact correction 

technique (auto-deblurring algorithm) that did not require a B0 field map as a prior knowledge 

(123). In Step 5 of the pipeline (Figure 2.2), the automatic off-resonance correction algorithm 

followed the inverse FFT (of the re-gridded k-space data). This algorithm first used a series of 

frequency offsets to demodulate the reconstructed image (in complex form), producing a group of 

base images. Next, the algorithm applied a focusing criterion to determine the minimum blurring 

effect among those base images, pixel-by-pixel. In the final step, the pixels with the minimum 

blurring effect were automatically selected to compose a blurring-corrected image jointly (123). 

Although the algorithm was originally proposed for 2D non-Cartesian trajectories, this work 

extends it to 3D, allowing for off-resonance artifact correction in the 3D radial and Spiral-Cones 

trajectories. However, the auto-deblurring algorithm tailored for 3D can be very time-consuming 

since most modern systems collect MR data in a multi-channel fashion, and the correction is 

required for each channel. Our modified 3D method addressed this issue by estimating the field 

map from one channel to guide the demodulation and correction in the other channels. This 

modification can improve the processing efficiency. 

 

2.2.3. Phantom Evaluation of the FUSE 

To systematically test FUSE, we constructed a phantom containing rubber as the short-T2 

component and water, grapeseed oil, and agar as varying long-T2 components (Figure 2.3.a and b). 
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As measured in the preliminary measurement, the hard rubber rod (Hard Multipurpose Neoprene 

Rubber Rod, 1" Diameter, 6" Long, 75A Durometer, McMASTER-CARR, Aurora, OH, USA) 

used in this work has a T2* value of ~0.25 ms. This T2* measurement is sufficiently short for us 

to evaluate the UTE techniques as other studies used rubber with a T2* of ~0.3 ms for mimicking 

short-T2 compartments (84,135). To assess the performance of the sequence, we systematically 

evaluated and compared:  

1) the methods for k-space density correction;  

2) the approaches for off-resonance artifact correction;  

3) the combinations of the various RF pulses and trajectories;  

4) 3D RF pulses with the shortest TEs; and 

5) the long-T2 suppression techniques.  

 

All the tests were carried out on a 3 Tesla MRI system (MAGNETOM PrismaFit, VE11C, 

Healthineers, Erlangen, Germany) using a 32-channel birdcage head coil, and the scan protocols 

are listed in Table 2.1. The parallel imaging was not used. Results were compared based on 1) 

empirical observation of the variation of the artifacts and 2) the Signal-to-Noise Ratio (SNR). The 

SNR values were calculated using a normal image and a pure noise image over the same region-

of-interest (ROI) (136), 

𝑆𝑁𝑅 =
mean
𝑟∈ROI

(𝐼𝑛𝑜𝑚𝑎𝑙(𝑟))

std. dev
𝑟∈ROI

(𝐼𝑛𝑜𝑖𝑠𝑒(𝑟))
 [2.17] 

where 𝐼𝑛𝑜𝑚𝑎𝑙 is the normal image; 𝐼𝑛𝑜𝑖𝑠𝑒 is the pure noise image; 𝑟 is the pixel location of the ROI. 
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Figure 2.3. In-house short-T2 phantom. 

 

  (a) Picture of the phantom; (b) Axial schematic of the phantom. 

a b 
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Table 2.1. Scan parameters for the systematic evaluation of 1) the methods for k-space density correction (Experiment 1); 2) the approaches 

for off-resonance artifact correction (Experiment 2-4); 3) the combinations of the various RF pulses and trajectories (Experiment5); 4) 3D 

RF pulses with the shortest TEs (Experiment 6); 5) the comprehensive long-T2 suppression techniques (Experiment 7). 

 

*VHSP – Variable-rate selective excitation (VERSE) - modified Half-Sinc Pulse; RHSP – Regular Half-Sinc Pulse; RP – Rectangular Pulse. 

**MT – Magnetization Transfer.  

†Noise Image (No RF; Flip Angle = 0˚). 
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2.3. Results 

2.3.1. Density Correction  

The proposed new analytical method for density correction greatly reduces the artifacts in contrast 

to the traditional method. For the UTE images acquired with the 2D radial trajectory, both the 

traditional and new analytical density correction (DC) methods can effectively clean up the ‘blur’ 

artifact (red arrow) produced without the use of density correction (Figures 2.4.a.1-3). However, 

the results corrected by the traditional and new analytical methods present a slight difference where 

the traditional DC method reveals some more prominent artifacts formed as trailing shadows (red 

arrows in Figures 2.4.b.1-2). For closer observation, two profile lines were drawn (Figures 2.4.b.1-

2). The comparison suggests that the traditional DC method (the dash-dotted line), in contrast to 

the new analytical DC method (the solid line), incorrectly elevates the image intensity between the 

two vials (80-100 mm) above the background floor (denoted by the dashed line), resulting in the 

trail-like artifact (Figure 2.4.c). For the 3D radial trajectory, without any correction, the image 

quality severely deteriorates with the ‘blur’ artifacts (dark blue arrows) covering most of the image 

detail (Figure 2.5.a.1). In the corrected cases, the proposed analytical DC function described by 

Eq. [2.14] and [2.15] demonstrate a superior correcting performance (Figure 2.5.a.3) as the 

traditional DCF (𝑘𝑟
2) exhibits some artifacts (the red arrows in Figure 2.5.a.2) in the coronal and 

sagittal planes. The removal of the artifact is mainly due to the weighting factor associated with 

the altitude-angle, (cos(𝜑𝑗) − cos(𝜑𝑗+1)), described in Eq. [2.15]. This weighting factor was also 

implemented for the 3D spiral density correction since the Spiral-Cones trajectory used a similar 

radial-style acquisition approach along the kz-axis. The Spiral-Cones DCF without the weighting 

factor (simply formulated as a product of the 2D spiral and 1D radial DCFs) produces an artifact 

pattern analogous to the artifact seen in the traditional 3D radial density correction (Figure 2.5.b.2 

vs. Figure 2.5.a.2), even though the ‘blur’ artifact disappeared (as compared to Figure 2.5.b.1). 

However, the proposed DCF, applied with the weighting factor, can remove the artifact (Figure 

2.5.b.2), proving its superiority in the Spiral-Cones density correction (Figure 2.5.b.3). 
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Figure 2.4. Comparison between the traditional and new analytical density correction functions.  

The uneven intensity distribution improved with the traditional and new analytical density correction (Eq. 

[2.12]) functions in the 2D radial (a.1-3). The density-corrected results are viewed in another window and 

level, and trail-like artifact becomes visible in the traditional DC method (b.1) by contrast to the new DC 

method (b.2). The trail artifact emerged in the traditional DC method is further verified by the profile 

comparison (c). 
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Figure 2.5. Comparison of the density correction techniques used in the 3D radial and spiral. 

For the 3D radial, there includes an uncorrected case (a.1), correction using the traditional method (a.2), and correction using the proposed method 

(Eq. [2.14] and [2.15]) (a.3). For the 3D spiral, there includes an uncorrected case (b.1), correction without the angle-weighting factor (b.2), and the 

correction using the proposed method with the angle-weighting factor (Eq. [2.16]) (b.3). Beginning from the top and going clockwise, the vials 

contain rubber, water, agar and oil. The green lines indicate the slices of sagittal and coronal views shown below. 
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2.3.2. Off-Resonance Artifact Correction 

The auto-deblurring algorithm applied in 2D and 3D can successfully suppress the off-resonance 

artifact, characterized by the blurry edges, in the spiral and radial trajectories (Figures 2.6 and 2.7). 

In the 2D acquisitions of spiral and radial, the ring-like off-resonance artifact mostly identified 

around the oil vial (red arrows) disappears after the algorithm processing (yellow arrows in Figures 

2.6.a.1-4). Another improvement observed in the 2D radial is a sharper edge (yellow arrow) of the 

rubber rod. Even though the off-resonance artifact extends to more dimensions (highlighted by the 

red boxes) in the 3D acquisitions of both spiral and radial, the 3D de-blurring algorithm 

successfully reduced the artifact as highlighted by the green boxes (Figures 2.6.b.1-4). However, 

the off-resonance correction sometimes requires more than just the auto-deblurring algorithm, 

especially for the spiral trajectory with long-duration settings. Further, the algorithm demonstrated 

an acceptable efficacy with different bandwidth-per-pixel (BWP) and spiral interleaves (Figure 

2.7). However, for those long-duration settings with lower BWPs or fewer spiral interleaves, the 

algorithm exhibits some artifacts (red arrows in Figures 2.7.b.1, b.2, d.1, and d.2). As a supplement 

to the analysis, this work also demonstrates that elevating BWP or increasing spiral interleaves 

without the auto-deblurring algorithm can still effectively alleviate the artifact (Figures 2.7.a.1-6 

and c.1-6). By contrast, the latter approach seems to provide better suppression towards the off-

resonance artifact, but neither the highest BWP nor the most spiral interleaves can solely eliminate 

the artifact completely. Hence, the auto-deblurring algorithm can serve as an effective 

complementary remedy to the settings with higher BWPs and more spiral interleaves, producing 

effective off-resonance correction (Figures 2.7.b.1-6 and d.1-6).
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Figure 2.6. The off-resonance artifact improved with the deblurring algorithm. 

The reduced artifacts are observed in the 2D Spiral (a.1-2), 2D Radial (a.3-4), 3D Spiral-Cones (b.1-2), and 3D Radial (“Koosh-Ball”) (b.3-4). The 

red and green enlargements in (b.1-4) highlight the comparison before and after the correction in 3D. Beginning from the top and going clockwise, 

the vials contain rubber, water, agar and oil.
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Figure 2.7. The off-resonance artifact improved with increases of the bandwidth-per-pixel (BWP) 

and spiral interleaves. 

While increasing the BWP for 2D spiral acquisitions alleviated off-resonance artifact (a.1-6), using a 

deblurring correction in conjunction with increasing BWP did so more efficiently (b.1-6). Similar results 

were found for the 2D spiral acquisitions, for the uncorrected (c.1-6) and corrected (d.1-6) cases. The red 

box indicates the identical settings. The red arrows point at the imperfect off-resonance correction; and the 

red box encloses the identical settings. Beginning from the top and going clockwise, the vials contain rubber, 

water, agar and oi
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2.3.3. Direct Comparison between Combinations of RF Pulses and Trajectories 

In combination with different RF pulses, the spiral trajectory overall manifests a superior outcome 

compared to the radial trajectory, using the comparable scanning settings (Figure 2.8). The 

qualitative comparison suggests no visually evident difference between the corresponding spiral 

and radial trajectories with different RF selections (Figures 2.8.a.1-3 vs. a.4-6). The regular and 

the VERSE-modified half-Sinc pulses demonstrate more brightness than the rectangular pulse for 

the vials of oil, agar, and water for each trajectory regardless of the spiral (Figures 2.8.a.1-3) or the 

radial (Figures 2.8.a.4-6). In addition, a quantitative SNR comparison reveals that the scan with the 

regular half-Sinc pulse and the Spiral-Cones trajectory possesses the highest SNR for all the vials 

among all six combinations (Figure 2.8.b). The SNRs of water, agar, and oil were higher for the 

rectangular pulse than the regular or the VERSE-modified half-Sinc pulse for either of the 

trajectories (Figure 2.8.b). However, the SNR of the short-T2 component, rubber, was nearly 

retained at the same level for all three RF pulses in either the Spiral-Cones or the “Koosh-Ball” 

(Figure 2.8.b). Regarding the time-efficiency, both the regular and VERSE-modified half-Sinc 

pulses require double the scan time of the rectangular pulse for the same acquisition parameters 

(Figure 2.8). 
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Figure 2.8. Qualitative and quantitative evaluations of the various combinations of the implemented 

RF pulses and trajectories. 

Comparison of 3D radial and spiral trajectories among the regular half-Sinc pulse (RHSP) excitation, 

VERSE-modified half-Sinc pulse (VHSP) excitation, and the rectangular pulse (RP) excitation with 

matching scan parameters (a.1-6). SNR of the rubber (short T2 material) was generally higher for the spiral 

trajectories as compared to the radial trajectories (b). SP-spiral; and RD-radial. Beginning from the top and 

going clockwise, the vials contain rubber, water, agar and oil. 
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2.3.4. The Effect of Echo Time Minimization 

Higher SNRs for the short-T2 component, rubber, can be achieved using half-Sinc pulses and 

shorter TE (Figure 2.9). The hard rectangular RF pulse allows for an ultrashort TE of 60 us while 

the regular half-Sinc pulse and its VERSE variant can achieve shorter TEs as of 40 and 20 us, 

respectively (red arrow Figure 2.9). However, the regular half-Sinc pulse (RHSP) (with 40 us) 

demonstrated the highest SNRs for all components among all three RF types using the earliest echo 

time of each, even though the VERSE-modified half-Sinc pulse (VHSP) was executed with a shorter 

TE of 20 us. When the TEs of all three pulses were set to 60 us, the RHSP still produced the highest 

SNRs for all components (the grey arrow in Figure 2.9). Furthermore, with the matching settings 

(TE of 60 us), the RHSP and VHSP yielded comparable SNR measurements for both the long-T2 

(water, agar, and oil) and short-T2 (rubber) components. However, these half-Sinc pulses possess 

higher SNR measurements than the RP for the long T2-components while a similar SNR for the 

rubber. Also, decreasing the TE from 60 to 20 us using the VHSP barely impacted the SNR 

measurements for the long-T2 components (-0.54% to +0.24%) but improved the SNRs of rubber 

by 5% and 9.8% (blue arrow Figure 2.9).
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Figure 2.9. Comparison of the implemented RF excitation schemes including VERSE-modified half-Sinc pulse (VHSP), regular half-Sinc 

pulse (RHSP), and rectangular pulse (RP) with the TE variation. 

The TE variation was compared between (different colors) and within (identical colors) pulses. The blue single-arrow directs the variation of image 

contrast and SNR using the VHSP pulse with a decrease of TE; the red single-arrow indicates the variation of image contrast and SNR using three 

different types of pulses with a decrease of TE; the grey double-arrow compares the image contrast and SNR among three types of pulses with an 

identical TE. Beginning from the top and going clockwise, the vials contain rubber, water, agar and oil.
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2.3.5. Effective Long T2 Suppression Techniques 

Satisfactory suppression results for different long-T2 materials can be achieved by selecting 

appropriate long-T2 suppression techniques (Figure 2.10). The dual-echo subtraction method (with 

two in-phase TEs) completely saturated the water and agar components but only partially 

suppressed the oil signal (Figures 2.10.a-c). Also, because the longer TE could not capture the 

rubber signal, the subtraction excluded the long-T2 contrast while enhancing the short-T2 contrast 

(rubber). The fat-saturation pulse drastically reduced the oil signal, but there was still some 

insignificant residual signal (Figure 2.10.d). In contrast to the unsaturated short-TE scan, we also 

observed signal reduction for the rubber, slight signal reduction for the agar, and no signal variation 

for the water. The water-saturation pulse successfully saturated the water and agar (water-based) 

without any residual but left the fat barely affected and the rubber partially saturated (Figure 2.10.e). 

The off-resonance saturation approach could completely suppress the water and oil signals yet only 

partially statured the agar and rubber components due to their MT effects, as expected (Figures 

2.10.f-h). 

 

Supported by the SNR analysis, all the implemented suppression techniques demonstrate 

outstanding performance for their targeted long-T2 materials (Figure 2.10.i). To create a reference, 

we first estimated the background SNR as 8.6, determined by the signal void of rubber identified 

in the long-TE scan (Figure 2.10.b). For the rubber, the dual-echo subtraction demonstrated the 

maximized enhancement (highest SNR) across all applied techniques. In comparison, the off-

resonance saturation method yielded the weakest enhancement for the rubber with the lowest SNR. 

Additionally, because the water and fat saturation pulses had partially saturated the rubber, the 

rubber contrast was compromised (reduced SNR). For the water, the dual-echo subtraction, water 

saturation pulse, and off-resonance saturation exhibited an excellent suppression capability since 

the observed SNRs were lower than the background SNR. By contrast, the fat-saturation pulse had 

nearly no impact on the SNR of water. Concerning the agar, both the dual-echo subtraction and 

water saturation pulse successfully minimized the SNR of agar below the background. However, 

the off-resonance saturation method could not suppress the agar signal thoroughly due to the agar's 

MT effect. Moreover, the fat-saturation pulse also led to a slightly reduced SNR for the agar. For 

the oil, all the applied techniques failed to deliver total signal suppression except the off-resonance 

saturation. In other words, only the off-resonance saturation returned a near-zero SNR for the oil. 
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Among the rest of the approaches, the fat saturation pulse with a lower SNR committed a superior 

oil suppression than the dual-echo subtraction and water saturation pulse. Among all the 

implemented techniques, the off-resonance saturation method is the only approach that can 

simultaneously saturate both the water and oil. 
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Figure 2.10. Direct qualitative and quantitative comparisons between the implemented long-T2 

suppression techniques. 

 (a-h) Comparison of the implemented long-T2 suppression techniques including dual-echo subtraction, fat-

saturation pulse, water-saturation pulse, and MT saturation, and (i) SNR comparison for different long-T2 

suppression approaches. Dual echo subtraction can simultaneously suppress all long-T2 components while 

others can selectively suppress one or more particular long-T2 components. Beginning from the top and 

going clockwise, the vials contain rubber, water, agar and oil.  
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2.4. Discussion 

Overall, the results in the study suggest that differing sequence acquisition approaches can improve 

the UTE images concerning the quality and SNR, and various correction methods are also 

indispensable for ameliorating the artifacts associated with the (non-Cartesian) UTE acquisitions. 

As a novelty, the developed UTE sequence includes flexibly user-configurable radiofrequency (RF) 

pulses, trajectories, dimension schemes (2D/3D), and long-T2 suppression methods, uniquely 

allowing for direct comparisons. In addition to the sequence, the specialized reconstruction pipeline 

can provide various novel correction methods compensating for the k-space trajectory errors, 

uneven the k-space density distribution, and off-resonance artifact. The developed sequence and 

reconstruction pipeline, through the systematic evaluation, not only provides high-quality UTE 

images but also renders optimized scanning guidance for different potential UTE applications, for 

example, musculoskeletal (MSK) and synthetic computed tomography (sCT) generation studies. 

 

The analytical DCFs of the 2D radial, the 3D radial, and the 3D spiral trajectory were improved in 

this study. The traditional and proposed analytical DCFs can effectively compensate for the uneven 

data-filling data characterized by non-Cartesian trajectories, refining the image quality in the UTE 

reconstruction by removing the blurry artifact (Figures 2.4 and 2.5). Compared to the traditional 

analytical DCFs (120,131), the proposed analytical DCFs can provide a more geometrically correct 

density compensation model in k-space, which leads to a superior density correction with 

diminished artifacts (Figure 2.4.b.1 vs. Figure 2.4.b.2, Figure 2.5.a.2 vs. Figure 2.5.a.3, and Figure 

2.5.b.2 vs. Figure 2.5.b.3). Besides, in practice, one may also adopt a numerical DCF to achieve a 

more optimized density correction with better-suppressed artifacts (58,131,137,138). However, the 

numerical DCF is estimated iteratively from a convergence model, which lacks computational 

simplicity comparing to the proposed analytical DCFs. Also, the numerical DCF might result in a 

downgraded sharpness for the image detail contrasting to the analytical form. Except for the 

correction methods executed in reconstruction as above, some groups used variable density 

gradients to achieve the density correction within the acquisition simultaneously (39,139). These 

variable density gradient techniques consider the density correction in the gradient design 

(generation) for an improved SNR efficiency or more optimized sampling pattern. However, 

compared to the analytical DCF in this work, the gradient design with the variable density 

incorporation is more subject to the hardware constraints, e.g., the maximums of gradient amplitude 
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and slew rate. In other words, the variable density gradient might require a much higher gradient 

strength or slew rate than the regular gradient for the same imaging settings, which limits the 

flexibility of the former's protocol adjustment. As another drawback, the variable density gradient 

requires a more complex formulation and calculation, which might be inefficient for the gradient 

generation and updating during the modifying of scan protocols in real-time. 

 

This study has highlighted the importance of the auto-deblurring algorithm for improving the image 

quality with sharper edges by correcting the off-resonance artifact (Figure 2.6). The off-resonance 

artifact is often identified as the blurry shadows around the imaged objects (Figures 2.6.a.1, a.3, 

b.1, and b.3) in the acquisitions of non-Cartesian trajectories-e.g., the 2D/3D radial or spiral. To 

alleviate the artifact appearing in the 2D radial and spiral (Figures 2.6.a.3-4), we implemented an 

automatic deblurring algorithm proposed by Noll et al. (123). This auto-deblurring algorithm does 

not require an additional field map obtained by extra scans or estimation, contrasting with other 

off-resonance-correction algorithms (124–126,133,134). As a critical improvement, we re-

developed the deblurring algorithm, proposed in 2D originally, in 3D to tackle the off-resonance 

artifact extending to the third dimension (Figures 2.6.b.1 and 3). This new development inherited 

the acquisition-efficient feature from its predecessor in 2D, where no field map is required. The 

new 3D deblurring algorithm can successfully eliminate the off-resonance artifact in both the 3D 

radial and spiral trajectories (Figures 2.6.b.2 and b.4). This result manifests the necessity and 

efficacy of the newly developed deblurring algorithm for correcting the off-resonance artifact in 

3D. 

 

The evaluation of FUSE shows that the optimization of UTE protocols can combine with the 

deblurring algorithm to collectively improve the off-resonance artifact occurring in the spiral 

acquisitions (Figure 2.7). To our knowledge, this study is the first to investigate and evaluate the 

performance of the combination of both approaches. Compared to the 2D radial trajectory, the 2D 

spiral usually has a longer gradient readout and can lead to a more severe off-resonance artifact. In 

this case, the auto-deblurring algorithm might not effectively fulfill the artifact correction. 

Therefore, we have explored other approaches that can productively alleviate the off-resonance 

artifact on the acquisition side, for example, the shortening of the spiral readout-gradient (Figure 

2.7). In the exploration, we investigated and compared two remedies that can beneficially reduce 
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the spiral gradient’s duration, specifically elevating the BWP for the receiver and increasing the 

number of spiral interleaves. The elevation of BWP can shrink the sampling interval (of the 

receiver), leading to a shorter readout-gradient duration, while the increase of the number of spiral 

interleaves can segment a long spiral readout-gradient into multiple interleaves with short durations. 

The experiment results suggest (Figures 2.7.a.1-6 and c.1-6) that both measures for shortening the 

spiral gradient can help alleviate the off-resonance artifact effectively, but the increase of the 

number of spiral interleaves seems to have a superior outcome. However, neither of the measures 

can solely eliminate the artifact without the deblurring algorithm. Also, successful off-resonance 

correction cannot merely rely on the deblurring algorithm as we also observed imperfect correction 

for the scans with the lower BWP settings or fewer spiral interleaves (red arrows in Figures 2.7.b.1, 

b.2, d.1, and d.2). These findings suggest that we might need to combine the acquisition 

adjustments with the deblurring algorithm to achieve a satisfying off-resonance correction, 

especially in the spiral UTE acquisitions (Figures 2.7.b.3-6 and d.3-6).  

 

The combinations of different RF pulses and trajectories have not been directly compared before 

due to the lack of a proper UTE sequence integrated with these techniques; however, this study 

shows that these combinations using matching scan parameters can lead to dissimilar time 

efficiency and SNR results. In the experiments, all the RF/trajectories combinations can provide 

distortion-free and artifact-free images (Figures 2.8.a.1-6). However, in the SNR measurements, 

we have discovered differences between the various combinations. From the aspect of trajectory, 

the spiral trajectory’s settings, taking all RF types into account, have demonstrated overall higher 

SNRs for all materials than their counterparts in the radial trajectory’s settings. Given the numbers 

of the in-plane views and cones are identical for all scans here, the spiral’s higher SNR 

measurements are likely because of its superior coverage for k-space (against the radial trajectory). 

However, this finding does not necessarily suggest that the spiral trajectory is always desirable in 

the UTE scans. Given the radial trajectory usually has a faster readout-gradient allowing for a 

shorter TR, it has more flexibility in terms of contrast manipulation and the potential for higher 

time efficiency. From the angle of RF pulse for evaluating the various combinations, in either the 

spiral or the radial trajectories, the RHSP and VHSP yielded similar SNR measurements but higher 

SNR measurements than the RP overall. This observation suggests each RF scheme can deliver a 

unique impact on the excitation outcome-i.e., SNR and contrast. One possible explanation is the 
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half-Sinc excitation scheme’s (including the VERSE modification) actual (or delivered) flip angle 

might be different from the prescribed angle, which results in a variation in SNR and contrast 

compared to the matching RP setting. Another explanation might be that the addition of the FID 

signals from two half-Sinc excitations could reduce the noise collected in each receiver channel 

(given the noise here can be approximated to follow a Gaussian distribution). However, these 

deserve further investigation in future studies. The RP has been a more popular choice for 

performing 3D UTE scans (34,40,41,56,140,141), while the half-Sinc pulse is rarely adopted by 

3D UTE sequences (37,142). This may be because the RP is easier to design and requires half the 

acquisition time than the half-pulse excitations if the same imaging parameters (e.g., total 

prescribed flip angle) are maintained.  

 

The different pulse shapes and configurations can lead each implemented RF pulse to a unique 

minimum TE limit; however, switching the pulse type for a shorter minimum TE limit cannot 

guarantee a higher SNR output for the short-T2 component (Figure 2.9). Due to the lack of an 

integrated sequence, this was the first study to directly compare all three pulse types regarding the 

image contrast and SNR in the 3D UTE imaging. The RP’s minimum TE is constrained by half of 

the pulse duration plus the switching time limit between the transmitter and receiver (Tx/Rx). In 

comparison, the RHSP does not need to contribute any pulse duration to TE since the half-pulse 

completes its excitation before time-zero (i.e., the starting of TE). However, the RHSP excitation 

scheme still needs to account for the ramp-down of slab-selection gradient plus the following 

refocusing gradient as a minimum in the TE calculation. This minimum TE calculation can also 

cover (overlap with) the system limit of Tx/Rx. As compared to the RHSP, the VHSP can exclude 

the ramp-down (integrated to the excitation process instead) and refocusing gradient from the TE 

contribution and further narrow down the minimum TE to the time limit between Tx and Rx. Using 

the matching scanning protocols (e.g., flip angles and resolution), the RHSP might have a shorter 

minimum TE (the ramp-down plus refocusing gradient) than the RP (where the minimum TE 

includes half of the pulse duration and the Tx/Rx limit). This is because the 3D RHSP excitation is 

usually associated with a low amplitude for the slab-selection gradient, which only demands 

relatively short gradient ramping-down and refocusing times. Compared to the RHSP, the VHSP 

further permits a smaller minimum TE due to the absence of the slab-selection ramp-down and 

refocusing gradient. Among all three RF types, the VHSP has the shortest minimum TE (i.e., 20 
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us) compared to the others with their minimum TEs (40 and 60 us). However, the VHSP with the 

shortest minimum TE does not necessarily produce the highest SNRs (red arrow in Figure 2.9), 

and the RHSP with a longer minimum TE leads to higher SNR measurements. As discussed in the 

previous section (also indicated by the grey arrow in Figure 2.9), this SNR divergence might be 

due to the variation between the actual and prescribed flip angles and suggest this flip angle 

variation has a greater influence on the SNR outcomes than the TE shortening. As for the overall 

SNR variation with shortening the TE for the VHSP excitation, the short-T2 component’s (rubber) 

SNR can benefit a lot, while the SNR outcomes of the long-T2 components barely vary (blue arrow 

in Figure 2.9).   

 

Lastly, the FUSE sequence can effectively suppress the signal for the various long-T2 components, 

providing enhanced contrast for the short-T2 component (Figure 2.10). Depending on the desired 

imaging goals, the sequence can either exclusively saturate a single long-T2 contrast using a water- 

or fat-saturation pulse or simultaneously suppress multiple long-T2 contrast types with a dual-echo 

subtraction or off-resonance saturation method. Compared with a similar study, this work has 

provided a more inclusive evaluation supplemented with SNR analyses for the long-T2 suppression 

techniques above (Figure 2.10.i) (72). In this work, we have demonstrated that it is feasible to use 

the developed sequence to manipulate (i.e., retain or suppress) different long-T2 contrast types. 

With this feature, this sequence can potentially adapt to various applications in short T2 imaging, 

depending on needs.  

 

This study was the first to use an integrated sequence to compare across the widely adopted UTE 

techniques. As a strength, this study highlights the unique features of each technique through direct 

comparison. Since selecting appropriate UTE techniques and parameters is important for 

researchers to customize the scan protocols for different applications, this study provides 

systematic guidance. As another strength, this study also explores some new techniques for the 

direct comparison, i.e., the 3D half-Sinc pulses (including the VERSE modification), which have 

been ignored in many previous 3D UTE developments. One limitation of this study is that the types 

and relaxation properties of the materials used in the phantom might not be sufficient for the 

sequence evaluation. For example, only one short-T2 component, rubber, was constructed within 

the phantom for the assessment. Due to this, we were uncertain if the developed sequence would 
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be capable of imaging other short-T2 materials with different types or shorter T2 relaxation 

properties. However, a better phantom with more enriched short-T2 species could potentially 

address this issue. We could also image cadaver tissues, carry out biochemical or histology tests to 

further characterize their contents, and compare the obtained various tissue properties back to the 

UTE scans. As another limitation, although the various evaluation testing conducted in this study 

can be considered inclusive, there might still be some other evaluations necessary to be carried out 

for a particular application but absent from this study. For example, the optimal RF pulse (RP, 

RHSP, or VHSP) might need to be determined for the T1 relaxation time mapping in various knee 

joint tissues. For another limitation, we could also potentially include long-T2 inversion pulse 

techniques for conducting the long-T2 suppression, such as a fat-inversion or water-inversion pulse. 

As a result, we might need to expand or extend our sequence evaluation after investigating the 

developed sequence for specific applications, for example, MSK imaging or cortical bone imaging 

in sCT generation. 

 

2.5. Conclusion 

In this chapter, we presented a flexible, multi-purpose UTE sequence, which is entitled FUSE. The 

FUSE sequence is the first comprehensive sequence integrated with many versatile acquisition 

features, in a total of thirteen possibilities, including the adaptable RF pulses, trajectories, 

dimension schemes (2D/3D), and long-T2 suppression techniques. The sequence is also equipped 

with novel correction techniques in the reconstruction, specifically, improved analytical density 

correction functions and 3D auto-deblurring algorithm for tackling the off-resonance artifact. 

Together with the proposed reconstruction pipeline, the sequence not only provides high-quality 

short-T2 imaging but also direct comparison across different UTE approaches. Furthermore, this 

work enables customized scanning optimization through the direct technique and protocol 

comparison for various UTE applications.
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Chapter 3 Morphological and quantitative musculoskeletal (MSK) imaging of 

the bovine knee using a novel flexible ultrashort echo time (FUSE) sequence 

 

Synopsis: Joints in the musculoskeletal (MSK) system are challenging to image because 

several tissues have short T2 relaxation times. The FUSE sequence presents a unique 

opportunity to study joint tissues both qualitatively and quantitatively by exploiting the 

flexibility in parameter selection. There lacks an extensive study that evaluates different long-

T2 suppression techniques that can provide various morphological contrasts in MSK tissues. 

Also, there has been no study on the exploration of combining the quantitative magnetization 

transfer (QMT) technique and 3D UTE using half-Sinc and Spiral-Cone acquisitions. In 

addition, the quantitative T1 and T2* relaxation time mapping using UTE sequences in MSK 

tissues deserve more investigation. QMRI of the meniscus was used an example in this study. 

Consequently, the purpose of this work is to evaluate a novel, user-configurable UTE 

sequence (i.e., FUSE) for morphological and quantitative imaging in the bovine knee.  

 

3.1. Introduction 

Compared to other imaging modalities, magnetic resonance imaging (MRI) can provide signal 

from soft tissues while delivering no ionizing radiation to patients. The superior contrast between 

soft tissues imaged by MRI is useful for the direct study of musculoskeletal (MSK) tissues non-

invasively and allows for earlier diagnosis of diseases such as osteoarthritis (OA), when compared 

to standard radiography-based methods (143). OA is a degenerative joint disease that commonly 

affects the knee (144–148). For many years, OA was characterized as a disease of cartilage 

degeneration (149–153), but the contemporary view is that it involves changes to the whole knee 

joint. The importance of these other knee tissues, in particular the meniscus, in the OA disease 

process is becoming increasingly recognized (154–157). Some tissues in the knee joint have small 

T2 relaxation times (T2 < ~10 ms), such that conventional MRI techniques are unable to obtain 

sufficient signals from them (3,4,10,11,24). These short-T2 tissues include menisci, tendons,  
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ligaments, and cortical bone, which exhibit dark or voided regions on the traditional MR images 

(66,71,79,85,108). The insufficient or non-existent signal in the knee joint restricts MRI from 

providing high-quality morphological contrast—for example, between the deep layer of cartilage 

and subchondral bone—or informative quantification for short-T2 components like those found in 

the meniscus (4,23,110,158). However, both the morphological and quantitative evaluation is 

essential for the early-OA detection to provide the tissue integrity delineation and biomarkers, 

respectively (98,99,106,109,110,158–163). As a solution to tackle these challenges, ultrashort echo 

time (UTE) sequences have been developed and employed for short-T2 tissue imaging over the 

last three decades (14,15,40,57,68,72,73,162,164). UTE sequences adopt a short radiofrequency 

(RF) excitation pulse and centre-out k-space acquisition to achieve an echo time (TE) of less than 

100 us that can effectively capture the signal of short-T2 tissues (7).  

 

In morphological UTE imaging of knee joints, selections of long-T2 suppression methods are 

essential for isolating signals from the various short-T2 tissues. Although UTE scans can 

effectively collect the signal from short-T2 tissues in the knee, it also obtains a barely decayed 

signal from tissues such as muscle or fat due to their long T2 relaxation times. Therefore, the strong 

long-T2 signal has always been an issue in UTE scans for obscuring the short-T2 contrast, as 

suggested by many studies (68,73,117,165). Researchers often use fat saturation (FS) pulses to 

primarily suppress the long-T2 signal from the knee’s fat, bone marrow and potentially fatty 

infiltration into muscle (141,162,166). This measure can preserve and enhance other tissues such 

as cartilage or menisci for investigation. By comparison, the dual-echo method can simultaneously 

suppress all types of long-T2 tissues: this method can provide distinct contrast for the cortical bone 

tissue and the adjacent trabecular bone and articular cartilage (68,70). Also, the off-resonance 

saturation (OS) method, exploiting the magnetization transfer (MT) effect, can serve as another 

long-T2 suppression technique that has been shown to effectively enhance the patella tendon and 

meniscus (short-T2) contrast (72,75); but it needs further investigation due to the few studies in the 

knee. To date, there has not been a comprehensive study or flexible MRI sequence that evaluates 

these methods directly in whole knee UTE imaging. As such, it is not evident which technique is 

superior for enhancing a particular tissue type. For example, the OS-UTE might provide a more 

visible contrast for the cortical bone than the FS-UTE.  
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Quantitative MRI (QMRI) techniques can provide biomarkers for detecting the OA in the knee. It 

has been shown that increases in the common biomarkers, e.g., T2, T2*, and T1rho relaxation time, 

are associated with degenerative changes occurring in knee joints, which might suggest OA 

(110,167–171). It is believed that OA involves not only the pathological change of cartilage but 

also the degeneration and damage of the meniscus (157). Hence, for a better understanding of the 

onset of OA, more quantitative metrics of the meniscus are required. The quantitative 

magnetization transfer (QMT) technique that may fill this role because it probes the bound 

macromolecules in the tissue. It uses two-pool modelling to simulate tissues as the free (i.e., free 

proton) and bound (i.e., macromolecular) pool and estimate the macromolecular proton fraction 

and the T1 and T2 relaxation times in both pools, respectively (78,90,172). These parameters have 

been investigated for assessing the variation of some tissue properties. For example, a moderate 

positive correlation with statistical significance has been found between the macromolecular proton 

fraction and proteoglycan (PG) content in articular cartilage (173). As another example, the OA 

patients were observed with a significantly higher T2 relaxation time of the bound pool in patellar 

cartilage than the healthy volunteers (174). Studies investigating QMT in the meniscus have been 

limited a few existing works (175–178). Conventional QMT techniques use Fast Low Angle SHot 

(FLASH) sequences for data acquisitions, which are more suitable for estimating the two-pool 

parameters of long-T2 tissues (90,172–174). Compared to FLASH, UTE can be a better alternative 

in the QMT modelling to assess the two-pool information in both short and long tissues, but only 

a few studies explored the possibility of coupling the QMT and UTE (92,93,158,179). Since the 

meniscus possesses abundant short-T2 components residing with long-T2 components, QMT 

parameters using UTE (UTE-QMT) can serve as potential biomarkers for the early-OA detection 

in the meniscus. To our knowledge, there are relatively few studies that have looked at the QMT 

parameters using UTE (158). As such, the potential of UTE-QMT parameters deserves much more 

investigation, specifically on the impacts of different fitting lineshapes (e.g., Gaussian vs. Super-

Lorentzian) and B1 corrections.  

 

Besides the QMT parameters, there are other quantitative measures that are important in QMRI 

using UTE sequences, for example, the T1 and T2* relaxation times. Although it has not been 

shown with enough evidence that T1 estimation using UTE (UTE-T1) can be a biomarker for 

assessing OA in the meniscus, UTE-T1 is essential for helping deriving UTE-QMT parameters 
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(90,172). The impact of B1 correction on the variation of UTE-T1 estimate also needs more 

investigation. UTE-T2* is another of interest biomarker that can be used for assessing the meniscus. 

One can use a mono-exponential model to estimate the UTE-T2* parameter as a bulk metric or a 

bi-exponential model to estimate UTE-T2* parameters in long-T2 and short-T2 components 

separately. An increased bulk T2* relaxation time has been observed for the degenerative menisci 

over the asymptomatic menisci (110). Another study also suggests higher T2* estimates for both 

long and short components in the degenerative and torn menisci than the normal menisci (77). 

However, the differences between the mono-exponential and bi-exponential fit still need more 

verification (77,85,180–182).  

 

It is relatively unknown whether the various knee joint tissues (e.g., the cortical bone or tendon) 

are feasible to be isolated by different long-T2 suppression techniques with morphological UTE 

imaging; also, no comprehensive quantitative assessment of the meniscus, using the UTE sequence, 

has been carried out for mapping QMT parameters and T1 and T2* relaxation times. In the 

morphological imaging of knee joints, the isolated contrasts between the tissues are very important 

for providing the well-delineated anatomical structure that might improve manual and automatic 

segmentation or potentially provide diagnostic information. With a flexible UTE sequence 

including multiple long-T2 suppression techniques, it might be possible to isolate the signals from 

the various knee joint tissues. Furthermore, UTE sequences can facilitate the quantitative 

evaluation of short-T2 tissues with ample signal. Hence, a comprehensive quantitative assessment 

of short-T2 tissues in the knee, using UTE sequences, is worthwhile to investigate for providing 

potential biomarkers that help detect early-stage OA. The QMRI mappings using UTE sequences 

are likely important in all short T2 tissues for OA, but for this work, the scope has been limited to 

a comprehensive study of the meniscus. This reason is that the meniscus is enriched with both long-

T2 (e.g., water) and short-T2 (e.g., collagen) components, which necessitate a comprehensive 

quantitative assessment using UTE sequences. Besides, more evaluation for combining the UTE 

sequence and QMT modelling is needed due to the few existing studies (158). For potentially 

detecting early-stage OA in the knee, in this work, we are employing a novel in-house flexible UTE 

sequence (i.e., Flexible Ultra Short Echo time or FUSE for short) capable of providing multiple 

morphological contrasts and various quantitative biomarkers. The aims of this study are twofold: 
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1) To exploit the contrast capabilities of the FUSE sequence to create morphologic images 

that isolate signals from the various knee joint tissues. 

2) To carry out a comprehensive quantitative assessment of the meniscus using the FUSE 

sequence to map QMT parameters and T1 and T2* relaxation times. 

 

3.2. Materials and Methods  

3.2.1. Bovine Specimen Study 

Morphological and quantitative imaging experiments were carried out using six bovine stifle joints. 

The bovine stifle joint is similar to the human knee in terms of tissues and anatomy. In this study, 

the bovine stifle joints were used to mimic the human knee for evaluating the application of the 

sequence in qualitative and quantitative MSK imaging. To avoid confusion, we termed the bovine 

stifle joint as ‘knee’ for the following paragraphs. All the bovine stifle joint specimens were 

purchased from a local abattoir (Friesen Meat Processing Inc, Warman, SK, Canada), and they 

were thawed at least 24 hours before the MRI scans and scanned at room temperature. All data 

were acquired on a 3 Tesla MRI system (MAGNETOM PrismaFit, VE11C, Healthineers, 

Erlangen, Germany), using the novel FUSE sequence which allows for different morphological 

imaging mechanisms and various quantitative mappings. For data acquisition, a flexible 18-channel 

receiver-only body array coil combined with the built-in spine coil was used to accommodate the 

larger size of bovine stifle joints (as compared to human knees). Table 3.1 outlines all the scan 

parameters used for both morphologic and quantitative imaging. Different long T2 suppression 

techniques were used to create multiple morphological images (contrasts) for the whole knee of all 

specimens. For quantitative measurements of the meniscus, the menisci were manually segmented 

following a slice-by-slice method (MeVisLab, MeVis Medical Solutions AG, Bremen, Germany). 

With the segmented masks, all the quantitative maps for the menisci were produced using in-house 

software (MATLAB, MathWorks, Natick, MA, USA). 



   
 

 

8
7

 

Table 3.1. Scan parameters for the morphological and quantitative imaging in the knee joint. 

 

*RP – Rectangular Pulse; RHSP – Regular Half-Sinc Pulse. 

**For RHSP, Flip Angle is set for per half-Sinc Pulse. 
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3.2.2. FUSE Sequence 

A flexible UTE sequence, FUSE, was used for the MRI scans, allowing for different morphological 

imaging mechanisms and various quantitative mappings. The FUSE sequence was developed using 

a manufacturer’s platform (IDEA, Siemens Healthineers, Erlangen, Germany). This sequence 

included multiple long-T2 suppression approaches, i.e., fat-saturation, dual-echo subtraction, and 

magnetization transfer (MT) saturation, for isolating the signal from the various knee joint tissues. 

Quantitative imaging functionalities were also enabled in the UTE sequence for quantifying the 

short-T2 tissues in the knee joint, including the B1, T1, T2*, and quantitative magnetization 

transfer (QMT) mapping. The UTE sequence utilized a rectangular or a half-Sinc pulse with a 

Spiral-Cones trajectory for both 3D qualitative and quantitative imaging. An in-house script written 

(MATLAB, MathWorks, Natick, MA, USA) to perform all UTE reconstruction offline. The 

reconstruction program adopted the gridding algorithm and was improved with the off-resonance 

correction algorithm (25,26,123). More technical details regarding the methods of morphological 

and quantitative imaging will be elaborated on in the following sections. 

 

3.2.3. Morphological Imaging 

The multi-contrast capability of the FUSE sequence was used for exploring and evaluating the 

morphological imaging methods and for isolating the contrast from the various knee joint tissues. 

The sequence includes three long-T2 suppression approaches, i.e., fat saturation, dual-echo 

subtraction, and off-resonance saturation. The fat saturation method was implemented with a 

Gaussian pulse and was placed before the RF excitation for every acquisition cycle in the pulse 

sequence. The employed dual-echo subtraction method used two separate scans set with an 

ultrashort and a slightly longer TE individually (i.e., 0.06 and 4.10 ms). We applied a linear-

rescaling to the first echo or an exponential-rescaling to the second echo before the subtraction to 

produce different contrast types (70). The off-resonance saturation method involved two steps-i.e., 

the MT pulse saturation and MT contrast enhancement. The first step utilized a Gaussian off-

resonance pulse with the flip angle and frequency offset fully adjustable (using a flip angle of 426˚ 

and a frequency offset of 433 Hz). The second step enhanced the MT contrast by subtracting the scan 

with the MT pulse from the one without the MT pulse. Additionally, the magnetization transfer 

ratio (MTR) image was derived by dividing this MT difference image by the MT-off image (Eq. 

1.9). 
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3.2.4. Quantitative Imaging 

With the FUSE sequence, four quantitative imaging methods were applied, including B1 mapping, 

T1 mapping, QMT mapping, and T2* mapping, to conduct a comprehensive quantitative 

assessment of the meniscus, which will be elaborated on below.  

 

3.2.4.1. B1 Mapping 

The B1 field inhomogeneity was estimated by the double-angle (DA) method voxel-wise and 

accounted for in the flip angle correction of the following T1 and QMT mappings (183–185). The 

DA method required two sets of UTE images set with different flip angles, 𝛼1  and 𝛼2 . While 

keeping other parameters identical for the UTE images, 𝐼1 and 𝐼2, we forced the time-of-repetition 

(TR) to be sufficiently long (𝑇𝑅 ≥ 5𝑇1) and constrained 𝛼2 = 2𝛼1  to estimate 𝛼1  through the 

following relation, 

⁡𝐼1
⁡𝐼2
=

𝐴0 ∗ [
1 − 𝑒−

𝑇𝑅
𝑇1

1 − 𝑒−
𝑇𝑅
𝑇1 ∗ cos(𝛼1)

] ∗ sin(𝛼1)

𝐴0 ∗ [
1 − 𝑒−

𝑇𝑅
𝑇1

1 − 𝑒−
𝑇𝑅
𝑇1 ∗ cos(𝛼2)

] ∗ sin(𝛼2)

 

≈
𝐴0 sin(𝛼1)

𝐴0 sin(𝛼2)
=

sin(𝛼1)

2 sin(𝛼1) cos(𝛼1)
=

1

2 cos(𝛼1)
 

[3.1] 

where 𝐼1 and 𝐼2 are the two images; 𝛼1 and 𝛼2 are the two flip angles; 𝐴0 is a constant parameter 

coupled by the proton density and T2 relaxation decay, and this parameter should be identical for 

the two acquisitions; the condition 𝑇𝑅 ≥ 5𝑇1  drives the term 𝑒−𝑇𝑅 𝑇1⁄  approaching zero; 

furthermore, the condition 𝛼2 = 2𝛼1  simplifies the equation and gives 𝛼1 = cos−1(
𝑆2

2𝑆1
) . To 

retrieve the B1 correction map 𝑘, we first adopted a 2D acquisition protocol using a half-Sinc pulse 

excitation and spiral trajectory to acquire a coarse matrix of 64 × 64 (Table 3.1). Then, using the 

B-Spline approach, we interpolated the coarse matrix to a finer grid required by the correction in 

the T1 and QMT mappings. At last, we used the two interpolated B1 scans to measure actual flip 

angle 𝛼1 using Eq. [3.1] and retrieved the B1 correction map 𝑘 with the prescribed flip angle 𝛼1𝑝: 

𝑘 = 𝛼1/𝛼1𝑝.  
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3.2.4.2. T1 Mapping 

The variable-flip-angle (VFA) method was implemented to estimate the longitudinal relaxation 

time T1, voxel-wise (186). We acquired data at different flip angles (i.e., 5, 10, 20, 30), using 

3D isotropic UTE acquisitions with a half-Sinc excitation pulse and spiral-cone trajectory (Table 

3.1). The data were then fitted using the following equation to estimate the relaxation time, 𝑇1, in 

a voxel-wise manner, 

𝑆 = 𝑆0 ∗ [
1 − 𝑒−

𝑇𝑅
𝑇1

1 − 𝑒−
𝑇𝑅
𝑇1 ∗ cos(𝑎)

] ∗ sin(𝑎) [3.2] 

Where 𝑆 is the acquired data; 𝑆0 is the initial signal intensity; 𝑇𝑅 and 𝑎 are the time-of-repetition 

and flip angle of the scan protocols, respectively. In this work, we converted the fitting to a 

nonlinear least-squares minimization problem and solved it using the Levenberg-Marquardt 

algorithm. For better accuracy and efficiency, we initialized the parameter guesses (i.e., 𝑇1 and 𝑆0) 

with the estimating outcomes from the direct linearization of the Eq. [3.2] before the nonlinear 

fitting (187). As an option, we utilized the B1 correction map (𝑘) described above to multiply with 

each nominal flip angle of the excitation pulse, voxel-wise, to address the potential B1 field 

inhomogeneity that might affect the accuracy of the VFA-T1 mapping. 

 

3.2.4.3. Quantitative magnetization transfer (QMT) Mapping 

The two-pool model was adopted for quantifying the magnetization transfer effect between the 

bound and the free pool, voxel-wise (78). For capturing the magnetization transfer contrast, the 

sequence transmitted a Gaussian off-resonance pulse (also known as MT pulse) to irradiate the 

bound pool and then used a 3D half-Sinc excitation coupled with a Spiral-Cones trajectory to 

achieve the isotropic UTE scans (Table 3.1). The adopted 3D half-Sinc excitation is for a better 

slab selectivity, and the selected Spiral-Cones trajectory is for higher k-space-filling efficiency. 

This combination has also not been adopted by other studies. The Gaussian off-resonance pulse 

was repeated in every TR-cycle to approximate a continuous-wave bound pool irradiation (90). By 

systematically varying the MT pulse’s power (i.e., the pulse’s flip angle, not to be confused with 

the standard definition of flip angle) and frequency offset (Table 3.1), we quantified the 

magnetization transfer effect depicted by the various UTE scans into a Z-spectrum (90).  
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The Z-spectrum was modelled using the following mathematical description in a voxel-wise 

manner (90), 

𝑆 = 𝑔𝑀0
𝑎 ∗ 

[
𝑅𝑏 (

𝑅𝑀0
𝑎𝑓

𝑅𝑎(1 − 𝑓)
) + 𝑅𝑅𝐹𝑏 + 𝑅𝑏 + 𝑅𝑀0

𝑎

(
𝑅𝑀0

𝑎𝑓
𝑅𝑎(1 − 𝑓)

) (𝑅𝑏 + 𝑅𝑅𝐹𝑏) + [1 + (
𝜔
2𝜋∆)

2
(
1

𝑅𝑎𝑇2
𝑎)] (𝑅𝑅𝐹𝑏 + 𝑅𝑏 + 𝑅𝑀0

𝑎)

] 
[3.3] 

Where 𝑆 is the acquired UTE-QMT image; 𝑎 and 𝑏 in all superscripts and subscripts denote the 

free and bound pools, respectively; 𝜔 is the amplitude of the MT pulse’s saturating field; ∆ is the 

MT pulse’s off-resonance frequency offset; 𝑔  is a system’s signal-scaling constant; 𝑀0
𝑎  is the 

initial magnetization in the free pool (before the MT saturation);⁡𝑓 is the fraction of protons in the 

bound pool: that is, 𝑓 = 𝑀0
𝑏⁡ (𝑀0

𝑎 +𝑀0
𝑏)⁄  where 𝑀0

𝑏 is the initial magnetization in the bound pool; 

𝑅 is the magnetization exchanging rate between the two pools; 𝑅𝑎=1 𝑇1
𝑎⁄  and 𝑅𝑏 = 1 𝑇1

𝑏⁄ ⁡are the 

longitudinal relaxation rates of the free and bound pools, respectively; 𝑇1
𝑎  is the longitudinal 

relaxation time of the free pool; 𝑇1
𝑏 is the longitudinal relaxation time of the bound pool; 𝑇2

𝑎 is the 

transverse relaxation time of the free pool; and 𝑅𝑅𝐹𝑏  is the longitudinal magnetization loss rate of 

the bound pool because of the MT saturation or also known as the bound pool’s RF absorption rate.  

 

For specifying the bound pool’s RF absorption rate, 𝑅𝑅𝐹𝑏 , both the Gaussian and Super-Lorentzian 

lineshapes were adopted using the following equations (172),  

1) Gaussian: 

𝑅𝑅𝐹𝑏 = 𝜔
2√
𝜋

2
𝑇2
𝑏(e

(−2𝜋∆𝑇2
𝑏)2

2 ) [3.4] 

Where 𝑇2
𝑏 is the bound pool’s transverse relaxation time; the other symbols share the same meaning 

as described in Eq. [3.3] above. 

2) Super-Lorentzian: 

𝑅𝑅𝐹𝑏 = 𝜔
2𝜋 [∫ 𝑑𝜃 sin 𝜃 √

2

𝜋

𝑇2
𝑏

|3 cos2 𝜃 − 1|
𝑒
−2(

2𝜋∆𝑇2
𝑏

|3 cos2 𝜃−1|
)2

𝜋
2

0

] [3.5] 

Where 𝜃 represents the angle between the external magnetic field and orientation of molecular 

dipoles (172); the other symbols share the same meaning as described in equations [3.3] and [3.4] 

above. Both lineshape simulation approaches (Eqs. [3.4] and [3.5]) were investigated for deriving 
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𝑇2
𝑏 as both methods have been compared constantly for QMT studies without using UTE sequences 

(172,188). Supplying the UTE scans varied with 𝜔 and ∆, we were able to use Eqs. [3.3]-[3.5] to 

estimate the physical properties of the two pools and other parameters, including the free pool’s 

longitudinal relaxation time 𝑇1
𝑎 , free pool’s transverse relaxation time 𝑇2

𝑎 , bound pool’s 

longitudinal relaxation time 𝑇1
𝑏, bound pool’s transverse relaxation time 𝑇2

𝑏, bound pool’s proton 

fraction 𝑓 , magnetization exchanging rate between the two pools 𝑅 , system’s signal-scaling 

constant 𝑔, and free pool’s initial magnetization 𝑀0
𝑎.  

 

Since the sequence uses the repeated Gaussian MT pulse to approximate the continuous-wave off-

resonance saturation to the bound pool, we specified the MT pulse's B1 amplitude 𝜔 with the 

continuous-wave-power-equivalent (CWPE) angular frequency 𝜔𝐶𝑊𝑃𝐸 , using the following 

formula, 

𝜔 = 𝜔𝐶𝑊𝑃𝐸 =
𝜃𝑀𝑇𝜋

180°𝑝1
√
𝑝2
𝑇𝑅𝜏

 [3.6] 

Where 𝜃𝑀𝑇 is the MT pulse’s nominal (prescribed) flip angle; 𝜏 is the MT pulse’s duration; 𝑇𝑅 

denotes the time-of-repetition; and 𝑝1(= 0.482) and 𝑝2(= 0.344) represent the geometric factors 

for simulating the Gaussian MT pulse to its rectangular pulse equivalent (90,172,189). As the 

model’s inputs, the MT pulse’s parameters, 𝜃𝑀𝑇, 𝜏, and ∆ were all directly amendable in the scan 

protocols. 

 

We adopted a simplification procedure before the voxel-wise fitting of Eq. [3.3] (90,172). For 

simplifying the fitting process, six intermediate parameters, 𝑔𝑀0
𝑎 , 𝑅𝑏 , 𝑅𝑀0

𝑎 , 𝑅𝑅𝐹𝑏 , 
1

𝑅𝑎𝑇2
𝑎 , and 

𝑓

𝑅𝑎(1−𝑓)
, were used first to determine the model uniquely. Also, to improve the stability of the fitting, 

we pre-determined 𝑔𝑀0
𝑎  and 𝑅𝑏  as constant parameters: we assigned the image without MT 

saturation to be 𝑔𝑀0
𝑎  and a fixed parameter 1 s to 𝑇1

𝑏  (i.e., 1 s-1 to 𝑅𝑏  since 𝑅𝑏 = 1 𝑇1
𝑏⁄ ) as a 

common practice (172). Furthermore, we utilized the approximation defined in Eq. [3.4] or [3.5] 

to replace the estimation of 𝑅𝑅𝐹𝑏  and directly retrieved 𝑇2
𝑏 from Eq. [3.3]. These simplification 

steps reduced the number of the intermediate parameters for estimation from six to four-i.e., 𝑅𝑀0
𝑎, 

𝑇2
𝑏, 

1

𝑅𝑎𝑇2
𝑎, and 

𝑓

𝑅𝑎(1−𝑓)
.  
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We first used the nonlinear least-squares method to estimate the simplified intermediate parameters 

(four) and then derived the final parameters from them, voxel-wise. The trust-region-reflective 

algorithm was used to solve the nonlinear least-squares minimization and estimate the intermediate 

parameters in a voxel-wise manner (190,191,191). To calculate the final parameters (𝑇1
𝑎, 𝑇2

𝑎 and 

𝑓 ), we first decoupled 𝑅𝑎  from the estimated intermediate parameters (
1

𝑅𝑎𝑇2
𝑎  and 

𝑓

𝑅𝑎(1−𝑓)
) by 

applying the following equation (78,90),  

𝑅𝑎 =
𝑅𝑎𝑜𝑏𝑠

1 +

𝑅𝑀0
𝑎𝑓

𝑅𝑎(1 − 𝑓)
(𝑅𝑏 − 𝑅𝑎𝑜𝑏𝑠)

𝑅𝑏 − 𝑅𝑎𝑜𝑏𝑠 + 𝑅𝑀0
𝑎

 

[3.7] 

Where 𝑅𝑎𝑜𝑏𝑠 = 1 𝑇1𝑜𝑏𝑠⁄  is the longitudinal relaxation rate experimentally measured by separate 

VFA-T1 measurement; and other parameters are as described in Eq. [3.3]. Also, a secondary 

parameter 𝑅𝑀0
𝑏 was derived by the intermediate parameter 𝑅𝑀0

𝑎 through the following relation, 

𝑅𝑀0
𝑏 = 𝑘𝑓 =

𝑅𝑀0
𝑎𝑓

1 − 𝑓
 [3.8] 

where 𝑅𝑀0
𝑏 describes the rate of the longitudinal magnetization exchange from the free pool to the 

bound pool; it also can be represented as 𝑘𝑓 according to the previous work (188,192). In the end, 

five final parameters were obtained as quantitative maps through the direct estimation and 

secondary derivation, including 𝑇1
𝑎, 𝑇2

𝑎, 𝑇2
𝑏, 𝑓, and 𝑘𝑓.  

 

As an option, we also utilized the B1 correction map (𝑘) described above to multiply with each 

MT pulse’s nominal flip angle, voxel-wise, to address the potential B1 field inhomogeneity that 

might affect the accuracy of the QMT mapping.  

 

Last, four fitting approaches were investigated for the QMT mapping, including the uses of the 

Gaussian lineshape without B1 correction, Super-Lorentzian lineshape without B1 correction, 

Gaussian lineshape with B1 correction, and Super-Lorentzian lineshape with B1 correction.  

 

3.2.4.4. T2* Mapping 

The variable-time-of-echo (VTE) method was employed to estimate the transverse relaxation time 

T2*. We acquired data with a series of TEs, using 3D isotropic UTE acquisitions with a rectangular 

excitation pulse and spiral-cone trajectory (Table 3.1). The acquired data 𝑆 was described using 
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the following mono-exponential model to provide an estimation for the bulk transverse relaxation 

time, 𝑇2∗, in a voxel-wise manner, 

𝑆 = 𝑆0 ∗ 𝑒
−
𝑇𝐸
𝑇2∗ [3.9] 

Where 𝑆 is acquired signal; 𝑇𝐸 is the time-of-echo of the pulse sequence; and 𝑆0 is the initial signal 

intensity; 𝑇2∗ is the bulk transverse relaxation time. In this mono-exponential model, we fit the 

data with a nonlinear least-squares method and used the Levenberg-Marquardt algorithm to search 

for the optimal 𝑇2∗  estimate. Also, we used the estimations (i.e., 𝑇2∗  and 𝑆0 ) derived by the 

linearization of Eq. [3.9] to serve as the initial guesses for the nonlinear fitting. Compared to the 

expression Eq. [3.9], we also implemented a bi-exponential decay model that considered short and 

long T2 components residing in the tissue for a more sophisticated fitting in a voxel-wise manner, 

𝑆𝑁 =
𝑀

𝑀0
𝑠 +𝑀0

𝑙 = 𝐹𝑠 ∗ 𝑒
−
𝑇𝐸
𝑇2𝑠

∗
+ (1 − 𝐹𝑠) ∗ 𝑒

−
𝑇𝐸
𝑇2𝑙

∗
 [3.10] 

Where 𝑠 and 𝑙 in all superscripts and subscripts represent the short and the long T2 components, 

respectively; 𝑆𝑁 stands for the observed signal normalized by the measured VTE magnetization 

(images) 𝑀 , short T2 component’s initial magnetization 𝑀0
𝑠 , and long-T2 component’s initial 

magnetization 𝑀0
𝑙 ; 𝐹𝑠 = 𝑀0

𝑠 (𝑀0
𝑠 +𝑀0

𝑙)⁄  is the fraction of the short-T2 component, which makes 

𝐹𝑙⁡(= 1 − 𝐹𝑠) the fraction of the long-T2 component (i.e., 𝑀0
𝑙 [𝑀0

𝑠 +𝑀0
𝑙 ]⁄ ); 𝑇2𝑠

∗ and 𝑇2𝑙
∗ denote 

the T2* values for the short and the long T2 components, respectively; and 𝑇𝐸 is also the time-of-

echo. The normalization to 𝑆𝑁 requires extra knowledge of the total initial magnetization 𝑀0
𝑠 +𝑀0

𝑙 , 

so we approximated 𝑀0
𝑠 +𝑀0

𝑙  with our ultrashort scan (e.g., 𝑇𝐸 = 60⁡𝜇𝑠 ) where all the 

magnetization components barely started decaying (105). With the model defined in Eq. [3.10], 𝐹𝑠, 

𝑇2𝑠
∗, and 𝑇2𝑙

∗ were estimated by adjusting TE and providing 𝑆𝑁. To solve this bi-exponential model, 

we adopted the nonlinear least-squares method and accomplished the fitting with the trust-region-

reflective algorithm. 

 

3.2.5. Data Evaluation 

We introduced the following index to evaluate the overall goodness of the voxel-wise nonlinear fit 

for the T1, QMT, and T2* mapping, 

𝐺𝑜𝐹 = 1 −
‖𝑥𝑟𝑒𝑓 − 𝑥‖

‖𝑥𝑟𝑒𝑓 − 𝑚𝑒𝑎𝑛(𝑥𝑟𝑒𝑓)‖
 [3.11] 
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Where 𝐺𝑜𝐹 stands for the goodness-of-fit; ∥ denotes the 2-norm, the Euclidean distance; 𝑥𝑟𝑒𝑓 is 

the reference data array from acquisition, and each element represents the average image intensity 

within the meniscus region; and 𝑥 is the test data array from fitting, and each element represents 

the average image intensity within the meniscus region. 𝐺𝑜𝐹 ranges from -Inf to 1, corresponding 

to a poor fit to a perfect fit. 

 

We removed the outliers in the statistical distribution plots of the quantitative estimations to 

retrieve reasonable means and standard deviations (Std. Dev.). We adopted the method of the 

interquartile range (IQR), trimming the distribution plots to a range of [𝑄1 − 1.5 ∗ 𝐼𝑄𝑅, 𝑄3 +

1.5 ∗ 𝐼𝑄𝑅] where 𝐼𝑄𝑅 = 𝑄3 − 𝑄1, 𝑄1 is the 25th percentile, and 𝑄3 is the 75th percentile. 

 

3.3. Results 

3.3.1. Qualitative Imaging 

Our novel FUSE sequence was able to create morphologic images that isolated the contrasts from 

the various knee joint tissues. As a reference, the image contrast acquired with a long TE (4.1 ms) 

returned signal voids or low image intensity for the short-T2 tissues, including the cortical bone, 

tendon, and meniscus, while retaining high image intensity for the long-T2 tissues, i.e., the bone 

marrow, fat, muscle, and cartilage (Figures 3.1.a.1 and b.1). The ultrashort TE scan acquired 

stronger signals from the cortical bone, tendon, and meniscus regions than the long TE one (Figures 

3.1.a.2 and b.2). Also, the ultrashort TE scan enhanced the long-T2 tissues with much higher signal 

intensity than the short-T2 tissues: the cortical bone, lying between the marrow and muscle, 

presents a dimmed contrast (Figure 3.1.a.2). The dual-echo subtraction method heavily reduced the 

signal for the muscle and moderately suppressed the intensity for the marrow and fat (Figures 

3.1.a.3 and b.3). Even though this subtraction enhances the tendon contrast, it does not create an 

explicit contrast between the cortical bone and marrow (Figure 3.1.a.3). The latter case also applies 

to the menisci and their surrounding tissue (Figures 3.1.b.3). Compared to the traditional dual-echo 

subtraction method (C2-C1), the linear rescaling of the first ultrashort echo resulted in improved 

suppression for nearly all long-T2 tissues in the subtracted result (0.45*C2-C1, Figures 3.1.a.4 and 

b.4). Comparatively, the exponentially-rescaled dual-echo subtraction approach better suppressed 

the long-T2 tissue signals and depicted the short-T2 details with a more distinct and smoother 

contrast (C2-C12.0, Figures 3.1.a.5 and b.5). The ultrashort-TE scan with FS (FS-UTE) selectively 
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reduced the intensity for the fat and marrow yet exhibits a clear contrast for the meniscus and 

tendon (Figures 3.1.a.6 and b.6). However, the FS-UTE scan did not preserve a sufficient signal 

for the cortical bone and was unable to suppress the muscle signal effectively (Figure 3.1.a.6). The 

subtracted MT contrast demonstrates a similar contrast pattern with the FS-UTE result (Figures 

3.1.a.7 and b.7). Compared to the subtracted MT contrast, the MTR contrast presents a bright 

delineation of the cortical bone (Figures 3.1.a.8 and b.8).



   
 

 

9
7

 

 
Figure 3.1. Multiple morphological contrasts generated by the FUSE sequence. 

The figure shows an orthogonal view for the whole knee (a.1-8) and a sagittal enlargement for the meniscus (b.1-8). C1 (a.1 and b.1) is a long-TE 

reference scan representing the traditional MR technique where long-T2 tissues have a visible contrast and short-T2 tissues present a weak or voided 

signal. C2 (a.2 and b.2) is a UTE scan where both the long-T2 and short-T2 tissues demonstrate a visible contrast. For the various contrasts enabled 

by different long-T2 suppression techniques, there includes a dual-echo subtraction (a.3 and b.3), linearly-rescaled dual-echo subtraction (a.4 and 

b.4), exponentially-rescaled dual-echo subtraction (a.5 and b.5), fat-saturation UTE scan (a.6 and b.6), MT contrast (a.7 and b.7), and MTR contrast 

(a.8 and b.8). (The whole knee is presented with Specimen-S06, and the meniscus is presented with Specimen-S03)
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3.3.2. T1 Mapping 

Estimated by the VFA-T1 mapping technique using UTE (UTE-VFA-T1), the average T1 value of 

the meniscus across all specimens is 475.96  56.57 ms with the B1 correction or 670.37  90.53 

ms without the B1 correction (Table 3.2). Overall, the B1 map does not exhibit drastic variation 

over the meniscus region (Figures 3.2.a). However, when accounting for the B1 map to calibrate 

the flip angles (defined in Eq. [3.1]), the T1 map presents different estimations (Figures 3.2.b.1 and 

b.2).  

 

The T1 estimations corrected by the B1 map overall demonstrate a higher average GoF of 0.88  

0.01 for all the specimens than the uncorrected T1 estimations, although the latter case still returns 

only a slightly lower average GoF of 0.87  0.01 (Table 3.2). The B1-corrected T1 maps have a 

lower inter-specimen mean of 475.96  56.57 ms than the uncorrected T1 maps (670.37  90.53 

ms) (Table 3.2). The UTE sequence was able to contribute clear delineation and ample signal for 

the meniscus (Figure 3.3.a), and the data obtained by UTE scans can be well fitted by the VFA-T1 

model (Eq. [3.2]) (Figure 3.3.b). Across all specimens, the distribution plots of the T1 estimations 

appear heterogeneous, spanning over a broad range (Figures 3.4.a and b). The inter-similarity and 

inter-variability between the specimens suggest that S03-S06 are more similar than S01 or S02 

(Figures 3.4.a and b). The T1 map distributions for all specimens were smoothed and left-shifted 

due to the B1 correction (Figures 3.4.a and b). 
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Figure 3.2. B1 map and T1 maps of the menisci. 

The meniscus’s B1 map overlaid on a fat-saturation UTE scan (a); the meniscus’s T1 map without B1 correction (b.1); and the meniscus’s T1 map 

corrected by the B1 map (b.2). (Illustrated with Specimen-S03). 
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Table 3.2. Statistic of the T1 maps without and with B1 correction for the intra- and inter-specimen in both menisci. 

Specimen 

𝑻𝟏 (ms) 𝑻𝟏 (ms) Corrected with B1 B1 Correction Factor 

GoF Mean Std.Dev. GoF Mean Std.Dev. Mean Std.Dev. 

S01 0.90 504.21 73.08 0.90 382.07 51.47 1.14 0.02 

S02 0.87 778.96 138.79 0.88 548.59 89.77 1.18 0.03 

S03 0.86 682.97 150.30 0.87 514.22 96.90 1.15 0.05 

S04 0.87 690.37 123.12 0.88 475.47 80.90 1.20 0.03 

S05 0.87 664.06 114.30 0.88 480.09 76.66 1.17 0.03 

S06 0.87 701.63 149.52 0.88 455.30 84.82 1.23 0.04 

Average (n=6) 0.87 670.37  0.88 475.96  1.18  

Inter-Specimen Std.Dev. 0.01 90.54  0.01 56.57  0.03  
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Figure 3.3. Signal measurements and T1 fitting of the menisci. 

3D Half-Sinc Spiral-Cone UTE scans in the knee acquired with a variable flip angle (VFA) for T1 mapping 

(a). The yellow dotted line in (a) delineates the menisci on this exemplary slice. The T1 fitting result as 

opposed to VFA measurements for the menisci (b). The error bars in (b) represent the standard deviation 

for both entire menisci. (Illustrated with Specimen-S03). 
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Figure 3.4. Distribution plots of the T1 maps for all meniscus specimens (S01-S06). 

Distribution plots of the T1 maps without (a) and with (b) the B1 correction for all meniscus specimens 

(S01-S06).  
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3.3.3. QMT Mapping 

The QMT parameters of the meniscus across all specimens appear to vary with the selection of the 

fitting approach, e.g., the 𝑅𝑅𝐹𝑏  lineshape and B1 correction (Table 3.3). For both the Gaussian and 

the Super-Lorentzian lineshape, the B1 correction can create large relative average percentage 

deviations (i.e., [(ResultB1 − Result𝑛𝑜𝐵1)/Result𝑛𝑜𝐵1] ∗ 100%) across all specimens 𝑇1
𝑎, -34.2% 

(Gaussian) and -34.8% (Super-Lorentzian), and 𝑘𝑓, 27.0% and 36.2%, while small relative 𝑇2
𝑏, 0.4% 

and -0.3%, 𝑓, -1.5% and -1.9%, and 𝑇2
𝑎, -6.0% and -6.8%, respectively. Likewise, regardless of 

the B1 correction, the lineshape factor can lead to comparatively large relative percentage 

deviations (i.e., [(ResultSuper−Lorentzian − ResultGaussian)/ResultGaussian] ∗ 100% ) across all 

specimens 𝑇2
𝑏, -66.3% (with B1) and -66.5% (without B1), 𝑇2

𝑎, 21.2% and 20.1%, and 𝑓, 14.2% 

and 13.7%, while comparatively small relative 𝑇1
𝑎 , -2.9% and -3.9%, and 𝑘𝑓, 2.1% and 9.4%, 

respectively. The deviations were calculated using the averages of all specimens and derived for 

the non-B1 correction and B1 correction, respectively. The B1 correction has notable impact on 

the 𝑇1
𝑎 maps, in contrast to the uncorrected results (Figure 3.5). Also 𝑇2

𝑏 maps derived from the 

Gaussian lineshape are different from the Super-Lorentzian lineshape (Figure 3.5). However, the 

other parameters appear consistent for both lineshapes and regardless of the B1 correction (Figure 

3.5). All four approaches, including two lineshapes paired with the B1 correction (on and off), 

create sufficiently good fittings supported by four GoF averages over 0.9 for all specimens (Table 

3.3). The adjustable MT preparation pulses were able to suppress the meniscus signal at various 

levels (Figure 3.6.a). However, the UTE acquisitions can still guarantee sufficient signals obtained 

from the meniscus's short-T2 components after the MT irradiation. The Gaussian and the Super-

Lorentzian lineshapes resulted in different fitting curves (Figures 3.6.b and c). Each QMT map's 

inter-specimen distributions manifest a close similarity in their shapes (Figure 3.7). However, the 

distribution plots of the 𝑇2
𝑏 maps demonstrate more consistency between all specimens than the 

rest QMT parameters (Figure 3.7).  
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Figure 3.5. QMT maps of the menisci superimposed on an MT-weighted volume. 

The QMT maps include five parameters, 𝑇1
𝑎, 𝑇2

𝑎, 𝑇2
𝑏, 𝑓, and 𝑘𝑓. Each parameter has four observations comprised of two lineshapes coupled with the 

toggles of B1 correction. (Illustrated with Specimen-S03).
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Table 3.3. Descriptive statistics of the QMT maps using two lineshapes and with and without B1 

correction for the intra- and inter-specimen in both menisci. 

Specimen S01 S02 S03 S04 S05 S06 Average (n=6) 
Inter-Specimen 

Std.Dev. 

GoF 

Gaussian 0.92 0.96 0.96 0.95 0.94 0.94 0.95 0.01 

Super-Lorentzian 0.91 0.94 0.94 0.93 0.92 0.94 0.93 0.01 

Gaussian (B1) 0.93 0.95 0.95 0.94 0.94 0.93 0.94 0.01 

Super-Lorentzian (B1) 0.91 0.94 0.94 0.93 0.92 0.93 0.93 0.01 

          

𝑻𝟏
𝒂 (ms) 

Gaussian 
Mean 412.28 721.82 605.90 608.11 584.53 622.90 592.59 100.61 

Std.Dev. 115.69 158.47 178.08 163.44 134.19 220.10   

Super-

Lorentzian 

Mean 385.89 712.59 589.00 593.50 566.08 604.65 575.29 106.01 

Std.Dev. 169.37 163.49 174.27 159.67 141.54 212.92   

Gaussian (B1) 
Mean 293.77 475.53 426.88 386.37 398.07 359.25 389.98 61.58 

Std.Dev. 84.42 105.71 108.84 104.12 92.60 116.60   

Super-

Lorentzian (B1) 

Mean 262.13 466.83 412.56 374.77 381.74 351.11 374.86 68.12 

Std.Dev. 111.55 105.67 109.35 103.81 98.94 115.36   

           

𝑻𝟐
𝒂 (ms) 

Gaussian 
Mean 4.97 9.46 7.33 6.70 6.07 8.57 7.18 1.64 

Std.Dev. 2.56 3.85 3.59 3.01 2.63 4.01   

Super-

Lorentzian 

Mean 5.66 11.80 8.74 8.21 7.13 10.69 8.71 2.26 

Std.Dev. 3.43 5.23 4.46 3.88 3.39 5.10   

Gaussian (B1) 
Mean 4.76 9.02 6.91 6.31 5.71 7.81 6.75 1.52 

Std.Dev. 2.54 3.77 3.36 2.93 2.50 3.72   

Super-

Lorentzian (B1) 

Mean 5.23 11.09 8.33 7.54 6.68 9.79 8.11 2.12 

Std.Dev. 3.20 4.96 4.32 3.53 3.17 4.81   

           

𝑻𝟐
𝒃 (us) 

Gaussian 
Mean 16.10 17.40 17.08 17.37 17.18 17.23 17.06 0.49 

Std.Dev. 2.00 2.13 2.18 2.37 2.57 2.64   

Super-

Lorentzian 

Mean 5.40 5.88 5.66 5.95 5.86 5.77 5.75 0.20 

Std.Dev. 1.25 1.25 1.50 1.70 1.81 1.84   

Gaussian (B1) 
Mean 16.17 17.47 17.21 17.41 17.23 17.25 17.12 0.48 

Std.Dev. 2.00 2.13 2.37 2.25 2.59 2.69   

Super-

Lorentzian (B1) 

Mean 5.35 5.89 5.66 5.95 5.85 5.73 5.74 0.22 

Std.Dev. 1.42 1.25 1.51 1.74 1.85 1.90   

           

𝒇 (%) 

Gaussian 
Mean 30.55 21.29 25.38 26.28 25.51 30.18 26.53 3.45 

Std.Dev. 18.28 10.52 14.41 14.54 14.87 20.77   

Super-

Lorentzian 

Mean 38.40 23.69 28.41 29.57 30.18 31.60 30.31 4.80 

Std.Dev. 19.92 10.01 14.34 14.60 16.25 18.58   

Gaussian (B1) 
Mean 29.23 21.05 25.19 26.52 25.43 29.44 26.14 3.10 

Std.Dev. 16.13 9.04 13.22 13.23 13.38 17.89   

Super-

Lorentzian (B1) 

Mean 36.81 23.68 27.97 29.44 29.19 31.22 29.72 4.299 

Std.Dev. 19.23 9.50 13.30 13.45 14.29 17.25   

           

𝒌𝒇 (1/s) 

Gaussian 
Mean 2.59 2.47 2.92 3.37 3.06 2.95 2.89 0.33 

Std.Dev. 1.57 1.24 1.58 1.83 1.60 1.76   

Super-

Lorentzian 

Mean 2.02 2.49 3.13 3.71 3.08 3.29 2.95 0.60 

Std.Dev. 1.26 1.24 1.77 2.14 1.71 2.01   

Gaussian (B1) 
Mean 3.14 3.10 3.57 4.38 3.75 4.11 3.68 0.51 

Std.Dev. 1.72 1.24 1.74 2.15 1.74 2.22   

Super-

Lorentzian (B1) 

Mean 2.91 3.41 3.98 5.00 4.07 4.76 4.02 0.79 

Std.Dev. 1.79 1.39 1.99 2.56 1.99 2.61   
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Figure 3.6. Signal measurements and QMT fittings of the menisci. 

3D Half-Sinc Spiral-Cone UTE scans in the knee acquired with two MT flip angles and five MT frequency 

offsets for QMT mapping (a). The yellow dotted line in (a) delineates the menisci on this exemplary slice. 

The QMT fitting using the Gaussian lineshape versus the QMT measurements for both entire menisci (b). 

The QMT fitting using the Super-Lorentzian lineshape versus the QMT measurements for both entire 

menisci (c). The error bars in (b) and (c) represent the standard deviation measured for both entire menisci. 

The goodness of both fits is close to a perfect fit, 1. The fitting results illustrated here did not use the B1 

correction. (Illustrated with Specimen-S03). 
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Figure 3.7. Distribution plots of the QMT maps for all meniscus specimens (S01-S06). 

The fitting results illustrated here used the Gaussian lineshape without the B1 correction. 
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3.3.4. T2* Mapping 

With the VTE-T2* mapping technique using UTE (UTE-VTE-T2*), the mono-exponential fit 

derived average values (across all specimens) in the meniscus for 𝑇2∗ of 7.06  1.55 ms, and the 

bi-exponential fit retrieved average values (across all specimens) in the meniscus for 𝑇2𝑙
∗ of 10.00 

 1.55 ms, 𝑇2𝑠
∗ of 2.33  0.46 ms, 𝐹𝑙 of 52.19  4.97 %, and 𝐹𝑠 of 47.85  4.96 % (Table 3.4). In 

the map of mono-exponential fit, the variation of 𝑇2∗  estimations within the meniscus region 

appeared smooth (Figure 3.8.a). Compared to the mono-exponential fitting, the bi-exponential 

fitting provides more parameters, including 𝑇2𝑙
∗, 𝑇2𝑠

∗, 𝐹𝑙, and 𝐹𝑠, and likely better represents the 

tissue properties (Figures 3.8.b.1-4). However, as a cost, the 𝑇2𝑙
∗ map produced some sparsely 

scattered hotspots (i.e., overly high estimations), and the 𝑇2𝑠
∗ map generated some zeros in the 

estimations (Figures 3.8.b.1 and b.2). The fraction maps seem to demonstrate more heterogeneity 

within the meniscus region than other parametric maps (Figures 3.8.b.3 and b.4). By contrast, the 

mono-exponential fit provides a higher overall average GoF than the bi-exponential fit (Table 3.4). 

The UTE scans from the ultrashort TE to the long TE were able to reflect a perceptible signal drop 

for the meniscus (Figures 3.9.a). The mono-exponential and the bi-exponential T2* models 

demonstrate different fitting curves, yet both return high GoF values (Figures 3.9.b and c). The 

distributions of 𝑇2∗ maps for all specimens overlap over a broad range of approximately 3-12 ms 

(Figure 3.10.a). Comparatively, the distributions of 𝑇2𝑙
∗ maps for all specimens exhibit a more 

extensive overlapped range from 3-24 ms (Figure 3.10.b.1). For the distributions of 𝑇2𝑠
∗ maps for 

all specimens, there is a narrow peak around the low 𝑇2𝑠
∗ region (<1 ms) and a broader and flatter 

peak around the higher 𝑇2𝑠
∗ region (≥1 ms and ≤5 ms) (Figure 3.10.b.2). The distributions of 𝐹𝑙 

maps for all specimens present two peaks around 10-20% and 80-90%, respectively, with a gradual 

incline in between (Figure 3.10.b.3). Likewise, the distributions of 𝐹𝑠 maps for all specimens also 

manifest two peaks around 10-20% and 80-90%, respectively, with a gradual incline in between, 

however (Figure 3.10.b.4). 
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Figure 3.8. T2* maps of the menisci. 

The meniscus’s 𝑇2∗ map using the mono-exponential model overlaid on a fat-saturation (FS) UTE scan (a); the meniscus’s 𝑇2𝑙
∗, 𝑇2𝑠

∗, 𝐹𝑙, and 𝐹𝑠 
maps using the bi-exponential model superimposed on an FS-UTE scan (b.1-4). (Illustrated with Specimen-S02). 
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Table 3.4. Statistic of the T2* maps using the mono-exponential fit and the T2l*, T2s*, Fl, and Fs maps using the bi-exponential fit for the 

intra- and inter-specimen in both menisci. 

Specimen 

Mono-Exponential Fit Bi-Exponential Fit 

GoF 

𝑻𝟐∗ (ms) 

GoF 

𝑻𝟐𝒍
∗ (ms) 𝑻𝟐𝒔

∗ (ms) 𝑭𝒍 (%) 𝑭𝒔 (%) 

Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. 

S01 0.94 5.11 3.20 0.94 8.85 5.02 1.73 1.51 47.31 29.22 52.74 29.24 

S02 0.97 8.22 3.01 0.94 10.91 4.57 2.89 2.78 54.87 30.83 45.15 30.84 

S03 0.94 8.24 4.89 0.94 11.46 4.99 1.92 1.97 57.03 28.87 43.00 28.85 

S04 0.97 6.25 2.48 0.94 8.81 4.40 2.38 2.36 50.01 31.13 50.01 31.14 

S05 0.97 5.75 2.23 0.94 8.73 4.25 2.27 2.06 46.29 30.42 53.73 30.43 

S06 0.96 8.80 3.99 0.94 11.23 4.99 2.78 3.12 57.60 29.26 42.46 29.25 

Average (n=6) 0.96 7.06  0.94 10.00  2.33  52.19  47.85  

Inter-Specimen Std.Dev. 0.02 1.55  0.00 1.33  0.46  4.97  4.96  
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Figure 3.9. Signal measurements and T2* fitting of the menisci. 

3D Rectangular Pulse Spiral-Cone UTE scans in the knee acquired with a variable TE (VTE) for T2* mapping (a). The yellow dotted line in (a) 

delineates the menisci on this exemplary slice. The T2* mapping can use two fitting methods, the mono-exponential (b) and the bi-exponential (c) 

models. The error bars in (b) and (c) represent the standard deviation for both entire menisci. The goodness of both fits is close to a perfect fit, 1. 

(Illustrated with Specimen-S02). 
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Mono-Exponential Fit 

 
Bi-Exponential Fit 

 

 
Figure 3.10. Distribution plots of the T2* maps for all meniscus specimens (S01-S06). 

The distribution plots of the 𝑇2∗ map using the mono-exponential fit (a) and the 𝑇2𝑙
∗ (b.1), 𝑇2𝑠

∗ (b.2), 𝐹𝑙 
(b.3), and 𝐹𝑠 (b.4) maps using the bi-exponential fit for all meniscus specimens (S01-S06).  
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3.4. Discussion 

Enabled by our FUSE sequence, the multi-contrast morphological imaging capability was 

exploited to isolate individual tissues in the knee joint, and comprehensive quantitative mappings 

were developed to assess the meniscus’s T1 relaxation time, T2* relaxation time, and QMT 

parameters. To our knowledge, our results are amongst the first to explore the UTE-QMT 

parameter mapping in the meniscus (158). The importance of B1 correction was shown for the 

QMT modelling. This work also included the T1 and T2* mapping in addition to the QMT 

mapping to present an inclusive UTE quantitative assessment for the meniscus. The sequence also 

demonstrated flexibility in tailoring the parameters for the application. In summary, this work 

manifests the feasibilities of our novel FUSE sequence for isolating signals from the different knee 

joint tissues and for mapping various quantitative biomarkers in the meniscus. 

 

With the long-T2 suppression techniques contained in our FUSE sequence, we can create various 

morphological contrasts to isolate individual short-T2 tissues from the knee joint (Figure 3.1). The 

fat saturation pulse, commonly used in MSK imaging, can provide an efficient (one scan required) 

signal suppression, specifically toward the fatty tissue (fat or marrow). In conjunction with the 

UTE acquisition, the FS-UTE scan is suitable for imaging the meniscus and tendon. However, the 

FS-UTE scan failed to create a sufficiently distinct contrast between the marrow and the cortical 

bone; they both appear as signal void (Figures 3.1.a.6 and b.6). The issue was because the 

frequency-based FS pulse could also directly saturate the cortical bone’s signal due to its broad 

frequency spectrum (193). This observation agrees with the finding by Ma et al., who showed that 

the FS-UTE scan might not be appropriate for imaging the cortical bone (141). Compared to the 

FS, the dual-echo subtraction requires two separate scans yet performs simultaneous suppression 

for multiple long-T2 tissue types. Given the assumption where the short-T2 signal decays 

drastically between two TEs while the long-T2 signal does not, the dual-echo subtraction should 

suppress all the long-T2 contrast and enhance the short-T2 contrast. As a result, the dual-echo 

subtraction technique successfully reduced the long-T2 intensity, including the fat, muscle, and 

marrow (Figures 3.1.a.3 and b.3). Although this technique also well isolated the tendon's contrast 

from its peripheral tissue, it did not present a clear delineation between the marrow and cortical 

bone or between the meniscus and cartilage due to insufficient suppression. To achieve a more 

intensive long-T2 suppression, we implemented linearly and exponentially rescaled subtraction 



   
 

 114 

(70), respectively (Figures 3.1.a.4 and b.4 and Figures 3.1.a.5 and b.5). As compared to the 

unscaled method (Figures 3.1.a.3 and b.3), the rescaled results (Figures 3.1.a.4 & b.4 and Figures 

3.1.a.5 and b.5) demonstrate more definite contrast enhancement for all short T2 tissues, especially 

for the cortical bone, as also suggested by Li et al. (70). Besides, the linear (Figures 3.1.a.4 and 

b.4) or exponential (Figures 3.1.a.5 and b.5) scaling factor can be further optimized in future work 

to accommodate other scanning parameters or selectively highlight different tissue-of-interest. The 

subtracted MT-UTE contrast (Figures 3.1.a.7 and b.7) achieved a successful signal suppression for 

the marrow and fat due to their lack of the MT effect (72). However, the MT-UTE contrast still 

preserved the muscle's and cartilage's signal because of the strong MT effect between their free 

(e.g., water) and bound (e.g., protein or collagen) pools (75). For the short-T2 tissues in the knee 

joint, the subtracted MT-UTE contrast can enhance the anatomical detail within the meniscus and 

tendon due to their large absolute amount of magnetization transfer. The reason is that the MT 

pulse should only saturate the bound-pool (e.g., macromolecules) according to the two-pool model 

(78,90), and the subtracted result (e.g., C7 in Figures 3.1.a.7 and b.7) lead to an effective 

elimination of the signal from the free-pool and signal boost for the bound-pool. In the knee joint 

particularly, the tissues, including the fat, marrow, and free water, cannot be reflected in the 

subtracted MT-UTE contrast due to their heavily-enriched free-pool over their barely-existent 

bound-pool (72,75). Although the subtracted MT-UTE contrast (Figures 3.1.a.7 and b.7) did not 

manifest the cortical bone, the UTE-MTR (Figures 3.1.a.8 and b.8) distinctly delineated the region 

of the cortical bone because of its high magnetization transfer ratio. Given that the cortical bone 

usually demonstrates low or zero signal intensity with the conventional sequence (FLASH), the 

UTE sequence is the only approach that allows for the MTR contrast in the cortical bone (Figures 

3.1.a.8 and b.8). Our study found this combination could adequately create a noticeable 

morphological representation for the cortical bone and other short-T2 components, including the 

meniscus and tendon. There still is a limited number of studies around the combined use of the 

UTE and MT saturation (72,88), but this deserves more investigation. 

 

This study has demonstrated the importance of the B1 correction for estimating the T1 relaxation 

times in the meniscus (Table 3.2). Before the T1 fitting, one can choose to use a B1 map to calibrate 

the flip angles that might deviate from their prescribed values due to the B1 field inhomogeneity 

to pursue a more accurate result. In this study, the average B1 correction factor measured in the 
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six meniscus samples (1.18 ±  0.03) is slightly higher than the reference of 1 (i.e., the ideal 

homogeneity). This increase in the B1 correction factors is possibly due to the generation of 

secondary B1 field components in the menisci, as suggested by a recent study (194). As a result, 

our higher average B1 value (greater than 1) led to a lower average T1 estimation (over six 

specimens) than the uncorrected case-i.e., 475.96 ± 56.57 ms vs. 670.37 ± 90.53 ms (Figure 3.2 

and Table 3.2). Other studies have found similar results. For example, Ma et al. demonstrated 

reduced T1 values in menisci where the B1 scaling factors were higher than 1 (194); and Li et al. 

reported decreased T1 values in grey and white matter of the brain because the B1 scaling factors 

measured in both regions were above 1 (185). In this study, we collected 2D images to generate 

B1 maps and then interpolated the generated 2D B1 maps to 3D to match the T1 acquisitions for 

the correction. The reason is that the adopted DA method requires long TR, which is not time-

efficient for 3D acquisitions. For example, species with a long T1 of around 1 s demand at least 5 

s for the TR, which leads to an unbearably long scan time for a fully sampled 3D acquisition. As 

a better option, other studies suggest that the actual flip-angle imaging (AFI) can provide a fast 3D 

B1 mapping (81,195). However, we still need to verify the accuracy of the B1-corrected VFA-

UTE T1 mapping method in future with more cadaver or in vivo studies in human menisci and 

other tissues. 

 

With our FUSE sequence, the VFA technique was able to provide consistent T1 maps in the 

meniscus over all specimens. Our VFA-UTE-T1 estimation without the B1 correction (670.37 ± 

90.53 ms) is comparable with another study that used a variable-TR method (the gold standard) 

without the B1 correction for the T1 fitting in bovine menisci (638 ± 42 ms) (196). Also, the 

overall inter-specimen consistency of the distribution plots suggests the robustness of our VFA-

UTE-T1 mapping (Figure 3.4). Compared to other methods (80,196,197), the VFA fitting method 

uses a fixed TR without any additional time block for saturation or inversion recovery, which 

allows the minimal scan time permittable with the sequence. This feature makes it suitable for 3D 

volumetric T1 quantification. The VFA-UTE-T1 mapping has been implemented for investigating 

the T1 relaxation times in the various short-T2 knee joint tissues, including the meniscus 

(80,81,194). This study verified its feasibility in the meniscus with a comparable result to the 

literature and inter-specimen consistency. 
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In this work, we have demonstrated the feasibility of combining adjustable MT pulses and our 

UTE sequence to obtain 3D-isotropic QMT parameter maps via the two-pool modelling. While 

most QMT studies use an FLASH sequence (172–174,198), this study carried out the QMT studies 

with the UTE acquisitions. Compared to the FLASH-QMT, the UTE-QMT can directly probe the 

short-T2 tissues to retrieve the quantitative estimations of their physical properties. However, the 

UTE-QMT technique is still relatively new and needs more validation and exploration (93). As for 

the UTE sequences used for the QMT modelling, other studies have demonstrated their success 

with a 2D-radial sequence (93) and a 3D spiral-cone sequence with a rectangular RF excitation 

(92,158). Uniquely, we carried out the UTE-QMT modelling using a spiral-cone trajectory by 

combining it with a 3D half-Sinc excitation scheme. This particular combination has not been 

explored before in other QMT studies. Compared to the rectangular pulse (with a broad bandwidth), 

the 3D half-Sinc excitation in QMT scans can achieve a better slab selectivity and minimize its 

excitation to the bound pool after the off-resonance saturation. As for the trajectory, the 3D spiral-

cone option can provide a higher k-space-filling efficiency (than the radial), which is essential to 

keep the specific absorption rate (SAR) of the QMT scans to a minimum. Since the SAR built up 

by the UTE-QMT protocol is mostly contributed by the high energy MT pulse required for every 

trajectory line (or every TR cycle), the spiral-cone with fewer spiral-interleaves would be an ideal 

choice over other options. Furthermore, the data required for our QMT fitting involve ten MT-

UTE scans. Therefore, a highly efficient k-space-filling carried out by the spiral-cone trajectory 

can use fewer TR cycles to avoid the total SAR deposition exceeding the limit and ensure a fully 

sampled scan. This will be especially important for in vivo imaging. Therefore, we must optimize 

the scanning protocols for in vivo studies (174,177,199,200). 

 

It was not clear what lineshape (Gaussian vs. Super-Lorentzian) should be used when carrying out 

QMT mapping in MSK tissues; here, we showed good fits for both. Some literature has suggested 

that the Super-Lorentzian lineshape can serve as a better fit for biological tissues (172). However, 

our results from the meniscus samples suggest that the Gaussian lineshape can provide slightly 

superior GoFs than the other (Table 3.3), even though they are both very good. Besides, the study 

analyzed the impact of the B1 correction and the lineshapes on the outcomes of the QMT mapping. 

The B1 correction seems to only create an evident difference on 𝑇1
𝑎 and 𝑘𝑓, while the lineshape 

factor has more influence on 𝑇2
𝑏, 𝑇2

𝑎, and 𝑓. This observation suggests that to obtain more accurate 
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QMT parameters, we must ensure the accuracy of the B1 mapping and have more evidence to 

support the decision of the superior lineshape. As suggested by the inter-specimen consistency 

(Figure 3.7 and Table 3.3), our UTE-QMT sequence has demonstrated its robustness with different 

lineshapes and the toggles of the B1 correction. 

 

We have verified the capability of the T2* mapping using our UTE sequence. We observed an 

apparent signal decay (~25%) between 0.06 and 2.46 ms in the meniscus (Figure 3.10). This range 

is usually inaccessible to conventional sequences. For the evaluation of T2* mapping, this work 

examined mono-exponential and the bi-exponential models for the meniscus. The mono-

exponential mapping provides an overall estimation of 𝑇2∗ for each pixel. By contrast, the bi-

exponential mapping divides each pixel of tissue into two compartments (long and short) and 

estimates each's T2* value and fraction. As shown in our results (Table 3.4), both models can 

produce highly reliable fits (close to 1 regarding the GoFs). However, the mono-exponential model 

yields a better fit than the bi-exponential model in the meniscus. The potential reason might be 

that the specimens were stored in the freezer before the scans, and the ice crystals formed within 

the (meniscus) tissue damaged the cells (intracellular and extracellular structures), which might 

make the two-compartment modelling impractical. For a more reasonable comparison between the 

two models, further in vivo studies are needed. A study using porcine menisci also demonstrated 

comparable goodness-of-fit between the mono-exponential and the bi-exponential model (180). 

As opposed to our comparable fits in the meniscus between two models, some studies in the patella 

tendon have suggested the bi-exponential model can yield a much-improved fitting outcome than 

the mono-exponential model (85,181,182). Therefore, the decision on the better fit needs to include 

more tissue types for investigation and is likely tissue specific. Through the comparison, we can 

also observe that the results of the bi-exponential fit show an agreement with the 𝑇2∗  map 

estimated from the mono-exponential fit. For example, on the mono-𝑇2∗ map (Figure 3.8.a), the 

left meniscus's outer region exhibits visually lower 𝑇2∗ values (blue) and corresponds to higher 

percentages on the 𝐹𝑠 map (Figure 3.8.b.4). Also, the 𝑇2𝑙
∗ map reflects lower values for this region 

than the inner part (Figure 3.8.b.1). Although the bi-exponential fit provides more parameters than 

the other, we observed some ‘hotspots’ (e.g., infinite values) (Figure 3.8.b.1) and impractical 

estimations of zeros (Figure 3.8.b.2) from its results, possibly, due to the ill numerical fitting. This 

observation might suggest the mono-exponential fit is more robust regarding providing less noisy 
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quantitative maps. As for the distribution plots of the two fits, the bi-exponential fit reveals two 

peaks for the 𝑇2𝑠
∗, 𝐹𝑙, and 𝐹𝑠 maps, comparing to the mono-exponential fit. As suggested by the 

𝑇2𝑠
∗ map, even though the narrow, spiking peak displays a large portion of 𝑇2𝑠

∗ estimated within 

the range between 0 ms and 0.5 ms, the broad, lower distribution shape shows some 𝑇2𝑠
∗ 

estimations falling between 1 ms and 5 ms. This pattern suggests that using the means and standard 

deviations alone might not be enough to summarize the statistics of the 𝑇2𝑠
∗  maps, and a fit 

including more compartments might be more appropriate in this case. Additionally, the two peaks 

of 𝐹𝑠  and 𝐹𝑙  maps can unveil tissue heterogeneity where the long and short components 

predominantly occupy different regions. In future work, we can further increase the TE sampling 

to improve the fitting quality and enable a tri- or higher-order exponential fitting. 

 

This work has shown the efficacy and adaptability of our FUSE sequence in both qualitative and 

quantitative imaging. For the qualitative and quantitative knee imaging, this work mainly uses a 

3D spiral-cone trajectory with a half-Sinc or rectangular pulse. The versatility of RF pulses and 

trajectories of our sequence allows for further optimization on the time-efficiency, signal-to-noise 

ratio (SNR), SAR, or accuracy of quantification. In each pixel, the VFA-T1 and mono-exponential 

T2* mappings can provide an overall parameter estimation, while the QMT and bi-exponential 

T2* mappings can render more divided parametric details. However, due to the more parameters 

involved, the complexity and instability of the fitting system might also increase. This work also 

has limitations. Firstly, one specimen (S01) exhibits more inter-subject variation than others. The 

possible reason is that this specimen has been stored in the freezer for approximately two years 

before use, while other specimens were purchased mere days before scanning. Secondly, we need 

to include other assessment methods for the meniscus. For example, we could also use biochemical 

analysis, histology tests or bio-mechanical tests to validate the quantitative biomarkers estimated 

by our sequence. Thirdly, we carried out this study using bovine specimens, but we still need to 

evaluate our qualitative and quantitative imaging methods with human menisci (cadavers or in 

vivo) in future studies. Fourthly, we did not consider the temperature change for the specimens 

during the scans since the increase of temperatures can lead to a lower proton resonance frequency 

for water (while the temperature barely affects the resonance frequency of fat). However, the 

temperature factor can be considered for future studies. Lastly, all current UTE images were 

reconstructed offline, so we could not examine the image results in real-time while scanning. Also, 
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this process was time-consuming. Therefore, we will need to develop an integrated reconstruction 

program for online reconstruction. In the future, it would be very promising to use our UTE 

sequence as a non-invasive tool to assess OA in the knee with multiple types of morphologic 

images and various quantitative maps as biomarkers. 

 

3.5. Conclusion 

It is feasible to use our flexible UTE sequence, FUSE, to create morphologic images that isolate 

signals from the various knee joint tissues and carry out the mappings of QMT parameters and T1 

and T2* relaxation times for the meniscus. Our UTE sequence has the potential to assess tissue 

health and OA in the knee with its versatile morphological and quantitative imaging capabilities. 
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Chapter 4 Improving cortical bone imaging using the FUSE sequence for 

optimal synthetic CT generation 

 
Synopsis: Ultrashort echo time (UTE) pulse sequences are used in the generation of synthetic 

computed tomography (sCT) for magnetic resonance-only (MR-only) radiation treatment 

planning (RTP). This study aims to verify and optimize the use of an in-house flexible UTE 

sequence (named as Flexible Ultra Short Echo time or FUSE for short) for improved cortical 

bone imaging used in synthetic CT generation. For achieving improved cortical bone imaging, 

we first used a rubber phantom to investigate the optimal acquisition techniques and 

parameters of the FUSE sequence in terms of the variations of the produced artifacts, signal-

to-noise (SNR) ratio, and timing. Then, using a human skull, we applied the optimized UTE 

acquisition techniques and parameters and verified the improved overall image quality of 

cortical bone in comparison to a product UTE sequence. Also, we compared and contrasted 

the images of the human skull collected using the FUSE and traditional CT. Last, we 

demonstrated the clinical feasibility of the sCT data generated using the FUSE sequence in 

RTP. Using CT and sCT data, two radiation treatment plans were created and produced 

comparable dose calculations with the mean dose less than 1% different. 

 

4.1. Introduction 

There is growing demand to perform MRI only radiation treatment planning (RTP) or to achieve 

better integration of MRI into the routine radiation therapy (RT) workflow that currently mainly 

relies on x-ray based Computed Tomography (CT) (201–203). In routine radiation treatment 

planning (RTP), CT images are used for contour delineations and dose calculations. MRI is well 

known to provide superior soft-tissue contrast to CT, providing more distinct delineation and 

various contrast types for many organs, soft tissues, and tumours. Hence, over the past two decades 

MR images have been increasingly used in RTP to provide more accurate tumour and organs-at-

risk (OAR) delineations (204–207). However, when compared to the use of CT in radiation therapy, 

MRI has some drawbacks, specifically regarding its geometric fidelity and the inability to use 
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MRI for dose calculation. It’s well documented that MRI suffers geometric distortion due to the 

imperfect linearity inherent to the gradient system, (208,209). However, with recent advancements 

in MRI protocols, clinicians can effectively eliminate distortion effects using scanner-embedded 

or in-house algorithms (210,211). As well, many institutions employ quality assurance (QA) 

phantoms and evaluation software to track and assess the system-specific distortion errors before 

deciding to introduce the associated MR images to RTP (212). With regard to the second drawback, 

it is well known that the image intensities of MRI are relative values and dependent on various 

scan settings. Based on this, MR images alone cannot provide meaningful information for dose 

calculation (207,213). Typically, MRI information is incorporated into treatment by using an image 

registration algorithm to match the MRI to the planning CT. The co-registration helps in improving 

the overall accuracy of gross tumour and OAR delineation. However, due to the co-registration 

between the two modalities, some unwanted systematic uncertainties are introduced (214–216). 

Therefore, MR-only workflows are appealing for their potential to bypass the requirement of image 

registration and, more importantly, provide better soft tissue delineation and potentially take 

advantage of advanced MRI methods (e.g., diffusion-weighted imaging, quantitative maps, MR 

spectroscopy, etc.). 

 

Synthetic Computed Tomography (sCT) is an MRI-derived image that tries to closely mimic an 

actual CT image (217). Common approaches for the sCT generation include the atlas-based method, 

bulk density assignment, and voxel-based density assignment (116,217–220). The atlas-based 

method requires co-registered MR and CT atlases pre-constructed by multiple training datasets and 

which can then be used to generate the sCT image by non-rigidly registering the MR and the CT 

atlas to the target MR image (219). The atlas-based method can provide a reliable pseudo-CT 

estimation, although it might also introduce some systematic uncertainties resulting from the 

necessary deformable registration steps (219,221,222). This method requires the construction of 

well-trained MR and CT atlases, which may be resource intensive and time consuming. This factor 

may limit it widespread use in small to medium size radiation treatment facilities.  In comparison, 

the other two approaches utilize a series of MR scans featuring various types of contrast as 

prerequisites before the sCT generation. For example, one can use T1-weighted images to manifest 

the bone marrow and white matter contrast, T2-weighted images to depict the water content and 

grey matter, and ultrashort echo time (UTE) sequences to detect the cortical bone signal. By 
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mathematically combining all these images together, one can resolve the bony anatomy missing in 

traditional MRI’s. To go from the MRI, which now includes the bony information, researchers 

have been creative. One method uses a bulk density assignment technique. This technique relies 

heavily on segmentation methods to produce a label mask for each tissue type and assigns an 

appropriate Hounsfield unit (HU) to each label to compose the sCT image (217,218,223). 

Comparatively, voxel-based density assignment uses algorithms to classify each tissue type with a 

probability map (0 to 1) and then perform a sum of the probability maps weighted by different mass 

tissue densities. Investigations show that voxel-based density assignment can provide sCT images 

similar to genuine CT images (116,220). However, the choice of classification algorithms adds to 

the complexity of processing, which varies from the fuzzy c-means (FCM) clustering technique to 

the more advanced random forest-based method (115,116,220). Relatively, the bulk density 

assignment method is simpler since the probability maps are not required for the workflow. Studies 

suggest that the bulk density assignment approach with simple segmentation methods can provide 

sufficiently accurate dose calculation comparable to the genuine CT data (218,223).  

 

One critical challenge of all sCT generation methods is the difficulty in obtaining adequate cortical 

bone signal in MR images. Viewing the cortical bone is vital for radiation treatments like 

stereotactic body radiation therapy (SBRT) of the spine, sarcomas and other bone metastasis (224). 

Unlike CT images, cortical bone appears as signal voids and exhibit nearly undifferentiated contrast 

with air in conventional MR images. This fact creates an obstacle for the segmentation or 

classification required in the sCT generation methods since the air and the bone map might not be 

accurately distinguished. An accurate bone delineation is essential for the generation of sCT images. 

Cortical bone has a short MRI T2 relaxation time (~0.4-0.5 ms), which leads to a significant signal 

decay before the acquisition of conventional MR sequences starts (7,115). UTE sequences use 

specialized acquisition techniques to efficiently shorten the time-of-echo (TE) of the pulse 

sequence, in order to acquire signal sufficiently quickly so that the cortical bone can be directly 

imaged (14,15). By combining the superior soft-tissue contrast provided by the conventional 

sequences and the ability of cortical bone imaging using UTE sequences, MRI undoubtedly has 

great promise for sCT generation for radiation treatment application. However, the quality of the 

UTE images of cortical bone is paramount; as such, choice of acquisition techniques (e.g., 

trajectories) and parameters must be carefully selected. Also, the UTE scan protocol needs to be 
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optimized using a systematic approach in terms of the visibility of short-T2 contrast, elimination 

of artifact, signal-to-noise ratio (SNR), and time efficiency.  

 

As described in Chapter 2, our novel Flexible Ultra Short Echo time (FUSE) sequence provides a 

unique opportunity to optimize cortical bone imaging for RTP. The FUSE sequence provides two 

types of acquisition trajectories, i.e., the radial and spiral, which allow for flexible changes for the 

sampling parameters, e.g., the configuration of trajectory lines. Therefore, the overall purpose of 

this study is to verify and optimize the use of the FUSE sequence to improve cortical bone imaging 

and provide clinically feasible synthetic CT images for RTP. The overall study purpose can be 

further divided into four specific objectives:  

1) The first objective, using a rubber phantom, was to optimize the trajectories and associated 

sampling parameters of our FUSE sequence regarding the variation of the produced artifacts, 

SNR, and time efficiency.  

2) The second objective, using a human skull (immersed in saline), was to apply the optimized 

trajectory and sampling scheme to evaluate the feasibility of the FUSE sequence for 

providing improved cortical bone imaging on the artifact reduction and better cortical bone 

contrast delineation in comparison to a commercially available UTE sequence. 

3) The third objective was to perform a direct anatomical comparison, between images 

collected of the human skull collected using the FUSE and ones collected using traditional 

CT regarding.  

4) Lastly, the fourth objective was to use the FUSE sequence to generate a radiation treatment 

plan using an sCT created by FUSE and assess its dosimetric equivalence to a plan created 

using a traditional CT image. 

In this chapter we present data and results that demonstrate that overall improvements in UTE 

imaging, as seen by using our novel FUSE sequence, translate to improvements in applications for 

radiation treatment planning.  

 

4.2. Materials and Methods  

4.2.1. Phantom and Human Skull 

In this study we employed two types of phantoms, an in-house phantom and a human skull (dried 

cadaver). The in-house phantom contains both a short-T2 component-i.e., rubber- and long-T2 
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components (i.e., water, oil, and agar). The in-house phantom was used to determine the optimal 

scan parameters, using FUSE, to enhance the contrast in cortical bone. As well, we sought to reduce 

prominent artifacts, increase overall SNR, and reduce scan time. The human skull is a dry human 

skull preserved for anatomical study and X-ray-based imaging. This particular human skull has not 

been imaged using MRI. It was provided free of charge by the Department of Human Anatomy 

and Cell Science, University of Manitoba (Winnipeg, MB, Canada). For MRI scans, the dry human 

skull was fully immersed in a saline solution (1 litre H2O, 3.6 grams NaCl (225)) and fixed in a 

sealed container in order to minimize susceptibility artifacts. The bone part and the saline serve as 

the short-T2 component and the long-T2 component, respectively, to help evaluate the feasibility 

of the FUSE sequence on cortical bone imaging. 

 

4.2.2. FUSE Sequence 

As previously described, the FUSE sequence was developed to be used for a number of different 

applications. This includes, facilitating better sCT generation for radiation treatment planning 

(RTP). The sequence provides user-configurable acquisition options, for example, radial and spiral 

trajectories with an adaptable combination of in-plane and out-of-plane trajectory lines. The FUSE 

sequence was developed using a vendor-specific platform (IDEA, Siemens Healthineers, Erlangen, 

Germany). The image reconstruction for the FUSE sequence utilized the gridding algorithm, 

followed by the inverse Fast Fourier Transform (FFT) (25,26). All FUSE reconstruction was 

performed offline using in-house software (MATLAB, MathWorks, Natick, MA, USA). 

 

4.2.3. MR and CT Image Acquisitions 

We carried out MR scans for the phantoms using a 3 Tesla Siemens MR system (MAGNETOM 

PrismaFit, VE11C, Siemens Healthineers, Erlangen, Germany). For technical optimization of the 

FUSE sequence for use in cortical bone imaging, we used the in-house phantom to determine the 

optimal selections of the trajectory type, number of k-space in-plane trajectory lines, and number 

of k-space out-of-plane trajectory lines (i.e., cones) by considering the appearance of unwanted 

artifacts, SNR, and scan time (Table 4.1). The resultant visible artifact and relative artifact are 

evaluated using observational assessment and described qualitatively. The SNRs for the various 

settings were calculated using a normal image and a pure noise image over a region-of-interest 

(ROI) ([Eq. 2.17]) (136). For the phantom scans, a birdcage 32-channel head coil was used for the 
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data acquisition. To scan the human skull using the FUSE sequence, we applied the optimized 

acquisition scheme, including the choices of the trajectory type and the number of trajectory lines. 

To enhance the cortical bone contrast, we adopted the dual-echo subtraction technique (68,224). 

Using this technique, we acquired an ultrashort TE (0.06 ms) scan and a longer TE (2.46 ms) scan 

for offline subtraction (i.e., Echo0.06-Echo2.46) to generate a UTE difference image highlighting the 

bone contrast only (Table 4.2). To illustrate the improvement made by the FUSE, we collected 

images of the human skull using a commercially available sequence called Pointwise Encoding 

Time Reduction with Radial Acquisition (PETRA) for comparison. The scan protocols we used 

are shown in Table 4.2 (226). For demonstrating the signal voids observed in cortical bone using 

conventional sequences, we lastly collected T2-weighted images for the human skull using another 

commercially available sequence called, Sampling Perfection with Application optimized 

Contrasts using different flip angle Evolution (SPACE) (Table 4.2) (227). For all MR scans of the 

human skull, a flexible 18-channel receiver-only body array coil combined with the built-in spine 

coil was used to provide a total of 30 channels for the data acquisition.   

 

We acquired a CT scan for the skull to act as the reference image. The skull was scanned on a 

Siemens CT scanner (SOMATOM Definition Edge, Siemens Healthineers, Erlangen, Germany). 

The scan used a head-first supine position with 120 kVp, 210 mA, 200 mm as field-of-view (FOV), 

0.6 mm as slice thickness, 512×512×264 as the reconstructed matrix, and 0.392 mm2 as the in-

plane resolution. 
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Table 4.1. MRI scan parameters for the systematic optimization using the phantom. 

Experiments Trajectory RF* 
FOV 

(mm) 
Matrix 

Voxel Size 

(mm2/mm3) 

In-Plane 

Acquisitions 
Cones 

TE 

(ms) 

TR 

(ms) 

BWP 

(Hz) 

Flip 

Angle 

(˚) 

Slice 

Thickness 

(mm) 

Systematic 

Optimization by 

Varying In-Plane 

Acquisitions 

2D Spiral 

RHSP 180 2562 0.702 
16, 32, 64, 

128, 256, 512 
N/A 0.14 56 260 25 5.0 

2D Radial 

Systematic 

Optimization by 

Varying Cones 

3D 

Spiral 
RP 180 2563 0.703 128 

8, 16, 32, 

64, 128, 

256, 512 

0.06 11 510 7 0.7 

*RP – Rectangular Pulse; RHSP – Regular Half-Sinc Pulse. 
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Table 4.2. MRI scan parameters for the human skull. 

Scans Trajectory RF* 
FOV 

(mm) 
Matrix 

Voxel 

Size 

(mm3) 

In-Plane 

Acquisitions 
Cones TE (ms) 

TR 

(ms) 

BWP 

(Hz) 

Flip 

Angle 

(˚) 

Slice 

Thickness 

(mm) 

Total 

Acquisition 

FUSE 3D Spiral RP 220 2563 0.863 256 256 0.06/2.46 12 410 25 0.86 
13 min 08 

s** 

PETRA 

Mix of 

3D Radial 

and 

Cartesian 

RP 260 3203 0.813 N/A N/A 0.07 3.32 400 6 0.81 05 min 55 s 

T2-

SPACE 

3D 

Cartesian 

Slab-

Selective 
220 2563 0.863 N/A N/A 408 3200 590 120 1.17 06 min 34 s 

*RP – Rectangular Pulse; 

**The scan time is for each scan. 
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4.2.4. Image processing and Evaluation 

To compare images from the FUSE sequence and the CT imaging, we applied a series of image 

processing steps to the two datasets. These include, image registration, segmentation, and 

comparison of the geometric similarity. All the data was processed and analyzed using packaged 

software (MeVisLab, MeVis Medical Solutions AG, Bremen, Germany). As the first step, we 

performed a rigid registration of the CT images to UTE difference images. The registration process 

comprised of two parts, a manual and an automatic portion. The manual registration provided a 

crude initial estimate for the subsequent automatic registration to avoid convergence at a local 

minimum. The automatic registration, aiming to provide a more precise result, used an iterative 

algorithm based on the normalized mutual information (NMI) similarity measure between two 

datasets (228).  

 

Next, we segmented the bone from both the UTE and CT images to assess similarity. We applied 

the FCM clustering method to extract the bone from the UTE difference images (220). The FCM 

processing used a two-classification setting with a fuzzy exponent of 1.6 to classify the skull 

bone as one cluster and the background as the other, generating probability maps for both (220). 

With a threshold above 0.5, a mask for the skull bone was segmented using the probability map. 

For the CT segmentation, we used a thresholding method. The CT scan of the skull was acquired 

in a dry condition (i.e., not in saline), so we used a threshold of -400 Hounsfield Unit (HU) 

(suggested by the literature) to define the ‘true’ air, discriminating the skull bone from the air on 

the CT images (220).  

 

Last, we compared the geometric similarity between the two segmented masks. We conducted a 

visual inspection and calculated the Dice Similarity Coefficient (DSC) between the masks (229).  

 

4.2.5. Dose Calculation Using Synthetic CT 

To examine the feasibility of using the new UTE difference image for dose calculation, we seek 

to convert the UTE difference image to a sCT using a bulk density assignment technique. To do 

this, we imported the newly derived UTE difference image into the radiation treatment planning 

system (Eclipse Version 13.6, Varian Medical Systems, Pal Alto, USA). Since the morphology of 

the UTE bone is comparable to the CT images, we decided to convert the UTE image to a synthetic 
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CT by performing a simple bulk density assignment. In our treatment planning system, we used 

the complete histogram of the UTE difference image to create a contour of the bony anatomy. A 

Gaussian based smoothing algorithm was used to remove unwanted holes and bumps in the 

contour. After inspecting the contour, a bulk density assignment was applied to bony anatomy 

using a nominal value of 1196 HU (mass density 1.85 g/cm3). A simple two field 6 MV parallel 

opposed radiation treatment plan was created by an expert (medical physicist with greater than 10 

years of experience), using dose fractionation of 2000 cGy in five fractions. For comparison, the 

same plan was generated using CT image of the same human skull. For both plans, minimum, 

maximum, and mean dose metrics were calculated and compared.  

 

4.3. Results 

4.3.1. Optimization of the Use of the FUSE Sequence  

Overall, the spiral trajectory provides better-controlled artifacts and higher SNR than the radial 

trajectory when the same number of in-plane trajectory lines (e.g., 64-512) were used (Figure 4.1.a-

e). A higher number of radial spokes (e.g., 128-512) decreased the under-sampling artifacts than 

fewer ones (e.g., 16-64) (Figure 4.1.a). Likewise, more spiral interleaves (e.g., 64-512) exhibit 

better suppressed off-resonance artifacts than fewer ones (e.g., 16 and 32) (Figure 4.1.a). Also, 

fewer spiral interleaves scans (e.g., 16-64) did not present the under-sampling artifact observed in 

the radial scans with the same number of radial spokes (Figure 4.1.a). The scan with 64 spiral 

interleaves did not show any under-sampling artifacts or off-resonance artifacts. The spiral scans 

demonstrate higher SNRs than the radial scans using the same number of in-plane trajectory lines 

(i.e., identical acquisition times) (Figures 4.1.b-e). More radial spokes improve SNRs for all testing 

components (i.e., rubber, agar, water, and oil) (Figures 4.1.b-e). More spiral interleaves show 

decreasing SNRs for the water and agar (Figures 4.1.c and d) but increasing SNRs for the oil and 

the rubber (Figures 4.1.b and e).  

 

In the 3D Spiral-Cones scans, more out-of-plane trajectory lines (i.e., cones), associated with 

longer acquisition times, provide better-suppressed artifacts and higher SNRs than fewer cones 

(Figure 4.2.a-b). An insufficient cone number can lead to a drastic under-sampling artifact, and a 

two-fold increase of cones can effectively reduce the artifact at the cost of a doubled scan time 

(Figure 4.2.a). Increased cones can efficiently increase SNRs for all components (Figure 4.2.b), 
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although it is visually challenging to perceive any evident improvement from 128 to 512 cones 

(Figure 4.2.a). 
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a 

 

Figure 4.1. Variations of the artifacts, SNRs, and times with the increase of in-plane trajectory lines 

for the radial and spiral trajectory. 

 (a) The increase of in-plane acquisitions can effectively alleviate the off-resonance artifact for spiral 

acquisitions and reduce the under-sampling artifact for radial acquisitions. Also, the time consumption 

grows as the number of in-plane acquisitions multiplies. Beginning from the top and going clockwise, the 

vials contain rubber, water, agar, and oil. As the number of spokes/interleaves increases, (b) rubber shows 

slowly improved SNRs for the spiral acquisitions and rapidly enhanced SNRs for the radial acquisitions, 

(c) agar demonstrates declined SNRs for the spiral acquisitions and inclined SNRs for the radial acquisitions, 

(d) water presents similar SNR variations as (c) agar, and (e) oil exhibits similar SNR trends as (b) rubber. 

However, higher overall SNRs were still observed for all components scanned by the spiral trajectory. 

  

b c 

d e 
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a 

b 

Figure 4.2. Variations of the artifacts, SNRs, and times with the increase of out-of-plane trajectory 

lines for the Spiral-Cones trajectory. 

(a) The increase of cones can minimize the under-sampling artifact for the 3D Spiral-Cones trajectory; and 

(b) the SNR measurements associated with the time consumption increase with the growth of cones for all 

components. Beginning from the top and going clockwise, the vials in the axial view contain rubber, water, 

agar, and oil.  
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4.3.2. Improved Cortical Bone Imaging Using the FUSE  

With the optimized scan parameters (Table 4.2), the FUSE sequence used a scan with a TE of 0.06 

ms to provide a well-defined delineation and enhanced contrast of the cortical bone using the dual-

echo subtraction method (Figures 4.3.c and e). For reference, the T2-SPACE scan was not able to 

directly provide the bone signal, presenting a signal void for the cortical skull bone (Figure 4.3.a). 

Interestingly images acquired using the PETRA sequence displayed some major artifacts, which 

are absent from other scans (Figure 4.3.b). The PETRA was able to modestly capture the cortical 

bone signal but at the expense of very poor bone contrast compared to the FUSE-based ultrashort-

TE scan and the subsequent difference image (i.e., the result of the dual-echo subtraction) (Figure 

4.3.b vs. Figures 4.3.c and e). Although the long-TE scan (2.46 ms) using the FUSE sequence still 

present signal void for the cortical bone (Figure 4.3.d), the difference image (i.e., Echo0.06-Echo2.46) 

provides an enhanced contrast between the cortical bone and the cancellous bone (Figure 4.3.e).  
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Figure 4.3. Comparison between T2-SPACE, PETRA, and FUSE. 

The 3D volumes of the realistic skull phantom presented by (a) T2-weighted SPACE; (b) PETRA; (c) the first echo of the FUSE sequence (Spiral-

Cones); (d) the second echo of the FUSE sequence (Spiral-Cones); and (e) the difference image using the first echo minus the second echo. For 

better visualization, (c-e) use the same window and level settings.
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4.3.3. Morphological Comparison between the FUSE and CT 

The FUSE sequence was able to delineate the human skull’s morphology, and the end result was 

comparable to CT. After the registration, both the FUSE difference and CT showed a match of the 

geometry for the skull bone (Figure 4.4.a). Compared to the CT, the FUSE difference image also 

provided a well-defined cortical bone contrast, showing structural and anatomical details (the 

yellow boxes in Figure 4.4.b and c). In the 3D rendering results, the FUSE sequence demonstrates 

the integrity of the skull bone comparable to CT (Figure 4.4.d). After the segmentations, the mask 

produced by the FUSE difference image shows an acceptable structure similarity with the CT mask 

with a DSC value of 0.72 (Figure 4.5.a-c).



   
 

 

1
3
6

 

 

Figure 4.4. Comparison between CT and FUSE. 

(a) The co-registered outcome between the CT and the FUSE difference volume; (b) the CT volume; (c) the FUSE difference volume; and (d) the 

3D rendering volumes of CT, the FUSE difference, and the blending result. The yellow boxes manifest the cortical bone contrast delineated by two 

modalities. 
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Figure 4.5. Geometrical evaluation between CT and FUSE. 

(a) The skull bone mask segmented from the CT volume; (b) the skull bone mask segmented from the 

FUSE difference volume; (c) the FUSE difference volume superimposed on the CT volume, demonstrating 

a geometrical similarity with a DSC value around 0.72. 
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4.3.4. Dose Calculation Results 

To demonstrate clinical feasibility, we compare dose distributions calculated using two different 

imaging data sets, namely the MRI derived sCT and the traditional CT. The comparison between 

two plans, one created using a synthetic CT derived from our FUSE sequence and one using the 

standard CT imaging, is shown in Figure 4.6. For the plan created using the synthetic CT we 

calculated the minimum, maximum, and mean dose to be 1284 cGy, 2181cGy, and 2004cGy, 

respectively. Similarly, for the plan created using the CT image we calculated the minimum, 

maximum, and mean dose to be 1344 cGy, 2186cGy, and 2002cGy, respectively. Comparatively 

the two plans are clinically identical. The mean dose is less than 0.1% different, and dose 

profiles as seen in Figure 4.6 B, demonstrate very good agreement.  
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Figure 4.6. Comparison of the dose calculation between two radiation treatment plans using CT and FUSE-derived sCT. 

In (A), we present the isodose distribution generated using our newly derived Synthetic CT. In (B) the plot the dose line profile through the center 

of the human skull for both radiation treatment plans. Both plans followed a simple parallel opposed geometry, utilizing a 6 MV radiation beam as 

seen in (C). The dose statistics are presented in (D). 
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4.4. Discussion 

Overall, the results in this work show that the FUSE sequence could provide high SNR and artifact-

free scans for cortical bone imaging. We were able to use the FUSE sequence to obtain bone images 

with comparable anatomical details to CT. We also demonstrated the feasibility of the FUSE 

sequence for sCT generation, and for RTP, the FUSE-derived sCT was able to provide clinically 

equivalent dosimetry to the true CT. 

 

The spiral trajectory of our FUSE sequence provides demonstrable higher SNR and better artifact 

reduction than the radial trajectory. As well, we determined more out-of-plane trajectory lines (i.e., 

cones) are crucial for the Spiral-Cones trajectory for eliminating the artifact, while improving SNR. 

Compared to the spiral trajectory, the radial trajectory is less vulnerable to the off-resonance artifact 

due to its shorter activation of ADC within each TR. However, the spiral trajectory is more robust 

to the under-sampling artifact and able to provide overall higher SNR. This is because the radial 

trajectory has more efficient k-space coverage (Figures 4.1.a-e). Also, more spiral interleaves can 

effectively reduce the off-resonance artifact with a shorter ADC activation over each TR cycle, 

especially for the materials with a chemical shift (e.g., oil or rubber). The off-resonance artifact 

reduction is the cause of the increase in SNRs of the oil and rubber (Figures 4.1.b and e). On the 

other hand, more spiral interleaves can also decrease the SNRs of the on-resonance materials (i.e., 

the water and agar). One possible explanation for this may be that more spiral interleaves can 

reduce k-space's filling density. Also, by increasing the scanning time this becomes a non-

negligible factor as the in-plane spiral interleaves multiply. Using the in-house phantom, the 

optimization of the use of the FUSE sequence directed us to choose the spiral trajectory for the 

bone imaging in the synthetic CT generation. However, we must also consider the trade-off 

between the time, reduction of the artifact, and SNR when selecting the spiral's imaging parameters: 

better-controlled artifacts and higher SNRs suggest longer scan times. For 3D bone imaging, we 

also studied the impact of the variation of the out-of-plane trajectory lines (i.e., cones) and 

discovered that sufficient cone numbers are crucial to the artifact reduction and improvement of 

SNR (Figures 4.2.a-b). The optimal use of our FUSE sequence is essential for the bone imaging 

that is used for synthetic CT generation. To our knowledge this has not been extensively studied 

until now, due to the lack of user-configurable UTE sequence like FUSE.  
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In comparison to the commercial UTE sequence, PETRA, we were able to use the FUSE sequence 

with the Spiral-Cones trajectory and optimized sampling scheme to provide an improved bone 

contrast. The bone contrast ordinarily appears as a signal void in the routine MRI, such as the T2-

weighted image produced by the T2-SPACE sequence (Figure 4.3.a). Although the bone 

delineation can be indirectly retrieved by the inverting of intensities (dark to bright) occasionally, 

this approach cannot effectively differentiate the bone from the air (230,231). The contrast created 

by this approach contains both air and bone and can potentially bring errors to the synthetic CT 

generation. Therefore, a direct imaging method is more desirable for a more accurate representation 

of bone, which was clearly demonstrated by FUSE. Compared to the PETRA scan, the UTE scan 

using FUSE exhibits a higher contrast between the bone and the background without artifacts 

(Figure 4.3.b vs. Figure 4.3.c). One possible explanation is that the FUSE sequence uses a Spiral-

Cones trajectory, which could provide higher SNR and reduced artifacts than the hybrid Cartesian-

Radial trajectory used by the PETRA sequence. Also, many scan parameters of the PETRA 

sequence are not configurable and inherently restrict its use. In stark contrast, our FUSE sequence 

provides more flexibility on the parameter’s optimization, e.g., change the Spiral-Cones 

trajectory’s in-plane spiral interleaves or out-of-plane cones, for a higher bone contrast without 

artifacts.  

 

The dual-echo subtraction technique enabled by the FUSE sequence can enhance the cortical bone 

contrast for the synthetic CT generation. In a single UTE scan, the acquired MR signal is mixed 

from the long-T2 (e.g., water or fat) and short-T2 tissues (e.g., bone), and the long-T2 signals could 

considerably diminish the signal from the bone. Therefore, it was necessary for us to apply the 

dual-echo subtraction for our FUSE sequence to enhance the cortical bone contrast since a high 

dynamic range of the bony tissue is key to the optimal generation of synthetic CT (Figure 4.3.e) 

(115,224). In our study, due to the significantly fast decay in the bone against the much slower 

decay in the saline (i.e., background), the subtraction can preserve most of the bone signal while 

diminishing the saline’s signal, allowing for an enhanced bone contrast (i.e., a high dynamic range). 

The dual-echo subtraction method has also been adopted in other synthetic CT studies for its 

efficacy and simplicity (115,220,224). 
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The CT scan of the skull bone verified the feasibility of the FUSE sequence for providing 

comparable bone contrast. As a geometric reference, the CT scan can help us examine any critical 

distortion of the bone delineation exhibited by our FUSE sequence. Rigid registration is required 

for the comparison between the FUSE difference image and CT image, even though registration is 

unnecessary for sCT generation. To refrain the FUSE difference image from interpolation 

(introduced from the registration), we registered the CT image to the FUSE difference image 

rigidly (115). As a result, our FUSE difference image provides an overall comparable geometry to 

the CT data (Figure 4.4.a). After comparing the segmented masks, we found a DSC of 0.72 between 

both modalities (Figure 4.5.a-c). Our DSC result is slightly lower than a similar study where a DSC 

of 0.81 was reported (115). Our lower DSC was possibly due to imperfect segmentation, imperfect 

registration, or MR distortion error. Although the FUSE difference image was able to demonstrate 

the cortical bone contrast, the presented anatomical details look slightly different from the CT result 

(the yellow boxes in Figure 4.4.b and c). One possible explanation is that these two imaging 

modalities have different contrast mechanisms.  

 

It is feasible to use the FUSE sequence to generate the sCT data for the skull bone and apply the 

sCT data in RTP to produce equivalent dosimetry to the authentic CT data. The dose calculations 

between the two plans are comparable (i.e., the difference of mean dose is less than 1%), which 

suggests the FUSE-based synthetic CT data is clinically equivalent to traditional CT (Figure 4.6). 

Other studies also demonstrated similar dose calculation results between traditional CT and sCT 

using the bulk density assignment (218,220). 

 

One major limitation of this study was that we did not explore other long-T2 suppression 

techniques, which might better isolate the cortical bone signal. Another limitation was that we did 

not perform any geometric distortion correction to our FUSE images. However, this problem still 

deserves some investigation and could potentially improve the fidelity of the MR-derived CT data. 

For another limitation, we were unable to include more realistic head anatomy, for example, water, 

white matter, or grey matter, to evaluate the feasibility of our FUSE sequence for sCT generation. 

 

In future work, we want to explore other long-T2 suppression techniques, which can provide a 

better delineation for the cortical bone. Also, we want to introduce a geometric distortion correction 
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function to our FUSE sequence. Last, we will investigate the feasibility of our FUSE sequence for 

providing the synthetic CT data for in vivo cases. 

 

4.5. Conclusion 

The spiral trajectory of our FUSE sequence is superior to the radial trajectory for providing a higher 

SNR efficiency and better artifact control. We used the Spiral-Cones trajectory and the dual-echo 

subtraction method, obtaining an enhanced cortical bone contrast in the FUSE difference image. 

The FUSE difference image and CT image demonstrated a DSC of 0.72 for the geometric similarity. 

The FUSE-based sCT and authentic CT data were respectively used to create radiation treatment 

plans, showing comparable dosimetry: the dose differences of minimum, maximum, and mean 

between the two modalities are less than 4.7%, 0.2%, and 0.1%, respectively. In summary, we have 

shown the feasibility and potential of our FUSE sequence for generating the sCT data that is 

clinically equivalent to the traditional CT for RTP. 
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Chapter 5 Integrated Discussions and Future Considerations 

 

Synopsis: This chapter discusses the totality of this work from an overall point of view. The 

first section summarizes the findings of each chapter. In the second section, the three studies 

(Chapters 2-4) are discussed altogether. The third section details our contribution from 

development to evaluation to application. Lastly, we propose specific future directions for 

expanding our work. 

 

5.1. Summary of Findings 

Ultrashort echo time (UTE) sequences can provide direct anatomical detail for short T2 tissues that 

appear as signal voids on conventional magnetic resonance (MR) images. However, it is unclear 

what particular UTE techniques and associated parameters are optimal for visualization and 

quantification for different applications. For example, differing approaches might be necessary to 

obtain a high-resolution image of skull cortical bone morphology for radiation treatment planning 

versus to carry out a quantitative T2* relaxation time assessment in the meniscus. The reason for 

this is that there lacks a sequence that allows for systematic evaluation regarding image quality 

(producing or diminishing of artifact), signal-to-noise (SNR) ratio and other features particular to 

the specific application. Therefore, this work proposed a novel Flexible Ultra Short Echo time pulse 

sequence (i.e., FUSE) featuring thirteen user-configurable acquisition techniques enabled with 

flexible changes of parameters. We evaluated the application of FUSE in musculoskeletal (MSK) 

imaging and synthetic computed tomography (sCT) generation. The main findings of this thesis 

are summarized as follows: 

 

• The improvement of UTE images can be achieved by optimizing aspects of both 

acquisition and reconstruction. The direct comparisons using the FUSE sequence 

demonstrated that different choices of the acquisition techniques (e.g., the RF pulses, 

trajectories, and long-T2 suppression techniques) present a varied impact on the reduction
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of artifacts, SNR, and contrast enhancement. Also, with a proper adjustment for the various 

acquisition parameters, the UTE images can be improved with reduced artifacts, higher 

SNRs, and short-T2 contrast enhancements. As a result of the reconstruction development, 

we discovered that the novel density correction and the customized off-resonance 

correction implemented in the reconstruction pipeline could effectively improve the image 

quality by compensating the artifact. As the novelties of this work, this thesis presents, 

1) flexible UTE acquisition variations for direct comparisons (FUSE sequence),  

2) 3D half-Sinc excitations available with the 3D radial (‘Koosh-Ball’) and 3D Spiral-

Cones trajectory,  

3) new forms of analytic density correction functions for the 2D radial, 3D radial, and 3D 

spiral trajectory, and  

4) an extended 3D deblurring algorithm for the correction of the off-resonance artifact.  

This chapter conveyed valuable information and guidance on selecting appropriate UTE 

techniques and parameters for the subsequent MSK and sCT studies. 

 

• The FUSE sequence can provide superior contrast between short and long T2 tissues 

in the knee and multi-parametric quantitative mapping of the meniscus, including T1 

relaxation time, T2* relaxation time, and QMT parameters. Both qualitative and 

quantitative properties of the short T2 tissues are essential for the early assessment of MSK 

tissue degeneration, in diseases such as knee OA. However, properly retrieving of this 

information needs specialized UTE techniques, such as the various long-T2 suppression 

techniques or quantitative magnetization transfer (QMT) modelling using the Spiral-Cones 

acquisitions. The results of Chapter 3 showed it was feasible to adapt our equipped long-

T2 suppression techniques to different short T2 tissues in the knee for the best visualization. 

Particularly, the magnetization transfer (MT) pulse and FUSE sequence can effectively 

isolate the cortical bone signal in the magnetization transfer ratio (MTR) image while other 

long-T2 suppression techniques cannot. Also, our UTE sequence was able to provide robust 

quantitative imaging methods, including the QMT modelling, T1-mapping, and T2* 

mapping. As a cutting-edge technique, the combination of the MT pulse (adjustable with 

the power and frequency offset) and our newly developed UTE acquisition scheme, 

utilizing a 3D half-Sinc excitation with a Spiral-Cones trajectory, was able to estimate QMT 
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parameters; we used the meniscus as a model to demonstrate the feasibility. This chapter 

demonstrated great promise to extend our UTE sequence to in vivo studies of healthy and 

diseased joints and to other short T2 tissues in the knee.  

 

• The FUSE sequence successfully delineated bone contrast in a manner comparable to 

CTs, demonstrating the potential for improved synthetic CT generation for RTP. 

High-quality UTE images lay the foundation for sCT generation, but the techniques and 

protocols for cortical bone imaging require systematic optimization of parameters to reduce 

artifacts, increase SNR, and minimizing time. The results of Chapter 4 showed that the 

image artifact, SNR, and imaging time were highly dependent on the choice of trajectory 

and the acquisition parameters-e.g., the numbers of the in-plane trajectory lines or out-of-

plane trajectory lines (cones). Most commercially available UTE sequences are not 

equipped with this flexibility making direct bone imaging for sCT untenable. After 

understanding the variation, we customized the scan parameters for visualizing the skull 

bone, and the UTE bone contrast was assessed to be similar to the CT image. This chapter 

presented the great potential to use the FUSE sequence to develop the MR-only radiation 

therapy (RT) workflow for use in the routine clinic, which will benefit both patients and 

clinicians by minimizing assessment time and data processing, respectively. 

 

5.2. General Discussion 

5.2.1. Why is UTE important? 

Short-T2 tissues, including MSK tissues and cortical bone, are an essential subset of the human 

body and develop diseases (e.g., OA in the knee) or represent necessary information for treatments 

(e.g., imaging of cortical bone for MR-only radiation treatment planning, RTP). However, 

obtaining high-quality MR images of short-T2 tissues for visualization and quantification is always 

a challenging task. One major setback is that conventional MR techniques cannot provide enough 

signal for the short-T2 tissues, although these techniques are superior to other modalities like CT 

for the imaging of soft tissues. The root cause is that some short-T2 tissues have an extremely short 

T2 (less than 1 ms), which leads to a significantly rapid signal decay before the acquisition. 

Therefore, researchers have developed UTE pulse sequences to achieve an early signal acquisition 

for the short-T2 tissues. With numerous UTE techniques developed, many applications, varying 
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from the MSK tissues to the cortical bone in RTP to imaging the lung, benefit from the visualization 

and quantification in the short-T2 tissues for providing both research and theranostic information 

(57,106,232). As demonstrated in Chapter 3, UTE can generate various morphological contrasts in 

the whole knee, especially for the meniscus, tendon, and cortical bone. Also, UTE allows for 

quantitative assessment of the T1-mapping, T2*-mapping, and QMT modelling in short-T2 tissues 

like the meniscus. As another example of the application, in Chapter 4, UTE presents a clear 

delineation of the skull, including the cortical bone, and exhibits its potential of use in MR-only 

RTP. In summary, UTE, as a specialized MRI pulse sequence, uncovers the imaging domain of 

short-T2 tissues, which is not accessible by conventional MRI pulse sequence. 

 

5.2.2. What makes our UTE pulse sequence different? 

Our FUSE sequence provides flexible combinations of various acquisition techniques (e.g., RF 

pulses, trajectories, and long-T2 suppression techniques), allowing for optimizing the use of the 

sequence for different applications. Researchers usually develop or utilize a single-function UTE 

sequence, e.g., one half-Sinc pulse with one 2D radial trajectory or one 3D rectangular pulse with 

one 3D spiral trajectory. They then use it for all the group’s work because that is all that is available, 

not because it is the best approach for the application. However, various UTE techniques have not 

been compared directly, and the optimal scan functions and parameters used under different 

scenarios have not been comprehensively investigated. For example, when we approached the 

UTE-QMT portion of the MSK study in Chapter 3 our questions include what techniques and 

parameters were required to ensure a well-sampled acquisition while retaining minimal RF energy 

deposition from the high-power magnetization transfer (MT) pulse recurring in each acquiring 

cycle for multiple scans. In Chapter 4 we had to determine the best trajectory and associated 

parameters to produce the artifact-free and both SNR- and time-efficient images demanded in sCT 

generation. To answer these questions with valid evidence, researchers need a sequence that has 

the capability to compare different UTE techniques head-to-head with varying parameters for 

evaluation. Our sequence meets this need. Specifically, our sequence provides flexible scan 

combinations, including the options of half-Sinc and rectangular RF pulse, radial and spiral 

trajectory, 2D/3D dimension, and multiple long-T2 suppression techniques. The evaluation results 

in Chapter 2 showed that that spiral interleaves as few as 64 could sufficiently produce a fully 

sampled scan, and high bandwidth and auto-deblurring algorithm would effectively improve image 
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quality by repressing the off-resonance artifact. These results informed our design of the UTE-

QMT protocols in Chapter 3; specifically, that the RF deposition could exceed the SAR limit as 

the number of spiral interleaves mounted, and the fat (widely distributed in the knee) could lead to 

the off-resonance artifact. Further, the evaluation results in Chapter 4 suggested that the spiral 

trajectory was more suitable in sCT generation for providing better control of artifact with more 

SNR- and time-efficient short-T2 imaging than the radial trajectory. Thus, what we learned in 

Chapter 2 is instrumental in informing our work and also the work of others in the field in terms of 

the trade-offs between different UTE parameters. No other study has made this important 

comparison to date. Likewise, we also characterized other UTE techniques and the associated 

parameters in Chapter 2, and the outcomes provided us instructive guidance for the applications in 

Chapters 3 and 4. In summary, what makes our FUSE sequence different is its flexibility for the 

scan customization for a particular application, for example, cortical bone imaging using MTR 

contrast. 

 

5.2.3. How can we take advantage of our flexible UTE sequence? 

Our sequence provides flexibility by varying the UTE acquisition techniques and parameters, 

which can support many applications. For qualitative imaging, we enabled multiple long-T2 

suppression techniques for the sequence, including the dual-echo subtraction, water/fat saturation 

pulse, and MT pulse, which could produce various morphological contrasts by selectively targeting 

specified long-T2 materials while highlighting other short-T2 and long-T2 components. In Chapter 

2, we evaluated the suppression performance of each technique on various materials, i.e., rubber 

(short-T2), water, grapeseed oil, and agar. Knowing their characteristics of suppression and 

enhancement, we further applied and evaluated these techniques for whole knee imaging in Chapter 

3. Understanding that the knee is an integrated MSK system comprised of many different types of 

long-T2 (e.g., muscle, marrow, or fat) and short-T2 tissues (e.g., tendon, meniscus, or cortical bone), 

we found that the contrast enhancement for each short-T2 tissue type varied between these 

techniques. Thus, parameter choice may differ depending on the tissue of interest. Moreover, in 

Chapter 4, we adopted the dual-echo subtraction technique and successfully extracted the cortical 

bone contrast from the long-T2 background-i.e., saline water. These techniques make our sequence 

a multi-contrast imaging tool that allows for specific short-T2 tissue enhancement. There are 

infinite possibilities of how contrast can be scaled and combined to highlight and suppress various 
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signals acquired using our sequence. Also, our evaluations show that our sequence is promising for 

utilization in other potential short T2 imaging. Quantitative-imaging-wise, besides the regular T1 

and T2* mapping achieved by the variable-flip-angle (VFA) and variable-time-of-echo (VTE) 

method, the adjustable MT pulse also grants our UTE sequence the capability of QMT modelling 

(this combination is still a relatively new quantification attempt with only one other group in the 

world doing UTE-QMT (179)). In Chapter 3, we demonstrated that all these techniques could 

estimate the intrinsic MR properties of the meniscus, providing enriched quantitative information, 

especially the UTE-QMT mapping. These estimated property parameters can potentially serve as 

biomarkers, which we can use to characterize both healthy tissues and the disease or degeneration 

specifically happening within short-T2 tissues, similar to the successful quantitative mapping work 

that has been done in articular cartilage using cartesian sequences (106,173,174). To sum up, using 

our FUSE sequence, we can compare different acquisition techniques with matching parameters 

(e.g., the spiral and the radial trajectory with the same in-plane trajectory lines) to determine the 

optimal acquisition scheme and parameters for a particular application. 

 

5.3. Scientific Contributions 

This thesis centered around our novel FUSE sequence from development to evaluation to 

application; many contributions were made in terms of these three aspects: 

 

For the novelties about the development detailed in Chapter 2, 

1. We developed a pulse sequence that included variable options for the RF pulse, trajectory, 

dimension scheme (2D/3D), and long-T2 suppression method, allowing for direct 

comparisons between varying acquisitions. 

2. We implemented a 3D half-Sinc RF pulse with and without a variable-rate selective 

excitation (VERSE) modification; these 3D half-sinc pulses can be flexibly combined with 

the 3D radial (‘koosh-ball’) and 3D Spiral-Cones trajectory. 

3. We proposed new forms of analytic density correction functions for the 2D radial, 3D radial, 

and 3D spiral trajectory, which all showed improved performance.  

4. We mathematically re-derived in three dimensions the auto-deblurring algorithm, which 

has never been done before (the original algorithm was proposed in 2D (123)). 
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For the novelties regarding the evaluation detailed in Chapter 2, 

1. We compared three pathways for correcting the off-resonance artifact in spiral scans, 

including multiplying the spiral interleaves during the acquisition, increasing bandwidth 

during the acquisition, and turning on the auto-deblurring correction algorithm during the 

reconstruction. We discovered that increasing either the bandwidth or the spiral interleaves 

could effectively suppress the off-resonance artifact. Also, we found that introducing the 

auto-deblurring correction algorithm to either of two methods can help eliminate the artifact, 

which would be a better option over others. For example, in our studies, at least 410 Hz for 

the bandwidth-per-pixel or 128 spiral interleaves was required to obtain an artifact-free 

image if the auto-deblurring correction algorithm was also on. (These settings are subject 

to changes of other scan parameters, for example, the field-of-view). However, determining 

the best approach for correcting the off-resonance artifact in spiral scans still needs more 

quantification. In addition, we also found that increases of both bandwidth and spiral 

interleaves simultaneously were not possible due to the system's limitations.  

2. We discussed the optimal combination of the RF pulse and the trajectory from the 

viewpoints of contrast, SNR, and time efficiency; this evaluation is novel majorly because 

the 3D half-Sinc pulses (including the VERSE modification) have not been evaluated 

between themselves or against the rectangular pulse when combining with different 3D 

trajectories. With matchable scan settings, we were able to show that the combinations 

between the Spiral-Cones trajectory and all the 3D RF pulses present better SNRs than the 

combinations using the 3D radial trajectory. 

3. We showed that the VERSE-modified 3D half-Sinc pulse allowed for an absolute, shorter 

minimal TE than the rectangular pulse and regular 3D half-Sinc pulse. The reason was that 

the VERSE-modified half-Sinc pulse's duration was not counted in the minimal TE 

calculation, and this pulse itself also does not require the refocusing gradient. Also, we 

found that the regular and the VERSE-modified 3D half-Sinc pulse can provide comparable 

outcomes in terms of contrast and SNR; this comparison has not been carried out before to 

the best of our knowledge. Last, prescribed with the same RF flip angles for each intact RF 

pulse (i.e., the flip angle for two half-Sinc pulses is equal to the one for one rectangular 

pulse), the two 3D half-Sinc pulses (including the VERSE modification) present a different 
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contrast than the rectangular pulse. This observation was found in our study, and it deserves 

further investigation.  

4. Using the VERSE-modified 3D half-Sinc pulse, we presented the shortest minimal TE of 

20 us enabled by our FUSE sequence, which is also the Siemens system’s permissible TE 

limitation.  

5. We comprehensively compared the various long-T2 suppression techniques implemented 

in our FUSE sequence in terms of the enhanced contrast and SNR. In comparison to other 

common long-T2 suppression techniques, including the dual-echo subtraction, fat-

saturation pulse, and water-saturation pulse, the results showed that the MT saturation 

provided by the UTE sequence was able to achieve an almost complete suppression for the 

water and oil. The produced MT contrast using UTE is unusual but will be very useful in 

knee imaging for suppressing the enriched fat signal (as an alternative to the commonly 

used fat-saturation pulse).  

 

For the novelties exhibited by the applications detailed in Chapters 3 and 4, 

1. A comprehensive comparison has not been assessed among various long-T2 suppression 

methods directly before (Chapter 3). We utilized the various long-T2 suppression 

techniques in our FUSE sequence to create morphologic images that isolate signals from 

the different knee joint tissues. As enlightened by Chapter 2, we used our FUSE sequence 

with the MT-saturation to scan the whole knee and showed that this method could 

exclusively isolate the cortical bone signal in the MTR contrast. 

2. We developed UTE-QMT protocols using a novel combination of 3D half-Sinc pulse 

excitation and Spiral-Cones trajectory to quantify menisci as other studies mainly used 3D 

rectangular pulse excitation with Spiral-Cones trajectory for 3D UTE-QMT modelling 

(92,158). Also, we studied the impacts of the absorption lineshape (Gaussian vs. Super-

Lorentzian) and B1 correction on the outcomes of the UTE-QMT fitting (Chapter 3). and 

3. To develop optimal UTE protocols for cortical bone imaging in sCT generation, we used 

the FUSE sequence to carry out a systematic evaluation that used the trajectory types and 

their parameters for acquisition sampling as the controlled variables to assess the variation 

of artifact, SNR, and time consumption. This work demonstrated that the treatment plans 

using true CT and FUSE-derived sCT data produced similar dosimetric results (Chapter 4).  
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5.4. Overall Strengths and Limitations 

The specific strengths and limitations of this work have been detailed in each chapter. Therefore, 

this section primarily focuses on the strengths and limitations from an overall point of view. 

 

5.4.1. Strengths 

The major strength of this thesis is that I have spent several years developing a sophisticated 

working MRI pulse sequence (i.e., FUSE). The development of the sequence and its reconstruction 

pipeline required me to practically use physical principles and convert mathematic expressions into 

practical biomedical engineering solutions. This means I needed to understand the theories of the 

various UTE techniques and be able to implement them through programming and make sure they 

could return expected results. Also, I needed to ensure the programmed sequence complied meeting 

hardware conditions and passed safety tests since we never want to cause danger to patients or/and 

damage the equipment. Gathering from all the experiments performed, we are certain that our 

sequence meets all system safety standards. Besides these, we are confident in our results for 

generally providing comparable, if not superior, results with a packaged Siemens UTE sequence. 
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5.4.2. Limitations and Challenges 

One major limitation that played a factor through the course of performing my research was that 

due to the COVID-19 pandemic. The pandemic presented challenges to performing human studies. 

For example, I was not able to scan human knee cadavers as planned because I did not have access 

to these resources during this unprecedented period. To overcome this crisis, we had to make some 

necessary compromises for my research without undermining the quality of this work. Therefore, 

we switched to the bovine stifle joint samples, which can provide realistic tissue properties for 

carrying on my imaging tests. This change of plan was not ideal but helped me finish my thesis.  

 

Another challenge was that the 3 Tesla scanner previously available for my research became 

unavailable due to tightening hospital resources. This change led me to collect data at the Hospital 

for Sick Children in Toronto. 

 

Another limitation was that a single-set offline reconstruction for the FUSE sequence could take 

hours to finish. As my computer for the sequence development does not have the computational 

power that the scanner has, I spent many months obtaining all my results for one experiment. I 

chose to develop my reconstruction pipeline on my computer instead of using the inline 

reconstruction development software is because I needed to implement many investigational 

techniques, including my novel regridding approach and off-resonance correction algorithm. This 

option was efficient for the development but not for the data collection. For example, the 

reconstruction time for one dataset can be up to 8 hours on a laptop. 

 

5.5. Future Work 

Ultimately, we aim to translate our FUSE sequence into in vivo clinical applications with a broader 

scope, ranging from MSK imaging to sCT generation to proton lung imaging. However, before 

that, there are still some aspects of the work that we would like to improve upon: 

 

1. Our current FUSE sequence uses offline reconstruction, which is workable and sufficient 

for research. However, in an in vivo clinical environment, we would prefer an inline, on-

scanner reconstruction that allows for a real-time image examination. This scenario is 
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crucial for facilitating the clinical workflow in terms of time-saving where clinicians do not 

need to wait for the raw MR data to be ported offline and reconstrued later.  

2. We also want to explore other reconstruction methods like NUFFT for the FUSE sequence 

and contrast it with the current gridding-based reconstruction algorithm. We might want to 

retain multiple reconstruction methods for users to achieve customized or optimal 

reconstruction results (for a specific application).   

3. We could also make our FUSE sequence compatible with higher field strengths, for 

example, 7 Tesla, since our current FUSE sequence was developed on a 3 Tesla system. 7 

Tesla systems are becoming more feasible in a research or clinical setting. The higher field 

strength means a stronger signal, so the imaging of short T2 tissues using the FUSE 

sequence could really benefit from gaining the stronger signal enabled by the 7 Tesla system. 

4. Since our FUSE sequence uses non-Cartesian trajectories for 2D and 3D acquisitions, we 

will need to evaluate the potential geometric distortion introduced by the different 

trajectories and develop the corresponding correction algorithms. The distortion assessment 

is essential for sCT generation using UTE sequences to assist a safe and effective MR-only 

radiation therapy delivery. 

5. For in vivo applications, clinicians and researchers always appreciate efficient scans, 

including UTE acquisitions. Therefore, we could explore the parallel imaging or the 

compressed sensing technique for implementation in our FUSE sequence for better 

efficiency (233,234). These acceleration techniques could potentially shorten the entire 

scan time of the quantitative imaging whose fitting models require multiple sampling (i.e., 

acquisition sets), especially for 3D in vivo quantification involving the QMT or the VTE-

T2* modelling.  

6. Last, although the centre-out non-Cartesian trajectories (like the 2D/3D radial and spiral in 

our sequence) are relatively insensitive to motion (comparing to the Cartesian trajectory), 

their motion sensitivity deserves more investigation for application in proton lung imaging. 

To compensate for the motion introduced by breathing, we will need to develop the gating 

or navigator technique suitable for our sequence. 

 

5.6. Conclusion 
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The FUSE is the first UTE sequence that provides robust, flexible acquisition options from the 

various RF pulses to trajectories to long-T2 suppression techniques. In this work, we have 

demonstrated that it was feasible to employ the FUSE sequence to create morphological images 

that isolate signals from the various tissues in the knee. We have also shown that it was feasible to 

utilize the FUSE sequence to provide a comprehensive quantitative evaluation for the meniscus, 

including the biomarkers of UTE-T1, UTE-T2*, and the various UTE-QMT parameters. Last, we 

applied the FUSE sequence for the skull bone imaging and were able to generate the sCT data. The 

generated sCT data using the FUSE was able to provide dosimetric equivalence to the 'true' CT 

data, proving the FUSE's clinical feasibility in radiation treatment planning. 

 

In this thesis, a flexible, product-quality UTE sequence that incorporated various acquisition 

options was developed, which allowed us to directly compare sequence features and optimize short 

T2 imaging methods for different applications.  
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Figure 1.9: 
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Figure 1.10: 
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