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Abstract

The purpose of drug repositioning is to predict novel treatments for existing drugs. It saves time and

reduces cost in drug discovery, especially in preclinical procedures. In drug repositioning, the challenging

objective is to identify reasonable drugs with strong evidence. Recently, benefiting from various types of data

and computational strategies, many methods have been proposed to predict potential drugs.

Signature-based methods use signatures to describe a specific disease condition and match it with drug-

induced transcriptomic profiles. For a disease signature, a list of potential drugs is produced based on

matching scores. In many studies, the top drugs on the list are identified as potential drugs and verified in

various ways. However, there are a few limitations in existing methods: (1) For many diseases, especially

cancers, the tissue samples are often heterogeneous and multiple subtypes are involved. It is challenging to

identify a signature from such a group of profiles. (2) Genes are treated as independent elements in many

methods, while they may associate with each other in the given condition. (3) The disease signatures cannot

identify potential drugs for personalized treatments.

In order to address those limitations, I propose three strategies in this dissertation. (1) I employ clustering

methods to identify sub-signatures from the heterogeneous dataset, then use a weighting strategy to con-

catenate them together. (2) I utilize human protein complex (HPC) information to reflect the dependencies

among genes and identify an HPC signature to describe a specific type of cancer. (3) I use an HPC strategy

to identify signatures for drugs, then predict a list of potential drugs for each patient.

Besides predicting potential drugs directly, more indications are essential to enhance my understanding

in drug repositioning studies. The interactions between biological and biomedical entities, such as drug-drug

interactions (DDIs) and drug-target interactions (DTIs), help study mechanisms behind the repurposed drugs.

Machine learning (ML), especially deep learning (DL), are frontier methods in predicting those interactions.

Network strategies, such as constructing a network from interactions and studying topological properties, are

commonly used to combine with other methods to make predictions. However, the interactions may have

different functions, and merging them in a single network may cause some biases. In order to solve it, I

construct two networks for two types of DDIs and employ a graph convolutional network (GCN) model to

concatenate them together.

In this dissertation, the first chapter introduces background information, objectives of studies, and struc-

ture of the dissertation. After that, a comprehensive review is provided in Chapter 2. Biological databases,

methods and applications in drug repositioning studies, and evaluation metrics are discussed. I summarize

three application scenarios in Chapter 2.

The first method proposed in Chapter 3 considers the issue of identifying a cancer gene signature and

predicting potential drugs. The k -means clustering method is used to identify highly reliable gene signatures.

The identified signature is used to match drug profiles and identify potential drugs for the given disease.

The second method proposed in Chapter 4 uses human protein complex (HPC) information to identify a
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protein complex signature, instead of a gene signature. This strategy improves the prediction accuracy in the

experiments of cancers. Chapter 5 introduces the signature-based method in personalized cancer medicine.

The profiles of a given drug are used to identify a drug signature, under the HPC strategy. Each patient

has a profile, which is matched with the drug signature. Each patient has a different list of potential drugs.

Chapter 6 propose a graph convolutional network with multi-kernel to predict DDIs. This method constructs

two DDI kernels and concatenates them in the GCN model. It achieves higher performance in predicting

DDIs than three state-of-the-art methods.

In summary, this dissertation has proposed several computational algorithms for drug repositioning.

Experimental results have shown that the proposed methods can achieve very good performance.
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1 Introduction

1.1 Background

Drug repositioning is a strategy for drug development which predicts novel treatments for existing drugs. The

most fruitful basis for the discovery of a new drug is to start with an old drug [1]. It saves time and reduces

cost in drug discovery, especially in preclinical procedures. Unlike traditional drug repositioning approaches

that utilize biological experiments, computational approaches can identify potential drugs more effectively.

Benefiting from the development of biotechnology and expansion of biological data, many databases are

constructed, which is a foundation of computational approaches. Multiple types of datasets about drugs,

diseases, targets, etc, are employed in those approaches [2].

Another foundation of computational approaches is the algorithm. Commonly used algorithms are

signature-based methods, machine learning (ML), and deep learning (DL) methods. Additionally, network

strategies are employed as a part of those methods. Signature-based methods identifies a signature to describe

a disease condition and matches it with several drug-induced profiles [3, 4, 5]. According to their matching

scores, potential drugs are predicted. Therefore, the signature plays an important role in identifying a reliable

result.

ML and DL have been employed to solve problems in many fields, such as medical image processing

and semantic analysis, while DL is a subset of ML. They can learn from vast datasets effectively, and

construct models in different fields. The various types of basic ML methods, such as classified-based methods

[6], ensemble methods [7], instance-based methods [8], and neural network methods [9], have been used to

predict potential associations between biological and biomedical entities. A DL model is often a neural

network with multiple layers. In drug repositioning studies, the DL models are employed to either reduce

feature dimensions of drugs, targets, etc [10], or predict potential associations between them [6]. Moreover,

network strategies are commonly used to combine with prior methods, such as constructing a heterogeneous

network [11] and identifying topological properties on the network [4].

In drug repositioning studies, the predictions of associations are mainly focused on three scenarios: drug-

disease associations (DDAs) [12, 13, 14, 15, 16], drug-drug interactions (DDIs) [9, 17, 18, 19, 20], and drug-

target interactions (DTIs) [21, 22, 23, 24, 25]. The predicted DDAs are the potential associations between

drugs and diseases. Besides the signature-based methods, other methods can also be employed to predict

potential DDAs. A DDI refers to a novel pharmacological effect of the two drugs, different from the known

effects of two drugs when used alone. A DTI reflects that the target is addressed by a drug to produce the
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desired effect. Although both DDI and DTI cannot give a direct prediction about potential drugs, they help

us to understand the mechanism of actions (MoAs) of drugs for drug repositioning.

This dissertation mainly focuses on signature-based methods and DL models to predict potential drugs

for cancers and DDIs, respectively. In my studies, I first develop signature-based methods to predict potential

drugs for some types of cancers, such as breast cancer, and colorectal cancer. Both disease signatures and

drug signatures achieve good performance in prediction. Then I use a DL model to predict DDIs, which

imply possible physiological effects of drugs and infer pharmacological functions.

1.2 Motivations and objectives

The overall objectives of my studies are predicting potential drugs for different diseases with multiple types

of data and identifying drug-drug interactions. Several issues are addressed in my studies.

First, considering that I use tumor and normal tissue samples of patients to construct a gene signature

of specific cancers, the inner-tumor heterogeneity should not be ignored. Therefore, treating all samples as

a homogeneous set may average off the differences among the samples. Thus, developing a strategy to solve

this problem is useful in my research.

Second, the gene signatures do not take the dependencies between genes into account, as genes work

together in terms of protein complexes in the development of diseases. Therefore, a signature strategy

involve in protein complex should be proposed to improve its quality in matching disease signatures and drug

profiles.

In previous studies, in order to identify a disease signature, the sample size had to be large enough.

However, the disease sample is often a single case in practice, especially for personalized medicine. A drug

signature strategy for single patient samples is proposed.

Finally, since some drugs have been identified to have potential treatments for a specific disease, their

physiological effects and pharmacological functions are unclear. DDIs help us to understand the MoAs of

drugs, and propose potential drug combinations. Additionally, the DDIs have different functions, so that

constructing a single network may cause biases. Therefore, a DDI prediction method that utilizes multiple

networks is proposed.

Based on these motivations, I have the following objectives:

Objective 1: Review existing computational algorithms and databases for drug repositioning.

Objective 2: Develop a new strategy to identify disease gene signatures and predict potential drugs for

several types of cancers.

Objective 3: Develop a new form of signature to describe cancer conditions and predict potential drugs.

Objective 4: Develop a strategy to identify drug signatures for personalized cancer medicine.

Objective 5: Develop a graph convolutional network with multi-kernel to identify potential drug-drug

interactions.
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1.3 Organization of the dissertation

This is a manuscript-style dissertation. The main content is presented in the form of published or submitted

manuscripts that I have written during my Ph.D. study. An introduction is given at the beginning of each

chapter to describe the connection of the manuscript in the context of the dissertation. All manuscripts have

been reformatted to maintain consistency. The reference lists of all publications have been unified, and there

is only one bibliography at the end of the dissertation.

The remainder of the dissertation is organized as follows. Chapter 2 reviews the existing computational

methods, databases, evaluation metrics, and applications in drug repositioning. Chapter 3 employs a type

of machine learning method in identifying disease signatures from patient samples. Chapter 4 proposes a

type of protein complex signature of specific diseases and identifies their potential drugs. Chapter 5 proposes

a strategy to identify drug signatures and predict potential drugs for a single patient. Chapter 6 proposes

a graph convolutional network with multi-kernel to predict potential drug-drug interactions. Chapter 7

summarizes the work presented in this dissertation and discusses several future directions for this research.

The list of publications is listed in Appendix A, while the copyright permissions of the manuscripts are

included in Appendix B.
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2 Drug repositioning: computational methods,

databases and evaluations

Prepared as: Fei Wang, Xiujuan Lei, and Fang-Xiang Wu. A review of drug repositioning based chemical-

induced cell line expression data. Current Medicinal Chemistry, 2019, 26, 1-10. FW reviewed the existing

literature, and FXW supervised the study. FW and FXW wrote the manuscript. All authors read, revised,

and approved the final version of the manuscript.

Prepared as: Fei Wang, Yulian Ding, Xiujuan Lei, Bo Liao, and Fang-Xiang Wu. Machine learning and

deep learning strategies in drug repositioning. Current Bioinformatics, 2021. FW reviewed the existing

literature, and FXW supervised the study. FW and FXW wrote the manuscript. All authors read, revised,

and approved the final version of the manuscript.

This chapter presents a literature review of computational methods, databases, and evaluation metrics

used in drug repositioning. The review classifies current drug repositioning studies into three scenarios: Drug-

Disease Association (DDA), Drug-Drug Interaction (DDI), and Drug-Target Interaction (DTI). Three types

of methods, including signature-based methods, basic machine learning (ML) methods, and deep learning

(DL) methods, are summarized. Furthermore, network strategy is applied as a part of those methods. The

pros and cons of different types of methods are discussed, as well as several perspectives to improve them.

Commonly used databases and evaluation metrics are also discussed so that researchers can easily develop

their algorithms. This chapter fulfills Objective 1 of this dissertation.

Abstract

Drug repositioning is to find novel usages for existing drugs. It plays an important role in drug discovery,

especially in the preclinical stages. Compared with the traditional drug discovery approaches, computational

approaches can save time and reduce costs significantly. Since drug repositioning relies on existing drug-,

disease-, and target-centric data, many methods have been proposed to identify useful information from

multiple data resources. Based on transcriptomic data, signature-based methods are proposed to predict the

potential connections between drugs and diseases. The disease profiles are used to identify a signature, which

is used to match the drug-induced profiles. According to the matching scores, the potential drugs for a given

disease are predicted.

When dealing with more types of data, ML approaches can construct models and learn from vast datasets
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effectively. Deep learning (DL) is a subset of ML and appears in drug repositioning much later than basic

ML. Nevertheless, DL methods have shown great performance in predicting potential drugs in many studies.

In this chapter, I review some commonly used signature-based methods, basic ML and DL approaches

in drug repositioning. Firstly, the related databases are introduced, while all of them are publicly available

for researchers. Two types of pre-processing steps, calculating similarities and constructing networks based

on those data, are discussed. Secondly, the strategies are illustrated separately. Thirdly, I review the latest

studies about the applications in three scenarios: DDA, DDI, and DTI. Finally, I discuss the limitations in

current studies and suggest several directions of future work to address those limitations.

2.1 Introduction

In traditional pharmaceutical industry, putting a new drug on the market is very costly and time-consuming.

About 1 billion US dollars and ten years are common [26]. The related budgets are still increasing rapidly.

In traditional drug discovery pipeline, three major procedures are essential: preclinical experiments, clinical

trials, and regulatory approval [27], as shown in Figure 2.1. Several thousands of small compound candidates

are typically studied to develop one new drug. However, in many projects, no drug can be taken to the

market successfully.

Figure 2.1: The drug discovery pipeline.

Drug repositioning approaches are proposed to identify novel treatments for existing drugs in order to

save time, reduce cost, and improve the possibility of success. The safety and other properties of existing

drugs have been studied clearly so that preclinical periods can be reduced significantly. Some successful drugs
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have been identified to have novel treatments for different diseases and approved by the United States Food

and Drug Administration (FDA), such as sildenafil, thalidomide, zidovudine, minoxidil, and celecoxib [28].

Those drugs are generated by two types of drug repositioning approaches, which are phenotypic screening

and target-based approaches [29]. In the first decade of the 21st century, 45 small compounds were proposed

by those two types of approaches, 28 of which were identified by phenotypic screening [30, 31].

However, the traditional drug repositioning approaches still have some limitations. In phenotypic screen-

ing, small animal models and cell-based models are necessary. The robustness and relevance of models

influence the success of screening [32]. In target-based approaches, the experiments are based on assays, and

the number of effective drug targets is limited [33]. Computational drug repositioning approaches are pro-

posed to predict potential drugs without biological experiments. Based on biological data, various algorithms

and applications are proposed to identify novel treatments for existing drugs.

Signature-based method identifies a signature of a specific disease (or a specific drug) and predicts a list

of potential drugs. The disease signature is a list of genes that characterize a disease condition. Differentially

expressed genes (DEGs) between disease and normal conditions are often used to construct a signature

of disease. Additionally, some statistical and network centrality methods are proposed to identify a more

accurate signature, such as moderated T-test [34], Wilcoxon test [35], and network centrality combination

[4]. The identified disease signature is used to query drug perturbation profiles. Gene set enrichment analysis

(GSEA) [36] is employed to calculate the connection scores, and a list of potential drugs are identified based

on the scores. The signature-based methods have predicted several drugs for diseases in drug repositioning

studies [3, 5, 37, 38, 39, 40].

Machine learning (ML) technologies have been applied in many computational fields and achieve good

performance in solving regression, classification, and clustering problems. The concept of “machine learning”

was proposed by Alan Turing in the 1950s [41]. They are useful tools to identify potential drugs in drug

discovery. Deep learning and basic ML are two classes of ML. The basic ML strategies, such as basic neural

network (NN) [6, 9, 42, 43, 44, 45, 46, 47, 48, 49, 50], decision tree [7, 8], random forest (RF) [8, 10, 16, 21, 51,

52, 53, 54, 55, 56], k -nearest neighbor (KNN) [8, 19], random walk (RW) [11, 57, 58, 59, 60, 61, 62, 63, 64, 65],

support vector machine (SVM) [6, 15, 20, 52, 66, 67, 68], and shallow autoencoder [49, 53, 64, 69, 70,

71], have shown their successful usages in predicting potential drug-disease associations (DDAs), drug-drug

interactions (DDIs), and drug-target interactions (DTIs). Those associations and interactions help identify

novel treatments for existing drugs. Many researchers apply ML methods to extract drug, disease, and target

feature vectors from public databases and make predictions based on those vectors [8, 9, 15, 19, 20, 22]. Other

researchers employ ML methods to predict potential missing links on the drug-disease heterogeneous network

[11]. The networks are based on known links and similarities. After training ML models on the networks,

the missing links are given probability values. The predicted DDAs/DDIs/DTIs are based on those values.

Deep Learning (DL) has also been applied to drug repositioning recently, Wen et al. utilized a DL method

to predict potential DTIs [25], which was the first DL application for this purpose. After that, many DL
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methods have been applied to predict potential DTIs, DDAs and DDIs, such as deep neural network (DNN)

[6, 52, 65, 70, 72, 73, 74, 75, 76, 77, 78, 79], convolutional network (CNN) [6, 42, 45, 46, 47, 49, 54, 74, 77, 78,

80, 81, 82, 83, 84], recurrent neural network (RNN) [46, 74], and stacked autoencoder (SAE) [10, 55, 65, 85].

In the applications, many methods focus on predicting some novel DDAs, DDIs, and DTIs. DDAs provide

essential information for drug repositioning [69]. Novel associations may reveal the treatments of existing

diseases with new drugs.

DDIs refer to the pharmacological and clinical responses to a drug combination, different from the known

effects of two drugs when used alone. A drug may enhance the therapeutic efficacy of a drug and reduce the

toxicity of another drug [86]. The predictions of DDIs help find some drug combinations that have better

treatment for a disease, than any of them when given alone. Additionally, based on the “guilt-by-association”

principle [87, 88], similar drugs may have the same treatment.

Identifying DTIs is essential as it provides insights into the experimental design of drug discovery [89].

The targets are molecules that have proven associations with particular diseases [90]. Prediction of novel

DTIs helps find novel usages of existing drugs.

Figure 2.2: The workflow of data, methods, and applications in drug repositioning.

The workflow of this chapter is shown in Figure 2.2. We first summarize some commonly used databases

for drug repositioning purposes in Section 2.2. The most commonly used data types are features of drugs,

diseases, targets, and associations between them [91]. The signature-based methods are mostly based on drug

perturbation profiles and disease tissue samples, which can be treated as drug and disease feature vectors.

The basic ML and DL models are based on the feature vectors, associations, and interactions extracted from

the databases.

The commonly used methods are introduced in Section 2.3. Then their latest applications in drug repo-

sitioning are systematically reviewed in Section 2.4. In order to provide a clear description, we divide them
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into three scenarios: the predictions of DDAs, DDIs, and DTIs. Finally, we discuss the limitations of those

applications and some directions of future work in Section 2.5.

2.2 Biological data

Drugs, diseases, and targets are key components for drug repositioning. Therefore, we first summarize some

databases for drug-, disease- and target-centric information in Table 2.1. Those data consist of many feature

types, such as drug chemical structures, disease phenotypes, and protein amino acid sequences.

Table 2.1: Drug-, Disease- and Protein-Centric Databases.

Names Descriptions URLs

BRaunschweig

ENzyme DAtabase

(BRENDA)

Drug target sequences and 3-D struc-

tures.

https://www.brenda-enzymes.org/

ChEMBL Physicochemical properties of drugs. https://www.ebi.ac.uk/chembl

Connectivity Map

(CMap)

Drug perturbation profiles. https://clue.io/cmap

Comparative

Toxicogenomics

Database (CTD)

Drug-gene, gene-disease, drug-disease

and gene-gene associations.

http://ctdbase.org/

DrugBank Drug-drug interactions, drug substruc-

tures, drug-associated enzymes, path-

ways, and targets.

https://go.drugbank.com/

Drug Gene Inter-

action DataBase

(DGIdb)

Drug related genes, Drug-gene annota-

tions, interactions and potential drug

ability database.

https://www.dgidb.org/

Disease-Gene Net-

work (DisGeNet)

Disease related genes. https://www.disgenet.org/

Drug Target

Common (DTC)

database

Drug-target interactions. https://drugtargetcommons.fimm.fi/

Encyclopedia of

DNA Elements

(ENCODE)

Database of comprehensive parts list of

functional elements in human genome.

https://www.encodeproject.org/
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FDA Adverse

Event Reporting

System (FAERS)

Adverse event reports and medication

error reports submitted to FDA.

https://www.fda.gov/drugs/surveillance/

questions-and-answers-fdas-adverse-

event-reporting-system-faers

Gene Expression

Omnibus (GEO)

High throughput gene expression

datasets.

https://www.ncbi.nlm.nih.gov/geo/

International

Union of basic and

clinical PHARma-

cology (IUPHAR)

database

Drug-target interactions. https://www.guidetopharmacology.org/

Kyoto Encyclope-

dia of Genes and

Genomes (KEGG)

Databases dealing with genomes, bio-

logical pathways, diseases, drugs, and

targets.

https://www.genome.jp/kegg/

Library of Inte-

grated Network-

based Cellular Sig-

natures (LINCS)

Dataset of transcriptional responses of

human cells to chemical and genetic

perturbation. 1.3 Million L1000 profiles

and tools for their analysis.

https://lincsproject.org/

National Drug File

Reference Termi-

nology (NDF-RT)

Drug characteristics, including ingre-

dients, chemical structure, dose form,

physiologic effect, mechanism of action,

pharmacokinetics, and related diseases.

https://bioportal.bioontology.org/ on-

tologies/NDFRT

National Cancer

Institute Devel-

opmental Thera-

peutics Program

(NCI-DTP)

Growth inhibition data. https://dtp.cancer.gov/

Offsides and Two-

sides

A comprehensive database of drug-

drug-effect relationships.

http://tatonettilab.org/offsides/

Online Mendelian

Inheritance in Man

(OMIM)

Human genes and genetic phenotypes. https://www.omim.org/

Open Targets Plat-

form

Comprehensive and robust data inte-

gration for access to and visualization of

potential drug targets associated with

disease.

https://www.targetvalidation. org/
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PubChem More than 90 million compounds chem-

ical information along with their bio ac-

tivities, gene and protein targets.

https://pubchem.ncbi.nlm.nih.gov/

SIDe Effect Re-

source (SIDER)

Adverse drug reactions, side effects and

the indications of marketed medicines,

Information on marketed medicines and

their recorded adverse drug reactions.

http://sideeffects.embl.de/

Search Tool for

the Retrieval

of INteracting

Genes/proteins

(STRING)

Protein-protein interactions, analysis,

and networks.

https://string-db.org/

SuperTarget Drug-target relations. https://bioinformatics.charite.de/ su-

pertarget/

Therapeutic Target

Database (TTD)

Dataset of known and explored thera-

peutic protein and nucleic acid targets,

the targeted disease, pathway informa-

tion and the corresponding drugs di-

rected at each of these target.

http://db.idrblab.net/ttd/

Figure 2.3: An example of a drug-disease heterogeneous network. The solid lines denote the known
drug-disease associations, and the weights of dotted lines denote the similarities. Six different weight
values are exemplified.

In this dissertation, the most frequently used databases are GEO, CMap, LINCS, and DrugBank. The
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Table 2.2: The feature types and similarities of drug-drug, disease-disease, and target-target associ-
ations

Association types Feature types Similarity methods/tools

Drug-Drug Chemical structure CDKSim [92], SIMCOMP [93], Marginalized

[94], Tanimoto [95], Spectrum and Lambda-k

[96]

ATC codes ATCSim [97]

Associated targets Tanimoto [95], GIP [19]

Side effects Sider2 [98], Aers-bit and Aers-freq [99]

Disease-Disease Phenotypes SemFunSim [100], Separation [101]

Ontologies DoSim [102]

Associated genes GIB and PSB [103], ICod [104]

Target-Target Amino acid sequences Smith-Waterman algorithm [105], Spectrum

and Mismatch [106]

Ontologies Semantic similarity [107]

Associated drugs GIP [19]

GEO database consists of a large number of gene expression profiles about different diseases. In my study, I

download profiles of several types of cancers from the GEO database. The patient number in each type of

cancer varies from tens to hundreds. Both CMap and LINCS are databases of drug perturbation profiles. Gene

expression values under different drug perturbations, durations, concentrations, and cell lines are collected.

DrugBank is a comprehensive database of drug-related information. In my study, the FDA-approved drugs

and drug feature vectors are downloaded from DrugBank.

Many researchers use pre-processing steps when they are introducing those data in their studies. In

studying the connections between instances, an association matrix A is constructed. Taking the drug-target

associations for example, the rows of A are drugs, while the columns are targets. If there is a known

association between drug i and target j, A(i, j) = 1; otherwise, A(i, j) = 0. Moreover, a row vector can be

treated as a feature vector of a drug.

A further step is to calculate a similarity matrix between the same type of instances. As listed in Table

2.2, various methods are proposed to calculate similarities for drug-drug, disease-disease, and target-target

pairs.

Another step is to construct a network. It can be either a homogeneous network between the same type of

instances, such as a protein-protein interaction network, or a heterogeneous network, such as a drug-disease

network. Figure 2.3 [11] contains a drug similarity network, a disease similarity network, and a drug-disease

association network. In the similarity networks, the weights of interactions are based on the similarities.
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Five different values of weights are used as examples in Figure 2.3. The known drug-disease associations

downloaded from databases, such as DrugBank, are used to connect the two similarity networks.

2.3 Computational methods

In this section, we illustrate the commonly used computing strategies, as shown in Table 2.3. For signature-

based methods, we describe three methods in identifying a signature. For basic ML, we discuss eleven

commonly used methods. For DL, we introduce four types of deep neural networks (DNNs).

Table 2.3: The introduced strategies

Signature-based methods Moderated T-test

Wilcoxon test

Network centrality

Classified-based methods Logistic regression

Support vector machine

Ensemble methods Decision tree

Bagging

Boosting

Random forest

Instance based methods K -nearest neighbor

K -means

Random walk

Neural network methods Basic neural network

Basic autoencoder

Deep learning methods Convolutional neural network

Recurrent neural network

Deep autoencoder

Generative Adversarial network

2.3.1 Signature-based methods

The signature-based methods are identifying a disease signature and calculating similarity scores between the

signature and drug profiles, or vice versa. The potential DDAs are predicted based on the similarity scores.

The basic strategy in identifying a disease signature is calculating the log 2 fold-change (Log2FC) ratios of

genes between disease tissue profiles and normal tissue profiles. Then DEGs are identified as a signature. In
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order to improve the performance of the signature, some other methods are employed. The moderated T-test

and Wilcoxon test are two statistical methods.

Moderated T-test is calculating p-values of genes based on their expression values across all samples.

Meanwhile, a Log2FC ratio is assigned to each gene. The genes with small p-values and large Log2FC ratios

are identified as a signature. It has been used in predicting potential drugs for many diseases [3, 37, 38, 39].

Different from the moderated T-test that uses the expression values, Wilcoxon test is using ranks to

calculate z -scores. The ranks are based on the absolute values of differences between normal tissue samples

and disease tissue samples. It is also used in predicting novel treatments for existing drugs [3, 5].

Network centrality reflects the topological property of genes in a network. In related studies, the

importance of elements on biological networks are correlated with topological centralities [108, 109, 110, 111],

such as degree centrality, betweenness centrality, and closeness centrality. The Network centrality strategies

are employed to identify gene signatures and predict potential drugs in drug repositioning studies [4, 40].

2.3.2 Basic machine learning strategies

The basic idea of machine learning (ML) is to construct a model based on sample data. The models are

used in a variety of applications, such as pattern recognition and drug repositioning. In this section, we

introduce eleven widely used basic ML methods in drug repositioning, which are grouped into four categories:

regression-based methods, ensemble methods, instance-based methods, and neural network methods.

Classified-based methods

The classified-based methods are based on the linear combination of features to assign samples into two or

more classes. The logistic regression and support vector machine are two typical classified-based methods,

which are commonly used in binary classification problems of drug repositioning.

Logistic regression (LR) employs a logistic function to model a binary dependent variable. Most of

the predictions of DDAs (or DDIs and DTIs) are binary classification problems. Therefore, the binary LR

model has a dependent variable with two possible labels: “0” and “1”, or “Negative” and “Positive”. The

log-odds for the value labeled “Positive” is a linear combination of independent variables. The probability

of the variable labeled “Positive” varies between 0 and 1, that a logistic function is used to convert log-odds

to probability, as shown in Figure 2.4-a. A few researchers employ LR to predict potential drugs. Liu et al.

utilize several ML models to predict novel DDAs, including LR [52].

Support vector machine (SVM) is one of the most widely used classification algorithms [112]. When

dealing with binary classification problems, SVM generates a hyperplane in the sample space. A good

separation is achieved by the hyperplane that has the largest distance to the nearest training sample of any

class. The larger the distance is, the lower the error of the classifier is. An example of SVM for binary

classification is shown in Figure 2.4-b. The SVM can be used to predict potential DDAs, DDIs, and DTIs

[6, 8, 15, 52, 66, 67]. Beyond those, Zheng et al. employ the SVM algorithm to identify some reliable negative
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Figure 2.4: Examples of logistic regression (a) and support vector machine (b).

DDIs from unknown DDIs [20]. The known DDIs and reliable negative DDIs are utilized to predict potential

DDIs.

Ensemble methods

The ensemble methods combine multiple models to produce improved results of base models. In drug repo-

sitioning, many researchers use decision tree as the base model and apply bagging and boosting methods to

improve it. In the following, we mainly review decision tree, bagging, random forest, and boosting methods.

Decision Tree is used in many areas such as radar signal classification, medical diagnosis, and speech

recognition [113, 114]. It is a tree structure model. Each internal node is a decision on an attribute, each

branch is the outcome of a decision, and each leaf node is a class label. The paths from the root node

to leaf nodes are classification rules. An example is shown in Figure 2.5-a, while both cancer samples and

healthy samples have two gene values. A decision tree model is constructed to distinguish cancer samples

from healthy samples. In this chapter, its employments as a classifier are discussed for predicting potential

drugs [7, 8].

Bagging is an abbreviation of “bootstrap aggregating.” It is an ensemble algorithm to reduce variance

and avoid over-fitting [115]. It is often combined with other ML methods, such as decision trees. An

example is shown in Figure 2.6-a. Here, n datasets are generated from the original dataset by sampling with

replacement. Each dataset has the same sample size. A classifier is constructed in each subset. The voting

of the outputs of all classifiers is the result of the bagging strategy. When processing regression problems,

the result is the average of the outputs of all models.

Random forest (RF) is an application of the bagging method in classification. It is a combination
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Figure 2.5: Examples of decision tree (a) and random forest (b).

of decision trees that each tree is constructed independently [116], as shown in Figure 2.5-b. It retains the

benefits of decision trees while achieving better results by bagging samples [117]. It works well when dealing

with biological datasets with a large number of features. Many researchers apply RF to predict potential

drugs [7, 8, 10, 16, 21, 51, 52, 53, 54, 55]. In those applications, the RF model is a good classifier when

processing vectors with thousands of features.

Boosting is another type of ensemble algorithm [118]. Most boosting algorithms consist of several

classifiers in sequence. The first classifier classifies the training data. Then the misclassified data gain a

higher weight, and correctly classified data lose weight. The second classifier works on the weighted data and

updates the weights, as shown in Figure 2.6-b. The multiple weak classifiers can form a strong classifier via

boosting. The Adaptive Boosting (AdaBoost) [119] and Gradient Boosting [120] are two algorithms using

boosting method. In AdaBoost, the outputs of the weak classifiers are combined into a weighted sum, while

the weights are updated iteratively to adapt to the weak classifiers. In Gradient Boosting, the model is

trained based on the residual between the true value and the predicted value of each sample. In predicting

potential drugs, those algorithms are often combined with decision tree or RF [21].

Instance-based methods

The instance-based methods are comparing new instances with the training instances. We discussed k -nearest

neighbor, k -means clustering, and random walk in this section.

K -nearest neighbor (KNN) is a typical instance-based method, either for classification or for regression

problems [121]. Because KNN relies on distances to determine the nearest neighbors, a normalization process
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Figure 2.6: The structures of bagging (a) and boosting (b).

is useful to improve its accuracy, especially when the features vary in different scales. A commonly used

distance metric is the Euclidean distance. An example of samples in 2-D space is shown in Figure 2.7-a. In

a classification problem, a voting process is employed in the input sample’s k nearest neighbors. The input

sample is assigned to the class that has more votes among the neighbors. When processing a regression

problem, the input sample has an average value of its k nearest neighbors. Both types of problems are

applicable in drug repositioning. In [19], each known DDI has an intra-similarity, while the score of an

unknown DDI is the average similarity of its k nearest known DDIs. In [8], KNN is applied to predict

potential DDIs.

K -means clustering (KMC) aims to cluster samples into k clusters. Each cluster has a center, and

each sample belongs to the class whose center is the nearest center to the sample, then each center is updated

according to the samples assigned to it, as shown in Figure 2.7-b. k is determined by users, and k samples
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Figure 2.7: Examples of k -nearest neighbor (a), k -means clustering (b), and random walk (c).

are randomly identified as the initial centers of classes. After all the other samples are assigned to the

nearest class, the centers are updated. Then the samples are assigned to the nearest classes iteratively. The

algorithm is converged when assignments do not change significantly. In drug repositioning, KMC helps find

the subsets of a dataset. Wang et al. utilize KMC to generate subtypes from cancer samples and identify a

gene signature from each subset [122].

Random walk (RW) is a stochastic process that the position of an instance in the (i+1)-th move-

ment is only determined by its position in the i -th movement and a transition probability between those

two movements, as shown in Figure 2.7-c. In similarity networks and heterogeneous networks, RW is a

useful method to study the topological properties. In drug repositioning, many researchers used RW and

its variations to predict potential drugs based on the drug-disease and drug-target heterogeneous networks

[11, 57, 58, 59, 60, 61, 62, 63, 64, 65].

Neural network methods

Neural networks are powerful models in machine learning. In the following, we mainly focus on basic neural

networks and basic autoencoders while deep networks are discussed in Section 2.3.2.

Basic neural network (NN) is a network method that contains three types of layers: input layer, hidden

layer, and output layer [123]. The neurons in a layer are fully connected with those in the neighbor layers, as

shown in Figure 2.8-a. Taking the neurons in the hidden layer for instance, the information is transformed

as follows:

HOut = σ(WHH
In +BH) (2.1)

where σ is the activation function in the hidden layer, HIn and HOut are the inputs and outputs of the
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Figure 2.8: The structures of basic neural network (a) and basic autoencoder (b).

hidden layer, respectively. Meanwhile, the inputs of the hidden layer are the outputs of the input layer, and

the outputs of the hidden layer are the inputs of the output layer. WH and BH are the weight matrix and

bias vector of the hidden layer.

There are different activation functions, such as Sigmoid, TanH, eLU, ReLU, Leaky ReLU, and Softmax.

The researchers can use any of them according to their requirements.

Many cost functions, which represent the differences between the predicted values and real values, are

defined in applications. The cost function is used to optimize the parameters matrices and vectors. One

of the frequently used cost functions in processing binary classification problems is the binary cross-entropy

cost function as follows:

Cost = − 1

n

∑
x

[yln(p) + (1− y)ln(1− p)] (2.2)

where n is the number of training samples, x is a training sample, and y is the label of x, p is the prediction

value. y has two possible values: “0” and “1”.

In this chapter, the NN model is discussed in Section 2.4 for predicting the potential DDAs (or DDIs,

DTIs) [6, 9, 42, 43, 44, 45, 46, 47, 48, 49]. The inputs of the NN are feature vectors extracted by different

methods, and the outputs are the probabilities of the potential DDAs, DDIs, and DTIs.

Basic autoencoder is a type of NN that learns to copy its input to its output. The input layer and the

output layer have the same number of neurons. The autoencoder has a code layer that describes a code to

represent the input. It consists of two parts: an encoder maps an input to a code, and a decoder maps the

code to an output. An example of shallow autoencoder is shown in Figure 2.8-b. In drug repositioning, the

autoencoder model is often utilized to reduce the dimensionality of feature vectors [49, 53, 64, 69]. Their

dimensions are reduced from thousands to hundreds, and the predictions in the following processes are still

satisfying.
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2.3.3 Deep learning strategies

The neural network with multiple hidden layers between the input layer and output layer is defined as

a “deep neural network (DNN),” which underpins deep learning. The widely used convolutional neural

network (CNN) [124], recurrent neural network (RNN) [125], deep autoencoder (DAE) [126], and generative

adversarial network (GAN) [127] are different types of DNNs with different structures.

Figure 2.9: The structures of convolutional neural network (a) and recurrent neural network (b).

Convolutional neural network (CNN) utilizes several convolutional layers, pooling layers, and fully con-

nected layers to form the model, as shown in Figure 2.9-a. The convolutional layer uses kernels to encode its

input data [128]. In this layer, the widely used activation function is ReLU. The pooling layer aims to reduce

the dimensionality of the data by integrating several neighbor neurons of one layer into a single neuron in the

next layer. Max-pooling and average-pooling are two common types of pooling. Max-pooling transforms the

maximum value among neighbor neurons of the prior layer to the next layer, while the average-pooling layer

uses the average value instead. After several convolutional layers and pooling layers, a few fully connected
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layers are applied to generate the prediction results. CNN models can be employed to predict potential

DDAs, DDIs, and DTIs [6, 42, 45, 46, 47, 49, 54, 74, 77, 78, 80].

Recurrent neural network (RNN) is a class of neural networks that the connections between neurons form

a directed graph along a temporal sequence, as shown in Figure 2.9-b. The neurons at time t get inputs from

other neurons at previous time steps. The calculation processes are as follows:

Yt = g(V Ht +BY ) (2.3)

Ht = f(UXt +WHt−1 +BH) (2.4)

where the U, V, and W are weight matrices. BY and BH are bias vectors. Xt, Ht, and Yt are the matrices

of the input layer, hidden layer, and output layer at time t, respectively. g and f are activation functions.

Similar to other types of neural networks, RNN is also used to predict potential drug-target interactions

[129].

Deep autoencoder (DAE) is an autoencoder with multiple hidden layers, as shown in Figure 2.10-a. Both

the encoder and the decoder consist of some layers with different numbers of neurons, while the code layer

often contains a smaller number of neurons than those in the input layer. Similar to the shallow autoencoder,

DAE is commonly used to learn the advanced features of drugs/targets in drug repositioning [55, 70, 71],

while the advanced features are fed into classifiers to make predictions.

Generative adversarial network (GAN) is based on a game theory that two neural networks contest

with each other [127]. The two neural networks are the generator network and discriminator network, as

shown in Figure 2.10-b. The generator produces samples, and the discriminator aims to distinguish between

the training samples and the samples from the generator [130]. Researchers employed the GAN models to

distinguish the known DTIs and the unknown DTIs based on their feature vectors [131].

2.4 Applications in drug repositioning

In the previous two sections, we have discussed the databases and ML/DL methods. In this section, we

review some latest applications in drug repositioning. We divide the predictions of novel drugs into three

types: drug-disease association (DDA) prediction, drug-drug interaction (DDI) prediction, and drug-target

interaction (DTI) prediction. The DDA prediction aims to find some novel drugs directly, based on multiple

types of drug features and disease features, such as drug structures, drug side effects, disease phenotypes,

and disease genes. The second type is to identify some drug combinations which have better treatment than

any of them when given alone. The third type aims to predict some novel DTIs. Mostly, a drug target is a

protein, which has essential functions in disease pathways.
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Figure 2.10: The structures of Deep autoencoder (a) and Generative adversarial network (b).

2.4.1 Drug-disease association predictions

The signature-based methods are proposed to predict DDAs directly. Benefiting from the drug perturbation

databases CMap and LINCS, many researchers have identified gene signatures of multiple diseases and

produced lists of potential drugs. Xiao et al. generated a Glioblastoma multiforme signature and queried

it to CMap [12]. Chandran et al. identified two gene signatures for Central Nervous System (CNS) and

Peripheral Nervous System (PNS), and three common drugs which appear in both two drug candidate lists

were generated [13]. Goss et al. [132] and Pessetto et al. [133] identified two different signatures for Ewing

Sarcoma, while generating the same drug etoposide. Wen et al. predicted candidate drugs by integrating a

signature from five datasets of colorectal cancer [14].

The transcriptomic data of drugs and diseases used in signature-based methods are variable. A little

perturbation in cell culture can make the gene expression values change. Therefore, some more stable features
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of drugs and diseases, such as drug side effects, chemical structures, target genes, and disease phenotypes,

associated genes, were integrated for drug repositioning [134, 135, 136, 137]. Unlike calculating drug-disease

similarity scores in signature-based methods, a different strategy is using drug-drug similarity and disease-

disease similarity to predict DDAs. Different features may have different methods for calculating similarity,

as listed in Table 2.2.

Based on the similarities, some machine learning methods were applied to predict potential drug-disease

associations (DDAs), such as random walk [11, 57], SVM [15], and RF [16, 51]. Luo et al. applied one type

of similarity for each instance and a random walk algorithm to identify new indications for existing drugs

[11, 57]. In [11], the drug-drug chemical structure similarity and disease-disease phenotype similarity were

proposed to construct a drug similarity network and a disease similarity network. The two networks were

connected by known DDAs and form a heterogeneous network. A bi-random walk algorithm was applied in

the heterogeneous network, while one random walk was in the drug network and another was in the disease

network. Each random walk produced a value, and the average value denoted the probability of the drug-

disease association. In [57], the heterogeneous network contained three parts: drug network, disease network,

and target network. A random walk with restart (RWR) was applied in the heterogeneous network and

produced a probability vector, which contained the probability scores of all drugs associated with a given

disease.

The drug-disease association prediction problem is often formulated as a classification problem. Lee-Yoon

et al. constructed an RF model to predict potential DDAs via genes [16]. The genes were utilized to connect

drug target genes and disease genes. Then the drug-disease pairs were represented to gene paths, which were

proposed to train an RF model. The known DDAs were assigned as positive samples, and the unknown

ones were negative samples. Zhou et al. generated a drug-disease heterogeneous network and utilized an RF

model to make the prediction [51].

Besides single similarity for drugs and diseases, multiple similarities can be concatenated together to

increase the prediction accuracy. Kim et al. utilized four types of drug-drug similarity and three types of

disease-disease similarity in their work [15]. Furthermore, 1,330 known DDAs were utilized as the basic

instances. For a drug-disease association that needed to be predicted, the drug in it had similarities with

the drugs in all known DDAs, and the disease in it had similarities with the diseases in all known DDAs.

One type of drug similarity and one type of disease similarity were used to construct a classification feature.

Twelve types of feature integrations were generated. Finally, an SVM model was constructed, and 10-fold

cross-validation was applied to evaluate this model.

Besides basic ML methods, some DL methods are utilized to make the prediction. Liu et al. constructed

a drug-disease heterogeneous network and applied a DNN model to predict potential DDAs [52]. An adjacent

matrix was constructed, while each row or column was treated as the feature vector of an instance. The two

feature vectors of a drug-disease pair were integrated and fed into a DNN model, and a probability score was

generated. The proposed deep learning method achieved higher scores in multiple measurements than some
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ML approaches, including logistic regression, SVM, and RF.

Jarade et al. proposed a DNN model [72] and a collective variational autoencoder (cVAE) model [69] to

predict DDAs. In their work, several drug similarities and disease similarities were filtered and integrated.

The integrated feature vectors were fed into either a DNN model or a cVAE model to finish the prediction.

The two models performed better than some machine learning approaches under the measurements of both

AUC-ROC and AUC-PR.

Zeng et al. proposed a multi-modal deep autoencoder (MDA) model to extract low-dimensional features

from multiple networks and a cVAE model to predict potential DDAs [85]. A co-occurrence matrix was

generated via random walk on the heterogeneous network. Then the co-occurrence matrix was transformed

into a positive pointwise mutual information (PPMI) matrix [138], which was utilized as the input data of

MDA [125]. The middle layer of the MDA informative feature, which was part of the input of the cVAE

model. Other parts of input data were the known DDAs. The probability score was generated to reflect the

potentiality of the drug-disease pairs.

Based on multiple features and similarities, Jiang et al. proposed an autoencoder model [53] and a

CNN model [54] to predict potential associations. In [53], for a given drug-disease association, the drug

chemical structure fingerprint, drug Gaussian interaction profile (GIP) kernel similarity, disease GIP kernel

similarity [139], and disease MeSH term similarity were concatenated [140] and fed into an autoencoder.

After dimensionality reduction, an RF classifier was applied to finish the prediction. In [54], the autoencoder

was replaced by a CNN model, and the RF was also utilized as a classifier.

CNN is another commonly used DL model in drug repositioning. It can effectively extract features from

different types of raw data. Li et al. proposed a CNN model to conduct a binary classification of DDAs [42].

The drug features were based on the simplified molecular-input line-entry system (SMILES) [141] with a

dimensionality of 881. The disease features were retrieved from the human symptoms-disease network [142],

and its dimensionality was 322. An 881× 322 matrix was constructed and mapped to a gray-scale image. A

CNN model was applied to extract feature vectors from the image and generated the prediction results.

Graph neural network (GNN) [143] has several subtypes, including graph convolution network (GCN)

and graph autoencoder (GAE). Wang et al. proposed a GNN based method to predict potential DDAs

[144]. A drug-disease association network was constructed from known associations. Then a GNN model

was applied to exploit the high-order features in the network. Yu et al. came up with a layer attention GCN

(LAGCN) model to predict DDAs after the construction of a drug-disease heterogeneous network [145]. In

the embedding process of LAGCN, each layer had a weight parameter to adjust the contribution of different

layers. The parameters were determined by NN.

In previous research about DDAs, most of their features were different, for instance, drugs had chemical

structures and diseases had phenotype ontologies. However, both of them had associations with genes, which

could be measured in microarray platforms. Focusing on the expression values of genes under different drugs

in different cell lines could reveal the DDAs directly. In this way, a set of drug perturbation profiles were
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downloaded from the CMap and LINCS databases, and the disease profiles were downloaded from the GEO

database, as listed in Table 2.1.

Wang et al. applied a k -means algorithm to cluster the disease profiles into several groups to represent the

cancer subtypes [122]. Each group was utilized to identify a list of disease genes. The disease gene signatures

were based on the weighted frequencies of genes in the lists, which were mapped with the drug perturbation

profiles in the CMap database [146, 147]. The connection score of a disease signature and a drug profile

represented the possible association of them, while a negative number meant the drug may have potential

treatments for the disease. In comparison with the methods without the k -means algorithm, the proposed

framework achieved better prediction accuracy in several types of cancers. Zhao et al. used the drug profiles

in CMap to train five machine learning classifiers. Based on the drug indications extracted from ATC and

MEDI-HPS [148], the positive and negative drug labels were generated. The authors focused their study on

three types of diseases and predicted several drugs that have literature evidence.

2.4.2 Drug-drug association predictions

Unlike the drug-disease associations, the drug-drug interactions (DDIs) have the same feature types connect-

ing them, such as chemical structures, targets, enzymes, pathways, transports, indications, and side effects.

There are many types of DDIs, which reflect the connections between two drugs, such as the bioavailabil-

ity/metabolism/serum concentration/therapeutic efficacy of drug a can be decreased/increased by drug b.

Therefore, identifying the types of DDIs can help study the drug repositioning potentiality of a drug combina-

tion. Additionally, for a single drug, based on the “guilt-by-association” principle, the high similarities with

other drugs may reflect their treatment similarities. Those two parts are the main field of DDI prediction for

drug repositioning.

Ferdousi et al. employed 12 binary features to analyze DDIs [17]. The features were integrated, and

the pair similarities were calculated. For the known DDIs, a pre-processing step was added to delete the

DDI whose two drugs had no common biological item or had an empty common feature vector. Among the

remaining known DDIs, the minimum positive similarity value was set to be the threshold, which was utilized

to determine whether an unknown drug-drug pair had the potential to be a DDI.

Yan et al. only calculated the similarities of known DDIs and applied a regularized least squares (RLS)

classifier to finish the prediction [18, 19]. In [19], eight types of drug features were integrated and made the

total dimensionality of the drug vector to be 21,351. Then the similarity of a drug-drug pair was calculated.

Based on the known DDIs and similarities, the initial score of an unknown DDI was generated through the

KNN method. The drug interaction vector consisted of initial scores between it and all other drugs. The

GIP kernel similarity matrix was based on the drug-drug interaction vectors. Finally, an RLS classifier was

employed to predict potential DDIs based on the matrix. In [18], the GIP similarity was applied on the

adjacent matrix directly, without the initial score procedure. Then the GIP similarity and drug feature

cosine similarity were integrated and averaged to construct the similarity matrix.
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In many classification methods, the known DDIs were treated as positive samples, and unknown DDIs

were negative samples. Some researchers identified reliable negative samples (RNS) from unknown DDIs. Bi

et al. calculated an average distance between an unknown DDI and all known DDIs, while only the unknown

DDIs with large distances were identified as RNS [149]. The residual unknowns were treated as unlabeled

samples. The samples with three types of labels were utilized for training an extreme learning machine

(ELM) [150] and predicted the potential DDIs. Zheng et al. applied an SVM to identify RNSs and another

SVM to predict DDIs [20]. Its performance was better than those of Bi’s method, based on the measurement

of recall and F1 score.

In many studies, researchers prefer to use multiple types of similarities without any distinction. Rohani et

al. added a filter procedure and employed a neural network model to predict potential DDIs [9]. In Rohani’s

method, they first selected several types of similarities with the most information and least redundancy [151],

then a nonlinear method was applied to integrate the selected similarity matrices. Each drug had a feature

vector in the integrated matrix [152]. A neural network model integrated two drug feature vectors, and the

output was a probability value for potential DDI.

Benefiting from the network strategies, a DDI network was constructed based on the known DDIs. Then

the DDI prediction problem was transformed into the prediction of missing links in the network. Zhou et

al. employed a Markov clustering algorithm to identify drug groups from the network, that most of the

groups were significantly correlated with certain functions [153]. Munir et al. applied the k -means algorithm

to generate 12 clusters of drugs and constructed 12 DDI networks [154]. All the drugs were used in the

treatment of epidermal growth factor receptor (EGFR) mutations in various cancers. The drugs that link to

the nodes with the largest centrality values in each network were selected and combined to construct a final

DDI network. Then the same procedure was applied to identify the final drugs with potential interactions.

The predicted DDIs had been verified by molecular docking results.

Kastrin et al. integrated DDI networks with feature similarities to predict potential DDIs [8]. Their five

networks were based on five databases. Five machine learning algorithms, including decision tree, KNN,

SVM, RF, and gradient boosting machine (GBM), were applied to finish the prediction based on topological

features of the networks and semantic features.

Zhang et al. integrated 14 types of similarities to make the DDI prediction [58]. Eight of them were

based on drug features, such as chemical structure, targets, and pathways. Six of those were based on the

DDI network, which was constructed from the known DDIs. A random walk method was applied on the

DDI network with each of the similarity matrices. All the predictions were combined through an ensemble

learning procedure [155] to generate an improved final prediction result.

Similar to the drug-disease association predictions, DL methods were utilized to predict potential DDIs.

Zhang et al. applied multi-modal deep auto-encoders to generate low-dimensional feature vectors of drug

pairs and predicted potential DDIs via RF classifier [10]. Ryu et al. employed a DNN model to predict

potential DDI types [73]. Shukla et al. proposed a modified DNN model to make the prediction [74]. In their
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model, a few CNN and RNN hidden layers were added to process the drug features, while the prediction

accuracy of their model was better than either CNN models or RNN models. Lee et al. collected three types

of data, including drug structures, target genes, and GO terms [70]. For a given drug pair, it had three types

of feature vectors. The same types were integrated and fed into an autoencoder. The three code layers of the

three autoencoders were integrated again and fed into a DNN model, which was used to predict DDI types.

Deng et al. utilized four types of similarities and constructed four similarity matrices [75]. The similarity

matrices were fed into a DNN model, and the output is the DDI events, which were used to describe the DDI

relationships. Feng et al. proposed a GCN model to extract the network structure features of drugs from

the DDI network and predict DDIs [76]. A 2-layer GCN was utilized to obtain drug features and produce

a feature vector matrix. Two drug vectors were integrated and fed into a DNN model, which was used to

deduce the potential DDIs.

The previous studies are about drug-drug pairs. In some conditions, a combination of more than two

drugs may have potential treatments. Peng et al. proposed a novel model to predict the reactions of drug

combinations [156]. In the first process, the dimensionalities of drug features were reduced through a neural

network model. The new drug vectors were integrated via three approaches: max pooling, mean pooling, and

self-attention. The embedding vectors were fed into a second neural network model, and the output value

was used to predict the potential reactions of the drug combination.

Some researchers add more entities to the DDI network and construct a new knowledge graph to reflect

the new associations. Lin et al. utilized drugs, targets, genes, transporters, and enzymes to build a knowledge

graph [157]. The drug feature vector of a drug-drug pair was encoded by a 2-layer GNN model. Then the

output values were used to predict whether the drug-drug pair had potential interactions.

In many methods, two drugs in a DDI are treated separately. Song et al. used a different idea to make

the prediction [66]. In their method, the drug-drug pairs were treated as instances. The similarity between

two drug-drug pairs was calculated based on the drug similarities as follows:

S((d1, d2), (d3, d4)) = max(S((d1, d3), (d2, d4)), S((d1, d4), (d2, d3))) (2.5)

where S(i, j) was the similarity between two instances i and j, (d1, d2) was a drug-drug pair. An SVM model

was proposed to make the subsequent prediction. A DDI’s feature was determined by its similarities with

other DDIs. Like the training strategy in other methods, 10-fold cross-validation was applied to evaluate the

SVM model. In the results, some DDIs with literature evidence had been predicted, which were not listed in

the referenced databases.

Cytochrome P450 enzymes are essential for the metabolism of many medications [158], which are the

main reasons for many DDIs. A drug can be a substrate, inhibitor, or inducer of CYP450, which may affect

the metabolite of other drugs. Hunta et al. predicted potential DDIs via their enzyme actions [67]. Different

from other features of drugs, the features in Hunta’s study were enzymes and enzyme action types. Machine

learning algorithms such as NN and SVM were trained and used to predict the potential DDI.
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2.4.3 Drug-target association predictions

A target is a molecule that has a proven association with a particular disease [90]. It is usually a protein.

In recent years, many databases and tools have been constructed to reveal interactions between diseases and

genes or proteins, which helps researchers predict potential drugs through drug-target interactions (DTI).

The decision tree, RF, and SVM are commonly used classification algorithms in machine learning, that

many researchers employ them in drug repositioning. Wang et al. applied an RF approach to predict DTIs

[21]. In their method, the protein-ligand connection was described by four components: protein sequence,

binding pocket, ligand structure, and intermolecular interaction. In general, the total number of features

was more than several thousand. A PCA procedure was employed to reduce the dimensionality of features

before the RF model. The number of final features was less than a few hundred. After training, their method

performed good results in predicting DTIs.

Similar to the drug-disease heterogeneous network, researchers construct a drug-target network to predict

potential DTIs. The drug-drug similarities and target-target similarities are calculated from various features,

and the known DTIs are downloaded from public databases. Based on the heterogeneous network and

similarity matrices, Zeng et al. generated feature vectors of drugs and targets separately [22]. A deep forest

(DF) classifier was applied to predict potential DTIs from the feature vectors.

Figure 2.11: The structure of CDF.

Chu et al. utilized a cascade deep forest (CDF) model to predict potential DTIs [23]. A few steps

were utilized to generate the features, which were fed into the model. Six types of similarities were used to

construct the drug-target heterogeneous networks. The networks were merged by a network fusion method

[152]. In Chu’s work, they used the path nodes between the drug and the target to form the input vector

[151]. The path node was either a different drug or a different target, restricted to be the five nearest

neighbors of the initial drug and target. As a result, the new form of input vector might be drug-drug-target,

drug-drug-drug-target, or four other forms. After fed into the CDF model [159], as shown in Figure 2.11, a
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final prediction was made from the output. In each layer of CDF, the number of binary classifiers was varied.

Lin et al. utilized support vector regression (SVR) to build a model to predict potential DTIs [24]. In

their study, the SVR was applied to generate the binding strength of drug-protein pairs. A protein similarity

network was constructed, where the similarities were based on the binding strength. The edge betweenness

centrality was used to predict shared drugs between proteins, which were the potential DTIs.

Zong et al. utilized a DeepWalk method [59], which was a deep model of random walk, to predict DTIs

from a network model [160]. The known DDAs, DDIs, and DTIs were downloaded and used to construct

a drug-target-disease network. The similarity between two instances was calculated by DeepWalk based on

the known edges. After generating the similarities, two approaches were proposed to predict potential DTIs,

which were drug-based and target-based similarity inference [161].

Many researchers apply the drug-target heterogeneous network to identify their feature vectors. The

dimensionality of each vector is the sum of drug features and disease features. Manoochehri et al. proposed

a different approach to generate the feature vectors from the drug-target network [43, 44]. For a drug-target

pair, the sub-graph was constructed based on their neighbors in the network and themselves, which meant

that different interaction has different sub-graphs. An adjacent matrix was identified based on the sub-graph

rather than the whole drug-target network. Therefore, the feature vectors also had different dimensionalities.

After feeding the features into an NN model, a prediction was made. When training the model, the known

DTIs produce known sub-graphs for positive samples, and the negative samples were not selected randomly

but built under certain principles [162]. After training, the proposed method achieved higher performance

than the baseline methods in terms of AUC-ROC and AUC-PR.

Although the basic ML methods achieve satisfying prediction performance, the DL methods work better

in many cases. Wen et al. proposed the first deep learning method (DeepDTI) in predicting DTIs [25]. The

drug substructure fingerprints were identified as the drug feature vectors, and the target protein sequences

were target vectors. Their DeepDTI had a deep-belief network (DBN), which was made by stacking restricted

Boltzmann machines (RBMs). In various measurements of predictions, the DeepDTI method achieved better

performance than other ML methods, including RF, decision tree, and naive Bayesian.

When applying a DNN model to predict DTIs from drugs and targets feature vectors, some basic ML and

DL algorithms are also utilized to generate satisfied feature vectors, such as linear classification [163, 164],

random walk with restart (RWR) [60, 61, 62, 63], autoencoder [49, 55, 64, 65, 71], etc. Parvizi et al. utilized

the random walk with restart (RWR) algorithm and skip-gram neural network to generate the feature vectors

of drugs and targets [63]. In their method, the drug-target heterogeneous network was replaced by two

networks: drug-related network and protein-related network. The drug-related network consisted DDIs and

DDAs, while the protein-related network contained protein-protein interactions (PPIs) and protein-disease

associations.

Peng et al. proposed a similar approach in constructing a drug-related network and a protein-related

network [80]. Besides the known interactions and associations, the drug-drug similarities and protein-protein
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similarities were added in the networks. After integration of the two feature vectors, a deep autoencoder

was applied to produce the low dimensional features, which were fed into a CNN model. The prediction

performances in terms of AUC-ROC and AUC-PR were increased by adding the similarities, which were also

higher than those of other ML methods.

CNN is a commonly used model for deep learning. It can be applied to either make the prediction or

produce satisfied feature vectors of drugs and proteins. Hu et al. utilized a CNN model to predict DTIs [45].

The drug chemical structure vectors from PaDEL-descriptor [165] and the target amino acid physicochemical

property vectors from AAindex [166] were proposed to identify the input matrix of the CNN method. The

combination of drug vector and target vector were randomly selected, that the combinations of known DTIs

were treated as positive samples, while others were negative samples. With 10-fold cross-validation, the

prediction performances were much better than the state-of-the-art methods.

Monteiro et al. used CNN models to identify the feature vectors and applied a DNN model to predict

DTIs [6]. After generating a drug SMILES vector and a target sequence vector from databases, two CNN

models were proposed to process the two types of feature vectors and produced two novel vectors. The two

vectors were integrated and fed into a fully connected DNN model. Finally, a prediction of DTI was made.

Compared with the method without the CNN pre-processing and the CNN-RF/SVM models, the CNN-DNN

architecture yields improved results in the correct classification of both positive and negative interactions.

Similarly, Öztürk et al. [77] and Zhao et al. [78] applied CNN and DNN models to generate the feature

vectors and predict potential DTIs. In Öztürk’s method, the drug SMILES features and protein sequence

features were processed by two CNNs separately. The two feature vectors of a drug-target pair were generated,

integrated, and fed into a DNN model to make a prediction. In Zhao’s method, the commonly utilized drug-

target heterogeneous network was transformed into a drug-target pair (DTP) network. Different from the

heterogeneous network, the nodes in the DTP network were the drug-target pairs. The number of pairs in

the DTP network was n×m, where n was the number of drugs and m was the number of targets. A GCN

model was processed to extract features from the adjacent matrix of the network. The new features were fed

into a DNN model, and the prediction was made.

Huang et al. proposed a deep learning library to predict DTIs [46]. In their library, only the drug SMILES

vectors and protein amino acid sequence vectors were utilized. Those two vectors were transformed into two

new feature vectors through 15 approaches, such as CNN and RNN. Then the two feature vectors were

integrated and fed into a multi-layer perceptron to generate the prediction of the drug-target pair.

Lee et al. proposed an integrated model to make the prediction [47]. In their method, a convolution layer

was applied to process the target sequences, and a fully connected layer was used to process drug fingerprints.

Then two vectors were integrated and fed into a CNN model. They compared their method with DeepDTI

[25], which had been discussed previously. The DeepConv-DTI achieved higher accuracy and F1 score.

Similar to the DDA and DDI predictions, GNN is widely used in predicting DTIs. Jiang et al. utilized

a GNN model to identify the feature vectors, and then an NN model was applied to predict DTIs [48]. The
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drug’s chemical structure was proposed to construct a molecular graph. The nodes were atoms, and the edges

were bonds. The protein amino acid graph, which was based on the protein contact map, was produced by

PconsC4 [167] based on the amino acid sequences. A new drug vector and target vector were identified by

the GNN model, and the integration of them was fed into an NN model to make the prediction.

Lim et al. constructed a different graph based on the protein-ligand complex [168]. The structure informa-

tion of protein and ligand atoms were embedded in two adjacent matrices, A1 and A2. A1 contained covalent

interactions only, and A2 contained both covalent interactions and noncovalent intermolecular interactions.

Two node feature vectors were generated from either A1 or A2. By subtracting the two feature vectors, their

difference was fed into a GNN, and the prediction results were generated.

In many studies, one drug vector is integrated with one target vector. It is crucial to determine which

type of target feature is used to identify the integration. In Lee’s research, three types of target vectors were

proposed to have close relationships with protein functions or drug mechanism of actions (MoAs) [79]. One

drug vector, based on differentially expressed genes from the LINCS database [169], was integrated with all

three target vectors, including gene knockdown expression profiles (GEPs) from LINCS database, protein-

protein interaction (PPI) network from String database [170], and pathway memberships from MSigDB [171].

After integration, the new vector was fed into a DNN model. The concatenation of three types of target

vectors showed better performance in terms of AORUC than any single type of them.

Agyeman et al. proposed integrated views predictive GAN (IVPGAN) to predict potential DTIs [131].

The model contained two main parts, which were generator and discriminator. The input data of the

generator was the integrated vector of drug graph representation, drug SMILES string, and target sequence.

The output of the generator, which reflected the binding strength, was combined with the ground truth and

fed into the discriminator. Like other DL methods, the authors utilized a 5-fold CV to evaluate the IVPGAN

model, and the prediction performance was higher than the parametric models in most of the datasets.

In the previous description, many methods integrate the feature vectors of drugs and targets directly,

which fail to learn the low-dimensional features. Autoencoder is an excellent unsupervised approach to

reduce dimensionality with high confidence. Wang et al. applied a stacked autoencoder to identify protein

features from sequence information [55]. An RF classifier was utilized after the integration of protein feature

vectors and drug structure vectors. Sun et al. proposed a convolutional autoencoder and GAN-based method

to predict DTIs [64]. After constructing a drug-target heterogeneous network, the adjacent matrix was fed

into a convolutional autoencoder, and a novel feature matrix with lower dimensionality was generated. It was

assumed that the new feature vector of a drug or target obeys a Gaussian distribution. After the discriminator,

a DTI prediction was made. In the evaluation, the proposed method achieved better performance than some

DTI prediction methods, including DTINet by Luo et al. [60], Lee’s method [61], and DTIGBDT by Xuan et

al. [62]. The RWR algorithm was applied to capture topological information in the networks of their models.

Torng et al. applied a graph autoencoder (GAE) to extract a representation of protein pocket features

[49]. Before the final classifier, a fully connected layer was added, taking the joint vector of protein and
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drug as input, and producing a low-dimensional hidden layer as output. In evaluation, the proposed method

outperformed several structure-based and ligand-based methods in AUC-ROC scores.

Wang et al. utilized a multi-modal deep autoencoder (MDA) to produce protein and drug feature vectors

from several similarities [65]. Each type of similarity had a corresponding network. In each network, the

RWR method and PPMI were applied to calculate the topological similarity of drugs and proteins. Then

the global structure information was generated. Two MDAs were applied to integrate multiple similarity

measures of drugs and targets and learn low-dimensional feature matrices of them. The two features of a

drug and a target were merged and fed into a DNN to make a prediction.

Since 2020, COVID-19 has threatened all over the world. Many researchers focus their work on either

vaccines or medications to help stop the pandemic. Since SARS-CoV-2’s core proteins have been determined,

Beck et al. used natural language processing (NLP) to identify potential DTI [172]. In NLP, the molecule

sequence was analogous to a language. More than 1 million drugs were used to train the models, and several

antiviral drugs have been proposed to have potential interactions with SARS-CoV-2 proteins. Remdesivir,

which had been reported to be an effective medication for COVID-19 in vitro [173], was among the prediction

results.

2.5 Evaluation methods

In related studies in drug repositioning, the predictions of DDA, DDI, and DTI are often treated as binary

classifications. Various evaluation metrics are used to measure the prediction performance.

Table 2.4: The confusion table.

Predicted Condition

Predicted

Positive

Predicted

Negative

Actual

Condi-

tion

Actual

positive

True

Positive

(TP)

False

Negative

(FN)

Actual

Negative

False

Positive

(FP)

True

Negative

(TN)

Precision, recall, and F1 score are commonly used to measure the prediction performance. Based on the

four basic metrics of true positive (TP), false positive (FP), false negative (FN), and true negative (TN), as

shown in Table 2.4, precision is defined as TP/(TP + FP ), recall is defined as TP/(TP + FN), and the F1
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score is as follows:

F1 = 2× precision× recall
precision+ recall

(2.6)

A receiver operating characteristic (ROC) curve is created by plotting the TP rate against the FP rate

in various thresholds. Similarity, the precision-recall (PR) curve is created by plotting the precision against

recall in various thresholds. Furthermore, the area under ROC curve (AUC-ROC) and area under PR curve

(AUC-PR) are used to measure the prediction performance, which are the areas under the corresponding

curves.

However, in the signature-based methods, the predicted drugs are often focusing on a specific disease, and

positive/negative samples are not employed in the methods. Therefore, the above evaluation metrics are not

applicable. In those studies, researchers examine the number of known drugs for the given disease among the

predicted drug list.

2.6 Perspectives and conclusions

In the former sections, we review some latest studies that employ signature-based and ML/DL methods

in drug repositioning. Various methods have been used to predict the potential DDAs, DDIs, and DTIs.

Those predictions help find novel treatments for existing drugs. In some cases, researchers also identify some

potential drugs for specific diseases by the proposed methods. However, there are still some limitations.

A general issue is about the feature types in databases. As shown in Table 2.1, there are a large number

of databases that store the drug-, disease- and target-centric information. Some databases may focus on

a single feature type for each category (drug, disease, or target), while others may be comprehensive. In

many studies, only one feature type for each category is applied. Although the drug chemical structure,

disease phenotype, and protein amino acid sequence are widely used, other types should not be ignored. In

[22, 58, 70], the feature vectors are identified from multiple feature types. However, it is still important to

select several reliable feature types. In [79], Lee et al. propose that three types of target features are closely

related to DTIs. The selection of different feature types is attracting attention.

When using multiple feature types, a second issue is how to effectively integrate them. Researchers use

many different strategies to perform the integration. In [19, 21], the multiple feature vectors for the same

category (drug, disease, or target) are concatenated directly, without any additional processing. The ML

models are constructed based on the integrated data. In [8, 9, 23], several approaches are used to integrate the

feature vectors or similarities, such as the average similarity of multiple types. In [58], the authors construct

29 models based on the multiple feature types, then merge the results to identify the prediction. Although

all different strategies generate satisfied predictions, further ensemble methods need to be proposed.

A third issue which is needed to be improved is the identification of negative samples. A large number

of applications are using basic ML and DL models to classify DDAs (or DDIs, DTIs). In many studies, the
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negative samples are randomly selected from the unknown associations. In order to improve the confidence of

samples, a few strategies are proposed to identify reliable negative samples (RNS). In [174], the authors first

use the known and unknown associations to construct a classifier, then employ this classifier to classify the

unknown associations. Then classified negative samples are identified as RNS. In [20, 149, 175], KNN, RWR,

and SVM are applied to extract RNS. Besides calculating distances and similarities, more reliable strategies

are needed.

The fourth issue is about the use of ML and DL methods. These methods are just like black boxes, which

make the models lack interpretability. Compared with DL models, some basic ML models are more inter-

pretable, such as decision tree and logistic regression. Meanwhile, compared to basic ML models, DL models

achieve better performance in predicting potential DDAs, DDIs, and DTIs. Therefore, more interpretable

ML and DL models are essential in many application domains, especially in human healthcare-related fields

[176], where drug repositioning is applied for. In order to achieve this goal, the improvements of basic ML

and DL models with interpretability are necessary.

In this study, we review some latest studies that predict novel treatments for existing drugs. The widely

used databases and pre-processing steps are introduced. The six data types in those databases, including

drug features, disease features, target features, DDAs, DDIs, and DTIs, are taken into consideration. We

then discuss commonly used basic ML methods and DL methods, and their applications to the predictions of

DDAs, DDIs, and DTIs. In order to address the limitations of existing methods, we suggest several directions

of future work about features, samples, and methods, which could benefit the research community of drug

repositioning.
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3 Identifying gene signatures for cancer drug

repositioning based on sample clustering

Prepared as: Fei Wang, Yulian Ding, Xiujuan Lei, Bo Liao, and Fang-Xiang Wu. Identifying gene signa-

tures for cancer drug repositioning based on sample clustering. IEEE/ACM Transactions on Computational

Biology and Bioinformatics. 2020. DOI: 10.1109/TCBB.2020.3019781. FW and FXW discussed the methods.

FW implemented the algorithm, designed and performed the experiments. FXW supervised the study. FW

and FXW wrote the manuscript. All authors read, revised, and approved the final version of the manuscript.

As discussed in Chapters 1 and 2, the signature-based methods identify gene signatures from disease

profiles and match them with drug perturbation profiles. A list of potential drugs is produced for a given

disease. Most of the methods treat disease profiles, such as the tumor tissue samples, as homogeneous.

However, a disease may have some subtypes that the samples are not homogeneous. A strategy should

be proposed to identify a signature from heterogeneous samples. In this chapter, a clustering strategy is

proposed to identify gene signatures from several gene expression profiles that may consist of a few subtypes.

After matching the disease gene signature to the drug perturbation profiles, similarity scores are calculated

to represent the connections. Potential drugs for the given disease are identified. The strategy achieves

higher performance than other methods in predicting potential drugs. This chapter fulfills Objective 2 of

this dissertation.

Abstract

Drug repositioning is an important approach for drug discovery. Computational drug repositioning ap-

proaches typically use a gene signature to represent a particular disease and connect the gene signature with

drug perturbation profiles. Although disease samples, especially from cancer, may be heterogeneous, most

existing methods consider them as a homogeneous set to identify differentially expressed genes (DEGs) for

further determining a gene signature. As a result, some genes that should be in a gene signature are averaged

off. In this study, we propose a new framework to identify gene signatures for cancer drug repositioning

based on sample clustering (GS4CDRSC). GS4CDRSC firstly groups samples into several clusters based on

their gene expression profiles. Secondly, an existing method is applied to the samples in each cluster for

generating a list of DEGs. Then a weighting approach is used to identify an integrated gene signature from

all the lists of DEGs. The integrated gene signature is used to connect with drug perturbation profiles in the
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Connectivity Map (CMap) database to generate a list of drug candidates. GS4CDRSC has been tested with

several cancer datasets and existing methods. The computational results show that GS4CDRSC outperforms

those methods without the sample clustering and weighting approaches in terms of both the numbers and

rates of predicted known drugs for specific cancers.

3.1 Introduction

Traditionally, the drug discovery industry is mainly about the screening of chemicals to obtain a small set

of potential compounds [177]. However, further studies are needed to identify their therapeutic effects on a

particular disease. After that, the screened compounds move forward to animal tests and clinical trials [178].

This whole complex process is so long and expensive that it takes 10-15 years and 0.8-1.5 billion US dollars to

bring a drug from theory to product [26]. In order to reduce the time and cost of drug discoveries, researchers

propose to find new usages for existing drugs, which have passed the evaluation of human safety [179]. Several

successful drug repositioning studies have been published, including sildenafil for erectile dysfunction [180],

thalidomide for severe erythema nodosum leprosum and retinoic acid for acute promyelocytic leukemia [181].

However, most of the successful examples of drug repositioning are from phenotypic drug screening and

target-based methods [182, 183].

In recent years, the advances of high-throughput technologies, which produce a huge amount of tran-

scriptomic data, provide a great opportunity for studying drug repositioning. Based on transcriptomic data,

several databases have been proposed for drug repositioning. Lamb et al. constructed a Connectivity Map

(CMap) database [146, 147]. In the database, there are 6,100 profiles in CMap build 2, each measuring the

expression values of 22,283 genes of a cell line in a particular drug perturbation culture. The total number

of drug perturbations is 1,309. In order to increase the scale of perturbations and keep the cost at a low

level, the Library of Integrated Network-Based Cellular Signatures (LINCS) was developed [184]. The LINCS

database only measures the expression values of 978 genes directly and all other gene expression values are

estimated according to the measured values. About 19,811 small compound drug perturbations and 1,319,138

profiles are contained in the LINCS database.

After the construction of CMap and LINCS databases, several computational drug repositioning ap-

proaches have been proposed (e.g., [185, 186]). These approaches first identify a gene signature of a particular

disease and then calculate the connection scores between the gene signature and the perturbation profiles in

CMap database and/or LINCS database. The drugs with a connection score smaller than a threshold are

identified as potential drugs for the disease, which are called drug candidates. Usually, among drug candi-

dates, there are some drugs whose treatments for the particular disease are known, which are called known

drugs. In general, the number of predicted known drugs can demonstrate the accuracy of the gene signature

generated by the prediction method.

Many studies have been proposed to identify DEGs, which are candidates of a gene signature. In order
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to identify DEGs, gene expression data, which collect gene expression levels in different tissue samples, are

needed. The National Center for Biotechnology Information (NCBI) Gene Expression Omnibus (GEO) [187]

is one of the most comprehensive gene expression databases. Based on gene expression data, the fold-change

thresholding methods are first used to identify DEGs (e.g., [188, 189]). Each gene has a fold-change ratio

between normal tissue samples and disease tissue samples. The genes whose ratios are larger than a threshold

are identified as DEGs. In many studies, the threshold is set to be 2.

However, the fold-change thresholding methods do not take variability into account or can not guarantee

reproducibility [190]. Then the statistic methods are commonly used to identify DEGs, such as the T-test [14]

and Wilcoxon test [191]. Additionally, based on the fact that disease-related proteins tend to have a larger

number of interactions and more shared neighbors than non-disease proteins [192], genes can be mapped to

protein-protein interaction (PPI) networks and use network methods to identify DEGs (e.g., [4, 193, 194]).

In many of these studies, the disease tissue samples are treated as a homogeneous set to identify a gene

signature. However, the samples from the same complex disease (e.g., cancer) are still heterogeneous as the

complex diseases may have several subtypes. Therefore, treating all disease samples as a homogeneous set

may average off the differences among the samples. As a result, DEGs or gene signatures generated by these

methods are not good enough and thus their performance for drug repositioning is degraded.

In this study, we propose a new framework to identify gene signatures for cancer drug repositioning

based on heterogeneous sample clustering (GS4CDRSC). GS4CDRSC firstly groups cancer samples into

some clusters based on their gene expression profiles. Secondly, an existing method is applied to the samples

in each cluster for generating a list of DEGs. In the lists of DEGs, a weighting approach is used to give

each of the genes a new weight and sort them in descending order. Then the top genes are identified as

gene signatures for drug repositioning. Finally, a CMap tool is applied to predict potential drugs from the

integrated gene signature.

In order to evaluate its performance for drug repositioning, GS4CDRSC is combined with three existing

approaches, while the k -means algorithm is employed to perform sample clustering. All the approaches are

used to deal with tissue samples and identify a gene signature of particular cancer. Then the gene signatures

are used for drug repositioning and each gene signature obtains a list of drug candidates. In order to evaluate

the accuracy of gene signatures, the prediction rate of known drugs on the list of drug candidates has been

calculated. Based on the known drugs, other predicted drugs on the list have the potential same treatment.

From the experiments we can see that with the proposed GS4CDRSC, higher prediction rates are generated,

which means that GS4CDRSC can improve the performance of drug repositioning methods. Finally, we give

a discussion about the predicted potential drugs.
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3.2 Methods and materials

Typically, the computational drug repositioning approaches contain two main steps [183]: (1) Identifying

DEGs based on several tumor tissue samples and normal tissue samples from the GEO database or the like,

and further determining a gene signature of specific cancer based on its DEGs; (2) Calculating the connection

(or correlation) scores between drugs and gene signatures.

Figure 3.1: The flowchart of the GS4CDRSC framework.

In drug repositioning, the approaches for identifying a gene signature play an important role. In most

approaches, such as the fold-change thresholding approaches (e.g., [188, 189, 195]), statistic approaches (e.g.,

[14, 191]) and network approaches (e.g., [4, 193, 194]), all the samples from patients with the same clinical
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diagnosed diseases are treated as a homogeneous set. Therefore, the signatures identified by existing methods

need to be improved.

One of the reasons is the inner-tumor heterogeneity, where a dataset of a specific cancer may contain

several different subtypes. The subtypes of cancer are small groups that cancer can be divided into, based

on certain characteristics of the cancer. According to the studies of cancer cells in the past decades, different

hierarchies of subtypes are proposed. Taking lung cancer as an example, two main histological subtypes

are non-small cell lung cancer (NSCLC, 85% of all lung cancers) and small cell lung cancer (SCLC, 15% of

all lung cancers) [196]. There are three subtypes under the NSCLC, which are squamous cell lung carci-

noma, adenocarcinomas, and large cell carcinomas. Additionally, when looking into the hierarchy of genes

and molecules, some gene mutation-based subtypes are proposed, such as epidermal growth factor receptor

(EGFR)-mutation, Kirsten rat sarcoma viral oncogene homolog (KRAS)-mutation, and anaplastic lymphoma

kinase (ALK)-mutation [197]. In clinics, some subtypes share similar treatments [197]. In our study, based

on the gene expression values of patient samples, we aim to improve the performance of drug repositioning

methods based on sample clustering.

3.2.1 The GS4CDRSC framework

In this study, we propose the GS4CDRSC framework for drug repositioning, which focuses on improving

the identification of the gene signature of specific cancer. The pipeline of GS4CDRSC is shown in Figure

3.1. Specifically, a clustering algorithm is firstly used to divide the cancer samples into several clusters, each

of which is expected to be homogeneous. Then the existing methods are employed to identify DEGs and

generate a gene list for each sample cluster. In the list, a weighting approach is proposed to give each of the

DEGs a new weight and sort the DEGs in descending order. Then the top M genes are identified as a DEG

list. An integrated gene signature is determined over all the DEG lists from different clusters. The genes

which appear in most of the DEG lists are utilized to construct the integrated gene signature. Finally, the

integrated signature is used to query the CMap database and obtain drug candidates for the given cancer

under consideration. The detailed steps are illustrated in the following subsections.

3.2.2 The sample clustering

The sample clustering algorithm is used to produce some clusters that each cluster contains homogeneous

samples. In our proposed GS4CDRSC framework, the k -means algorithm is used for this purpose although

other clustering algorithms can be used at this step. In the k -means algorithm, the smaller the differences

within a cluster, the better the results are [198].

Given a set of samples s = (s1, s2, . . . , sn), where each sample is a d -dimensional vector and d is the

number of genes in a sample. The squared Euclidean distance is used to measure the difference between two
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samples as follows:

dist (si , sj ) =

d∑
t=1

(si (t)− sj (t))
2

(3.1)

The k -means algorithm is to obtain k clusters S = (S1, S2, . . . , Sk) while the sum of distances within the

clusters is the minimum. The objective of the k -means algorithm is to find the optimal S such that for a

given k the following sum of squared errors (SSEs) is minimized:

J(S) =

k∑
i=1

∑
s∈Si

dist (s, µi) (3.2)

where µi is the mean of the samples in cluster Si. At the beginning of the algorithm, µi can be the profile of

any sample. They are iteratively changed until the samples in the clusters are steady. As a result, all cancer

samples are divided into k clusters. Then cancer samples in each subset and their corresponding normal

samples are paired to make up a subset of samples for identifying DEGs and gene signatures in the following

steps.

In GS4CDRSC, the k -means algorithm is based on DEGs and expected to obtain homogeneous subsets

from all heterogeneous samples. The value of k is determined in 3.3.1. Additionally, it is expected to reduce

the effects of outliers in gene expression profiles. When measuring the values of genes in the microarray

platforms, the accuracies of experiments are influenced by many factors, such as the quality of microarray,

which produces erroneous values in some samples. When applying the k -means algorithm, the profiles with

error values cannot affect all the clusters although they may affect some clusters, which improves its accuracy.

Moreover, when considering the samples in a dataset as a whole set, some genes may be averaged and ignored

in the gene signature. The clustering algorithm is proposed to help identify such genes. As shown in Table

3.4, most of the genes in the final signatures are new.

3.2.3 The DEG identification for each subset

In GS4CDRSC, a list of DEGs is first generated from each subset of homogeneous samples which is obtained

in Section 3.2.2. Then DEGs are used to identify gene signatures for drug repositioning. In this subsection,

three DEG identification approaches are briefly described, including the moderated T-test approach, the

Wilcoxon test approach, and a network-based approach.

The moderated T-test approach

The T-test is a pioneering approach in identifying DEGs from gene expression profiles. However, the T-test

does not take into account the dependencies between genes. In order to address this weakness, the moderated

T-test is proposed [34]. Each gene is assigned a p-value based on its gene expression values across all samples.

Meanwhile, a fold-change ratio is also assigned to the gene, according to its average expression value in normal
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tissue samples and that in tumor tissue samples. Then genes with small p-values and large fold-change ratios

are identified as DEGs.

Suppose an expression value ygij is from gene g = (1, . . . ,H), array i = (1, . . . , n) and replicate j =

(1, . . . ,m). Let sBg be the between-array standard deviation, which is calculated as follows:

(sBg )2 =
m

n− 1

n∑
i=1

(ygi − yg)2 (3.3)

where ygi is the mean of the replicates of gene g on array i and yg is the mean of gene g across all arrays.

Let sWg be the within-array standard deviation, which is calculated as follows:

(sWg )2 =
1

n(m− 1)

n∑
i=1

m∑
j=1

(ygij − ygi)2 (3.4)

Then a T score is calculated as follows:

T =
yg ×

√
nm[1 + (m− 1)ρ̂]

sg
(3.5)

where ρ̂ is the correlation of gene between replicates and sg is calculated as follows:

s2g =
{ (n−1)(s

B
g )2

1+(m−1)ρ̂ +
n(m−1)(sWg )2

1−ρ̂ }
nm− 1

(3.6)

A p-value is computed based on the T score. The False Discovery Rate (FDR) α is set to be 0.01 and is

controlled by the Benjamini-Hochberg (BH) procedure [199] as follows:

p(M) ≤ M

H
α (3.7)

where M is the length of gene signature and H is the number of genes in a sample. The largest M is set to

be 100 to make sure that p(M) ≤ 1/H. So that the maximum number of false genes in the signature is 1.

In order to construct a gene signature with M genes, the fold-change ratio between normal and tumor

tissue samples are taken into account. Let µ1 and µ2 be the average expression values of gene g in normal

and tumor tissue samples, respectively. Then the fold-change ratio of gene g is µ1/µ2.

After generating the p-value and fold-change ratio of a gene, if its p-value is smaller than 1/H and its

fold-change ratio is either larger than R or smaller than 1/R, the gene is identified as a DEG candidate. R is

set to be the threshold of fold-change ratio. Then the satisfied genes are sorted in ascending order based on

their p-values. The ith gene in the list is given a weight of (N − i+ 1) /N , where N is the number of genes

in the list. As a result, the top M genes are generated to identify a DEG list of the subset. Finally, k gene

lists are obtained from k subsets.
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The Wilcoxon test approach

In the Wilcoxon test approach, the p-value of a gene is based on a Z score [35]. Let the vector of differences

between normal and tumor tissue samples be d = (d1, d2, . . . , dn). Then the absolute values of differences

are sorted in ascending order D = (D1, D2, . . . , Dn), and a sign vector q = (q1, q2, . . . , qn) is associated with

D, where Di is the ith smallest absolute value in d. Let dj be the corresponding value of Di in d, if dj is a

positive value, then qi = 1, otherwise qi = −1. After that, a rank vector v = (v1, v2, . . . , vn) is generated,

where vi = i. Particularly, if Di = Di+1 = · · · = Di+j , the associated rank value is calculated as follows:

vi = vi+1 = · · · = vi+j =

∑j
b=0 (i+ b)

j + 1
(3.8)

Furthermore the Z score is calculated as follows:

Z =
|
∑n
i=1 qivi|√

n(n+1)(2n+1)
6

(3.9)

After that, the p-value is computed based on the Z score. The following steps for obtaining DEGs are

similar to those in the previous subsection.

The network-based approach

In the network-based approach, one important step is to identify a DEG network from a PPI network [4]. In

this study, we download the PPI data from BioGrid database [200]. Proteins in the PPI network and their

corresponding genes in expression datasets are used to construct a gene network [201].

In the PPI network, we have some centrality measures that are appropriate for it. The PPI networks have

two properties: small world and scale free [202]. The bridging centrality works well in scale-free networks [203].

Jeong et al. propose that proteins with high degree centralities are more likely to be essential proteins [108].

Joy et al. conclude that the betweenness centrality is more likely to be essential than the degree centrality

[109]. Closeness centrality and clustering coefficient are other commonly used topological parameters in

biological network analyses [110, 111].

After obtaining a gene network from the PPI network, DEGs generated from each cluster are mapped into

the gene network. In order to obtain a DEG network for each cluster, DEGs and their direct neighbor genes

in the gene network are retained. Then all other genes are deleted from the gene network. Finally, the gene

network is transformed into a DEG network for each cluster. In the DEG network, the five centralities are

used to measure the topological importance of genes, including the degree centrality, betweenness centrality,

bridging centrality, closeness centrality, and clustering coefficient.

Let the DEG network be G = (V,E), where V = (v1, . . . , vn1) is the set of n1 vertices and E =

(e1, e2, . . . , en2
) is the set of n2 edges. The degree centrality of a vertex v is calculated as follows:

CD(v) = d(v) = |N(v)| (3.10)
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where d(v) is the degree of vertex v, and N(v) is the set of all neighbor vertices of v.

The betweenness centrality of a vertex v is calculated as follows:

CB(v) =
∑

s,v 6=t∈V

σst(v)

σst
(3.11)

where σst is the total number of shortest paths from vertex s to vertex t and σst(v) is the number of those

shortest paths that pass through v.

The bridging centrality is calculated as follows:

CR(v) =
1

d(v)
∑
i∈N(v)

1
d(i)

× CB(v) (3.12)

The closeness centrality of vertex v is calculated as follows:

CC(v) =
1∑

s∈V,s6=v dis(v, s)
(3.13)

where dis(v, s) is the distance between vertices v and s.

The clustering coefficient is calculated as follows:

CL(v) =
2× tri(v)

|N(v)| (|N(v)| − 1)
(3.14)

where tri(v) is the number of triangles consisting of vertex v and its neighbors in G.

In each type, the centrality values are normalized to [0,1], so that each gene has a new value. Then the

five values of a gene are summed up to a new weight, whose range is [0,5]. All genes are sorted in descending

order according to the new weight. Then the ranked gene list is used to generate a gene signature.

3.2.4 The gene signature determination

In previous sections, we have generated several gene lists from each of the methods applied in a dataset of

the cancers. In this section, we describe a weighting approach to determine the gene signature from those

gene lists.

Suppose we have L datasets of a cancer, each has k clusters. In each cluster, several tumor tissue samples

and normal tissue samples are contained. One of three previous approaches is used to generate a gene list

from a cluster. Then we are handling with L×k gene lists. Each gene in the list has a sign, either “+” or “-”,

corresponding to the up-regulation or the down-regulation. In order to identify the up-regulation and the

down-regulation, the average expression values of genes in tumor and normal tissue samples are calculated.

An up-regulated gene has a larger average expression value in tumor tissue samples than that in normal

tissue samples. A down-regulated gene is the opposite, which has a smaller average expression value in tumor

tissue samples than that in normal tissue samples.

In addition, a gene on each of the lists has a weight, which is based on three factors, including p-values,

statistical powers, and sample size. The p-values are used to describe the Type I error (also known as the
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false positive), while the statistical powers are used to describe the probability of Type II error (the false

negative).

The first factor of weight depends on the rank of p-value in the gene list. The genes are sorted in ascending

order based on their p-values. The ith gene in the list has the ith smallest p-value. Then its first factor of

weight is w1 = (nl + 1 − i)/nl, where nl is the length of the gene list. If the gene is up-regulated, w1 has a

positive sign, otherwise, it has a negative sign. The larger the statistical power is, the lower probability the

Type II error occurs. The statistical power (SP) is the second part of the weight, i.e., w2 = SP . The sizes

of the clusters are different. Then we use the size ratio w3 = nc/nd to be the third part of weight, where

nc and nd are the sizes of a cluster and a dataset, respectively. Finally, the weight of a gene in a cluster is

calculated as w1 × w2 × w3.

In this multiplication procedure, normalization is not an essential step. The ranges of w1 and w2 are

[0,1] and the w3 only has 2 possible values, when k is set to be 2. If we apply normalization to the weights,

the possible values of w3 are 0 and 1, that the identified genes are based on the larger clusters. After the

multiplication, the final weights of a gene are summed up on all L × k gene lists and sorted in descending

order according to the absolute value. In this procedure, normalization is not essential yet. Suppose the

values of w3 are different, then the ranges of w1×w2×w3 in different clusters are not the same. If we apply

a normalization, the w3 fails to play a role. In addition, we think these three weight factors independently

contribute to the final weight. According to the Bayesian rule, the multiplication of independent contribution

is more reasonable. So we do not apply normalization after the multiplication.

After generating the final gene list, the top M genes are identified as the gene signature of cancer. The

largest value of M is described in 3.2.3. In the BH procedure, it tends to be a strong assumption that

there are few signals. In the microarray studies, most genes are not related to the cancers [204]. After the

multiplication of w1 ×w2 ×w3, these assumptions are also satisfied, that more than 99.7% of the multiplied

values in the experiments are 0.

3.2.5 The connection score calculation

In this study, the sscMap platform [205] is used to calculate the connection score between a cancer (represented

by its gene signature) and a drug candidate (represented by its induced cell line expression profile in the CMap

database).

Given a cancer gene signature G = (g1, g2, . . . , gM ) and a drug-induced profile Pj(1 ≤ j ≤ N), where M

is the number of genes in the integrated gene signature, and N is the number of drug-induced profiles in the

CMap database. The genes in Pj are sorted in descending order based on their expression values and Pj(gi)

is denoted as the rank of gene gi in the profile Pj . Then an intermediate connection score ICS is calculated
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as follows:

ICS(G,Pj) =

M∑
i=1

s(gi)(I + 1− Pj(gi)) (3.15)

where I is the number of genes in the drug-induced profile.

A positive maximum connection score occurs when all the genes in a signature G are up-regulated genes

and they are the same as the top s genes in a drug-induced profile Pj . Then a positive maximum connection

score PMCS is calculated as follows:

PMCS(G,Pj) =

M∑
i=1

(I + 1− i) (3.16)

Then the connection score between a cancer gene signature G and a drug-induced profile Pj is calculated

as follows:

CS(g, Pj) =
ICS(G,Pj)

PMCS(G,Pj)
(3.17)

In general, the range of the connection score is [-1,1]. A connection score of -1 indicates that the cancer

gene signature and the drug-induced profile are most negatively correlated, which is the best situation that

the drug has a potential treatment.

Additionally, a p-value is assigned to the connection score CS(G,Pj). A large number of random gene

signatures are identified that the number of genes in a random gene signature is set to be n. Then the con-

nection scores between the random gene signatures and the drug-induced profile Pj are obtained. After that,

the p-value is the ratio of the random gene signatures whose connection scores are smaller than CS(G,Pj).

The p-value threshold is set to be 1/U , where U is the number of drugs in the CMap database. Finally,

only the drugs whose connection scores are negative and p-values are smaller than 1/U are identified as drug

candidates.

3.2.6 Datasets

In this study, all gene expression datasets of the cancers are downloaded from the Gene Expression Omnibus

(GEO) database [187]. In the GEO database, each cancer has several datasets. However, many of those

datasets contain tumor tissue samples only. In our proposed framework, the generated datasets should

contain both cancer samples and normal samples. The datasets of cervical cancer (CC), prostate cancer

(PC), kidney cancer (KC), breast cancer, (BC) colorectal cancer (CRC), and non-small cell lung cancer

(NSCLC) are utilized in the experiments.

BC is the most common cancer in women, the cancer cells are formed in the breast. In order to study

its gene signature, three gene expression datasets of breast cancer GSE10780, GSE15852, and GSE50948 are

used in this study. PC is the most common cancer in men. It starts in the prostate. The dataset GSE46602

is used in this study. Lung cancer is the second most common cancer in both men and women. About 85%
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of lung cancers are NSCLC. Three datasets GSE10072, GSE19804, and GSE27262 are used in this study.

CRC is the third leading cause of cancer-related deaths in both men and women in the United States. The

cancer cells form in the colon or rectum. The datasets GSE21510, GSE41258, and GSE49355 are used in this

study. CC is the fourth most common cancer in women. The dataset GSE63514 is used in this study. KC is

a disease that starts in the kidney. The terms “kidney cancer” and “renal cell carcinoma (RCC)” are often

used interchangeably. In order to analyze its gene signature, the dataset GSE53757 is downloaded.

Table 3.1: The number of samples and platforms in each dataset

Cases Datasets Platforms Numbers of Samples

Breast GSE50948 GPL570 80

GSE15852 GPL96 86

GSE10780 GPL570 84

Cervical GSE63514 GPL570 48

Colon GSE21510 GPL570 70

GSE41258 GPL96 88

GSE49355 GPL96 30

Kidney GSE53757 GPL570 144

Lung GSE10072 GPL96 48

GSE19804 GPL570 96

GSE27262 GPL570 50

Prostate GSE46602 GPL570 28

All the datasets are listed in Table 3.1 and belong to two platforms: GPL96 and GPL570. The GPL96

platform contains 22,283 probe sets, while the GPL570 platform contains 54,675 probe sets. Although the

GPL 570 platform produces more information than the GPL96, the drug repositioning profiles in CMap are

based on the GPL96 platform. In order to integrate the datasets from two platforms, we generate datasets

with the 22,277 common probe sets among them. All the datasets are normalized using Robust multi-array

average (RMA) method [206] and log2-transformed.

In addition, we also study the associations of RNA Seq datasets with the CMap database. The RNA Seq

datasets are downloaded from the Cancer Genome Atlas (TCGA) program in the National Institutes of

Health (NIH) [207]. In order to study the performance of RNA-Seq datasets, we generate 6 datasets from

the database, including breast, bronchus and lung, cervix uteri, colon, kidney, and prostate. In addition to

the previous approaches, we utilize two new approaches to identify DEGs from RNA Seq datasets, which are

DESeq2 [208] and edgeR [209]. However, the prediction rates of the signatures generated from edgeR are 0

in all cases. Meanwhile, the prediction rates of DESeq2 are 0 in 3 cases, 0.1 in 2 cases, and 0.2 in the colon

tumor case. Then we tried to scrutinize the possible reasons. The number of probes in RNA Seq datasets
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is 60,483. Mapping the genes in the RNA Seq dataset to the genes in CMap is an essential process. The

Entrez gene IDs are used to be an intermediate to connect these two coding projects. However, only 13,845

probes in RNA Seq data have their corresponding Entrez genes. Most of the information is lost, which leads

to worse results. Thus we do not utilize the RNA Seq data in the experiment.

3.3 Results and discussion

In this section, we apply our proposed GS4CDRSC framework on six types of cancers, as described above.

In the experiments, the gene signatures are generated by the three methods described in Section 3.2 with

GS4CDRSC, including the clustering and weighting procedures. In order to make a comparison, the gene

signatures are also generated by those methods without GS4CDRSC.

When evaluating the performance of drug repositioning methods, the prediction rate is proposed, which

is the rate of the predicted known drugs to all the predicted drugs. The known drugs are the drugs that have

shown their therapeutic effects in particular cancer, alone or cooperating with other drugs. The annotations

of all known drugs identified by GS4CDRSC are discussed in each case. For the approach to identify a gene

signature of cancer, the larger prediction rate with the gene signature can obtain, the better accuracy the

gene signature should be. Then the other drug candidates have the potential to achieve the same treatments

with the known drugs. We also discuss some annotations about the potential drugs.
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Figure 3.2: The Silhouette values in each dataset. k is ranging from 2 to 10.
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3.3.1 Cluster analysis

Before we compare the performance of the approaches with and without GS4CDRSC, we first determine

the value of k for the k -means algorithm in GS4CDRSC. Actually, the determination of k for the k -means

algorithm is a challenging issue. Although there is no best method for this issue in principle, one of the useful

empirical methods is the Silhouette method [210]. In this study, the Silhouette method is utilized to generate

validation of consistency within clusters.

As discussed in previous section, given a sample si in a cluster SI , the mean distance between si and all

other samples in cluster SI is

a(i) =
1

|SI | − 1

∑
j∈SI ,i6=j

dist(si, sj) (3.18)

Then the smallest distance between si and all samples in any other clusters is

b(i) = min
K 6=I

1

|SK |
∑
j∈SK

dist(si, sj) (3.19)

Now we can calculate a silhouette value of a sample si:

s(i) =
b(i)− a(i)

max{a(i), b(i)}
, |SI | > 1 (3.20)

Table 3.2: The average statistical powers and the number of tumor-normal sample pairs in all clusters
and datasets.

Cancers Datasets Cluster 1 Cluster 2 Undivided

NSCLC GSE100720.9873 15 0.9867 9 0.9873 24

GSE198040.9892 23 0.5539 25 0.9878 48

GSE272620.8153 9 0.8134 16 0.8153 25

CRC GSE215100.9954 25 0.9950 10 0.9954 35

GSE412580.9928 34 0.9903 10 0.8282 44

GSE493550.8794 8 0.7011 7 0.7838 15

CC GSE635140.8330 9 0.8199 15 0.3412 24

PC GSE466020.8681 7 0.8624 7 0.8681 14

KC GSE537570.9964 34 0.9967 38 0.9964 72

BC GSE509480.9347 19 0.5966 21 0.8924 40

GSE158520.9858 23 0.5680 20 0.9737 43

GSE107800.9883 24 0.9887 18 0.9480 42
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If |SI | = 1, then s(i) = 0. Thus the average value of s(i) over all samples is a measure of how appropriately

the dataset has been clustered. A larger silhouette value refers to a better cluster result. As shown in Figure

3.2, we have evaluate the 12 datasets in our experiments and the value k is ranging from 2 to 10. When k is

set to be 2, the Silhouette values achieve the largest values in all the datasets. Then we utilized k=2 in our

experiments.

Table 3.3: The prediction rates by two types of gene signatures identified in six cancer cases and
three approaches.

Cancers Approaches Without With

NSCLC Moderated T-test 0.20 0.20

Wilcoxon 0.12 0.67∗

Network-based 0.14 0.30

CRC Moderated T-test 0.20 0.40

Wilcoxon 0.12 0.30

Network-based 0.12 0.60

CC Moderated T-test 0.00 0.00

Wilcoxon 0.00 0.29∗

Network-based 0.00 0.20

PC Moderated T-test 0.00 0.40

Wilcoxon 0.25 0.25∗

Network-based 0.00 0.60

KC Moderated T-test 0.00 1.00∗

Wilcoxon 0.00 0.25∗

Network-based 0.00 0.00

BC Moderated T-test 0.13 0.30

Wilcoxon 0.09 0.30

Network-based 0.07 0.20

*: The number of drugs in the result is less than 10. Without:

The signatures are generated from the datasets without our pro-

posed framework. With: The signatures are generated from the

GS4CDRSC framework with the clustering and weighting proce-

dures.
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3.3.2 Statistical analysis

In our GS4CDRSC framework, we used the k -means algorithm to identify clusters from gene expression

datasets. However, compared with the whole dataset, the size of each cluster is smaller. In this section, we

learn the statistical influence of the changes in the sizes. The statistical power (SP) is the probability that it

will reject a false null hypothesis.

Suppose we have np pairs of tumor-normal tissues. The average expression value of gene g in tumor

tissues is mt, while the standard deviation is sdt. Then average expression value of gene g in normal tissue

is mn while the standard deviation is sdn. The confidence level of the test is set to be 0.05, then the critical

z score is 1.96 and -1.96. The SP is calculated as follows:

SP =Φ(Z > 1.96−
(mt −mn)

√
np

sdn
)+

1− Φ(Z > −1.96−
(mt −mn)

√
np

sdn
)

(3.21)

where the z score has a corresponding confidence level. Then the SP of gene g is obtained.

The SP is inversely related to the probability of making a Type II error. If a DEG has a large SP, it has

a small possibility to be a non-DEG. In order to study the difference of SPs between the undivided dataset

and the clusters, we calculate the SPs of all genes. We generate the average SPs of DEGs in each case and

list them in Table 3.2. Among the 24 clusters, the average SPs of 11 clusters are larger and those of 5 clusters

are equal to those of the datasets. Then we can conclude that although the k -means algorithm decreases the

size of profiles in each cluster, the SPs achieve benefits from it in a larger part.

Table 3.4: The rates of the overlapped genes in the signatures from the approaches with our proposed
framework, compared to the approaches without our proposed framework.

Cases Moderated T-test Wilcoxon test Network-based

NSCLC 0.49 0.04 0.37

CRC 0.03 0.08 0.44

CC 0.18 0.05 0.18

PC 0.22 0.02 0.11

KC 0.03 0.00 0.52

BC 0.03 0.03 0.23

3.3.3 Experiments

In the experiments, we applied our proposed GS4CDRSC framework to six types of cancers. In order to

make a comparison between with and without using the clustering and weighting approaches, we utilized
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Table 3.5: The rates of overlapped genes between two or three approaches in all cases. All the
approaches are combined with our proposed framework.

Cases Compare 1 Compare 2 Compare 3 Compare 4

NSCLC 0.22 0.40 0.21 0.11

CRC 0.13 0.23 0.18 0.06

CC 0.17 0.17 0.18 0.05

PC 0.16 0.15 0.05 0.05

KC 0.03 0.17 0.04 0.00

BC 0.16 0.13 0.09 0.02

Compare 1: Between the moderated T-test and network-based

approaches. Compare 2: Between the moderated T-test and

Wilcoxon test approaches. Compared 3: Between the network-

based and Wilcoxon test approaches. Compared 4: Between all

the 3 approaches.

three different approaches to identify DEGs in our framework, as shown in Table 3.3. The prediction rates of

all the comparisons are listed in Table 3.3. In most cases, we use the gene signature to identify 10 potential

drugs. However, the numbers of potential drugs in some cases are less than 10.

In two cases CRC and BC, our GS4CDRSC framework achieves higher prediction rates than without it.

In the CC and KC cases, the approaches without our proposed framework cannot identify any known drug.

In the PC and NSCLC cases, our GS4CDRSC framework could improve the prediction rates in two out of

three approaches. The weakness of our proposed framework is that it cannot help identify any drug of CC

with moderated T-test and KC with network-based approach. All the known drugs are discussed in Section

3.3.5.

3.3.4 Overlaps of the signatures

In the experiments, one type of comparison is the gene signatures between with and without the clustering

and weighting approaches in our proposed framework. We generate the rates of overlapped DEGs among the

signatures, as shown in Table 3.4. The rates are calculated by Jaccard similarity. In general, the rates are

small. The most genes identified with our proposed framework are new. We also compared the numbers of

overlapped DEGs between two or three approaches with our proposed framework in Table 3.5.
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3.3.5 Annotations of the known drugs

In this section, we discuss the treatments of known drugs in six cases. The predicted drugs for the six

types of cancers are listed in Table 3.6. Many researchers have done a lot of studies about those drugs and

treatments. In all the cases, the histone deacetylase(HDAC) inhibitor is the largest type of drug. Meanwhile,

HDAC inhibitors are used in the clinic of many cancers. Some drugs show individual treatment for specific

cancer. Some drug combinations are effective in some clinical trials.

Table 3.6: The known and potential drugs of three cancers identified by the three approaches with

GS4CDRSC

Cancers Approaches Known drugs in the results Predicted potential drugs

BC Moderated

T-test

Metformin [211], Oligomycin

[212], Danazol [213]

Primidone, Rilmenidine, Propidium io-

dide, Ozagrel, Oxybenzone, Iohexol,

Merbromin, Chlorzoxazone

Wilcoxon Rosiglitazone [214], MS-275

[215], TTNPB [216]

Monorden, Indomethacin, Lasalocid,

Iloprost, Nadolol

Network-

based

Fulvestrant [217], Metformin

[211]

Clopamide, Iloprost, Chlorzoxa-

zone, Dicycloverine, Fludrocortisone,

Dirithromycin

CC Moderated

T-test

NULL NULL

Wilcoxon Sirolimus [218], LY-294002

[219]

Latamoxef, CP-645525-01, Zu-

clopenthixol, Picrotoxinin, Zalcitabine

Network-

based

Sirolimus, Valproic acid [220] 0297417-0002B, SC-19220, CP-645525-

01, Prochlorperazine, Oxantel, 15(S)-

15-Methylprostaglandin E2, Adipi-

odone, Nortriptyline

CRC Moderated

T-test

Tetrandrine [221], In-

domethacin [222], Valproic

acid [223], Erastin [224]

CP-320650-01, Mephenytoin, Be-

clometasone, Mycophenolic acid,

Chlorhexidine, Oligomycin

Wilcoxon LY-294002 [225], Thiori-

dazine [226], Trichostatin A

[227]

Scopolamine, Zalcitabine, Preg-

nenolone, Fulvestrant, 6-

Bromoindirubin-3’-oxime, 0297417-

0002B, Maprotiline
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Network-

based

Resveratrol [228], Methotrex-

ate [229], Trichostatin A,

Trifluridine [230], Etoposide

[231], Irinotecan [232]

0173570-0000, Hycanthone, Daunoru-

bicin, PNU-0251126

KC Moderated

T-test

LY-294002 [233] Irinotecan

Wilcoxon Anisomycin [234] Fulvestrant, CP-690334-01,

BCB000039

Network-

based

NULL Ciclopirox, Estropipate, Ethisterone,

Letrozole, Etiocholanolone, Erastin,

Benzathine Benzylpenicillin, Metergo-

line, Selegiline, Rifampicin

NSCLC Moderated

T-test

Clindamycin [235], Gliben-

clamide [236]

Clopamide, Ajmaline, Lobeline,

Azacyclonol, Ampyrone, Danazol,

Dirithromycin, Chlorzoxazone

Wilcoxon Resveratrol [237, 238],

Glibenclamide

Dirithromycin

Network-

based

Indomethacin [239], Gliben-

clamide, Clindamycin

TTNPB, Anisomycin, Tetraethylene-

pentamine, Benzathine benzylpeni-

cillin, Pirinixic acid, Lobeline, Ajmaline

PC Moderated

T-test

Pyrvinium [240], Trichostatin

A [227]

Prochlorperazine, Diclofenamide,

Calmidazolium

Wilcoxon Geldanamycin [241] 0225151-0000, Dihydroergocristine,

Tanespimycin

Network-

based

Desipramine [242], Sirolimus

[243], Withaferin A [244],

Menadione [245], Thiori-

dazine [246], Gossypol [247]

Thiostrepton, Isocarboxazid, 6-

Benzylaminopurine, 0175029-0000

NULL in the table indicates that there is no result in the experiment.

Breast cancer

There are 7 known drugs in the predicted results. Metformin and MS-275 have shown antitumor effects in a

variety of cancers. Metformin is an adenosine monophosphate (AMP) kinase-dependent growth inhibitor for

breast cancer cells [211]. MS-275 is an HDAC inhibitor, that inhibits the tumor progression, angiogenesis,

and metastasis of breast cancer [215]. Oligomycin is a macrolide created by Streptomyces. It abolishes the

growth of human breast cancer cells at remarkably low concentrations [212]. Danazol is a medication used in
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the treatment of endometriosis. It is an effective treatment for advanced breast cancer [213]. Rosiglitazone

is an antidiabetic drug. It sensitizes breast cancer cells to anti-tumor effects of TNF-α, CH11 and CYC202

[214]. Fulvestrant is a medication that is used to treat hormone receptor (HR)-positive metastatic breast

cancer [217]. Arotinoid acid (TTNPB) proves to be 100 times more effective than all-trans-retinoic acid

(atRA), which also has great growth inhibition of breast cancer cells [216].

Cervical cancer

In the results, only 3 drugs have been studied for their treatment of cervical cancer. LY-294002 is s potent

inhibitor of numerous proteins and a strong inhibitor of phosphoinositide 3-kinases (PI3Ks). Its PI3K inhibi-

tion produces significant radiosensitization and increases apoptosis in human cervical cancer cell lines [219].

Sirolimus, also known as rapamycin, is a macrolide compound. It can significantly enhance the sensitivity of

CaSki cells (a type of human cervical cancer cell lines) to paclitaxel, which is effective against cervical cancer

[218]. Valproic acid is used to treat certain types of seizures. It has shown its antitumor effects in NSCLC

and CRC. It induces proliferation suppression, cell apoptosis, and cell cycle arrest in cervical cancer cells

[220].

Colorectal cancer

Among the predicted drug lists, there are 12 drugs whose treatments have been studied, including tetrandrine,

indomethacin, valproic acid, erastin, LY-294002, thioridazine, resveratrol, trichostatin A, methotrexate, tri-

fluridine, etoposide, and irinotecan. Valproic acid and trichostatin A are HDAC inhibitors. Valproic acid

has been reported to impair the tumor-cell-induced angiogenesis [248]. It has also been shown to enhance

the radiation response in CRC [223]. Trichostatin A reverses epithelial-mesenchymal transition in colorectal

cancer and induces apoptosis [227, 249].

Tetrandrine has anti-inflammatory, immunologic, and antiallergenic effects. It inhibits Wnt/β-catenin

signaling and suppresses tumor growth of human colorectal cancer [221]. Indomethacin is a nonsteroidal

anti-inflammatory drug. It suppresses the growth of colon cancer via inhibition of angiogenesis in vivo [222].

Erastin is a small molecule capable of initiating ferroptosis cell death. It disrupts mitochondrial permeability

transition pore (mPTP) and induces apoptotic death of colorectal cancer cells [224]. LY-294002 is a PI3K

inhibitor. It has been demonstrated to inhibit cell growth and induce cell apoptosis in colon cancer cell

lines [225]. Thioridazine is an antipsychotic drug. It inhibits the proliferation of colorectal cancer stem cells

through induction of apoptosis [226]. Resveratrol can depress the growth of colorectal aberrant crypt foci by

affecting bax and p21 expression [228]. In further studies, it can inhibit the invasion and metastasis of CRC,

in which long non-coding Metastasis Associated Lung Adenocarcinoma Transcript 1 (RNA-MALAT1) plays

an important role [250].

Methotrexate is an immune system suppressant that also has anti-tumor treatments in breast cancer

and lung cancer. The combination of leucovorin and fluorouracil with it is an active regimen in advanced
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colorectal cancer [229]. Trifluridine is an anti-herpesvirus antiviral drug. It has recently been approved for the

treatment of adult patients with metastatic colorectal cancer [230]. Etoposide is a chemotherapy medication

used for the treatment of several types of cancer. It has anti-proliferative effects in colon cancer cells [231].

Irinotecan is a medication used to treat colon cancer and small cell lung cancer. The treatment of it plus

fluorouracil and leucovorin is better than a widely used therapeutic regimen of fluorouracil and leucovorin

[232]

Kidney cancer

Only 2 drugs have shown their treatment for kidney cancer. LY-294002 is a PI3K inhibitor and PI3K-Akt

signaling cascade is, in theory, an ideal therapeutic target for this kidney cancer [251]. The combination of LY-

294002 with gefitinib suppresses the viability of gefitinib-resistant kidney cancer cell lines [233]. Anisomycin

is an antibiotic that inhibits eukaryotic protein synthesis. It sensitizes human kidney cancer cells to the

tumor necrosis factor (TNF)-related apoptosis-inducing ligand (TRAIL)-induced apoptosis [234].

Non-small cell lung cancer

Among the prediction results of our proposed framework, there are 4 drugs, clindamycin, glibenclamide,

resveratrol, and indomethacin, whose treatments have been studied. Glibenclamide is predicted by all three

approaches, which is a medication used to treat diabetes mellitus type 2. It inhibits multidrug resistance

protein 1 (MRP1) activities in human lung cancer cells and enhance their sensitivity to anti-cancer drugs

[236]. Clindamycin is predicted by two of the approaches. It is a type of antibiotic. The combination

of clindamycin and erlotinib is used for treating NSCLC and reducing the side effect of skin rash [235].

Resveratrol is a stilbenoid, a natural phytoalexin found in many food products, which can down-regulate the

expression of survivin and induce apoptosis in multidrug-resistant human NSCLC cells [237]. In addition,

resveratrol can enhance the anti-tumor effects of the epidermal growth factor receptor (EGFR) inhibitor

erlotinib in NSCLC cells [238]. Indomethacin is a nonsteroidal anti-inflammatory drug. It induces apoptosis

in a doxorubicin-resistant lung cancer cell line through an MRP1-dependent mechanism [239].

Prostate cancer

There are 9 known drugs in the predicted results. Trichostatin A is an HDAC inhibitor and has shown

antitumor effects in different types of cancers. It reduces cell invasion and migration abilities in prostate

cancer cells [227]. Pyrvinium is a known drug for cervical cancer. Androgen receptor (AR) is a type of

nuclear receptor. It has a key role in prostate cancer progression [252]. Pyrvinium can suppress prostate

cancer cells through endogenous AR in human prostate cancer cell lines [240, 253]. Gossypol is a nature

phenol derived from the cotton plant. It is currently in phase II clinical trials as adjuvant therapy for human

prostate cancer [247]. Geldanamycin is an antitumor antibiotic that has inhibition of angiogenesis in prostate

cancer cells [241].
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Desipramine is a tricyclic antidepressant (TCA) used in the treatment of depression. It causes apoptosis

via inducing c-Jun NH2-terminal kinase (JNK)-associated caspase-3 activation [242]. Sirolimus shows treat-

ment in both androgen-dependent and independent prostate cancer cells [243]. Withaferin A is a steroidal

lactone. It induces mitotic catastrophe and growth arrest in prostate cancer cells [244]. Menadione is an or-

ganic compound. The combination of ascorbate and menadione induces cell death in human prostate cancer

cells [245]. Thioridazine has shown treatment in colorectal cancer. It significantly inhibited the growth of

prostate cancer cells in vitro (including androgen-independent colonies) [246].

Discussions about the predicted drugs

In the experiments, we have identified some small compound drugs that have shown treatments against

cancers and some drugs that may have potential treatments. In former subsections, we have talked about the

treatments of the known drugs, which are side witnesses of the predicted drugs. In this section, we discuss

some of the predicted drugs that have anti-tumor effects in a variety of cancers.

Among the predicted results of NSCLC, danazol and TTNPB have shown some treatments against a

variety of cancers, which denotes the potential anti-tumor effects on NSCLC. In the predicted drugs of

CRC, chlorhexidine, daunorubicin and oligomycin are known drugs for different cancers. In the third CC

case, nortriptyline has shown treatments in many types of cancers. In the predicted drugs of PC, tane-

spimycin and thiostrepton are identified as anti-tumor agents in a variety of cancers. In the results of KC,

irinotecan, fulvestrant, and erastin have some treatments for different cancers. In the predicted drugs of

BC, clindamycin, estradiol, gabexate, and altretamine are anti-tumor agents in many cancers. Especially,

altretamine is predicted by all three approaches with our proposed framework.

3.4 Conclusion

In this study, we have proposed a GS4CDRSC framework to identify a gene signature of specific cancer for

drug repositioning. After sample clustering, the existing DEG approach is performed many times based on the

k clusters. At each time, a list of DEGs is identified from each cluster. Then the DEGs from all clusters are

used to generate an integrated gene signature. Comprehensive experiments have been conducted to evaluate

the performance of the proposed framework. The results demonstrate the effectiveness of GS4CDRSC in

identifying a gene signature. With the proposed framework, the gene signatures identified from existing

approaches can obtain more known drugs and the prediction rates of known drugs in drug candidates are

larger than the approaches without the framework. In the future, we would study more data and expand the

applications of the proposed framework for drug repositioning.

55



Acknowledgments

This work is supported in part by Natural Science and Engineering Research Council of Canada (NSERC),

China Scholarship Council (CSC) and by the National Natural Science Foundation of China under Grant

No. 61772552 and No. 61428209.

56



4 Human protein complex signatures for drug

repositioning

Prepared as: Fei Wang, Xiujuan Lei, Bo Liao, and Fang-Xiang Wu. Human protein complex signatures

for drug repositioning. Proceedings of the 10th ACM International Conference on Bioinformatics, Computa-

tional Biology and Health Informatics. 2019. FW and FXW discussed the methods. FW implemented the

algorithm, designed and performed the experiments. FXW supervised the study. FW and FXW wrote the

manuscript. All authors read, revised, and approved the final version of the manuscript.

As discussed in Chapter 2 and 3, the signature-based methods identify gene signature from disease tissue

samples. Genes are treated as independent elements to represent a disease. However, they may cooperate in

disease conditions. In order to reflect the dependencies of genes, I generate the protein complex information

in this chapter. The protein complex signature achieves better performance than that of the gene signature.

This chapter fulfills Objective 3 of this dissertation.

Abstract

Drug repositioning approaches are attracting more and more attention in the drug discovery field. Benefiting

from the high-throughput gene expression data, many computational drug repositioning approaches use gene

signatures to represent diseases and drugs, to identify potential drugs for diseases. Then the gene signature

is used to identify potential drugs for a disease. However, the gene signatures do not take the dependencies

between genes into account in the development of diseases. In this paper, we proposed human protein complex

(HPC) signatures to identify potential drugs for diseases. The human protein complex (HPC) features are

identified from the comprehensive resource of mammalian protein complexes (CORUM) database.

Based on the gene expression values, the HPC expression values are calculated. All the gene expression

profiles of diseases and drug perturbations are transformed to HPC profiles. The HPC signatures are identified

from the profiles and a list of drug candidates is generated. The results of 5 cancers indicate that the proposed

method identifies more known drugs, compared with gene signature methods.

4.1 Introduction

In the past decades, drug repositioning achieved large progress in drug discovery. In traditional drug discovery

approaches, a new drug often costs 8-10 years and 0.8-1.5 billion US dollars before it can be sold in the market
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[26]. Reducing such costs is the very first aim of drug repositioning. Drug repositioning has brought some

drugs to the market, such as sildenafil for erectile dysfunction [180] and retinoic acid for acute promyelocytic

leukemia [181].

The initial drug repositioning approaches are phenotypic drug screening and target-based methods [29].

Between 1999 and 2008, 28 small molecules were identified by phenotypic drug screening, and 17 were

proposed by target-based methods [30, 31]. However, the efficiency of both the phenotypic drug screening

and target-based methods is limited. As an improvement, the computational approaches can study almost

all small compounds in a short time and identify drug candidates in great efficiency [183].

Benefiting from the applications of high-throughput technologies and databases, many computational

approaches are used in drug repositioning studies, including pathway-based methods [254, 255], similarity-

based methods [256, 257], network-based methods [194, 258, 259, 260], signature-based methods [191, 261,

262], et al. The signature-based methods put more attention on the genes whose expression values are

significantly changed during disease development. Many gene expression databases are proposed to make

those methods more efficient.

In 2006, Lamb et al. proposed a drug perturbation database named Connectivity Map (CMap), where a

large number of gene expression profiles under specific drug perturbation cultures are encompassed [146, 147].

In their work, a gene signature is used to represent a biological condition and a rank-based matching strategy

based on the Kolmogorov-Smirnov statistic [263] is used to calculate the connection score between a gene

signature of a disease and a drug perturbation profile. The drug candidates are the drugs that have satisfied

the connection scores. In 2008, Zhang et al. proposed a simpler and more robust matching method based

on the CMap database, named statistically significant connections’ map (sscMap), where the statistical

significances of all connections were calculated [205, 264]. Wen et al. used the sscMap method to study drug

candidates for colorectal cancer [14].

However, one significant limitation of CMap is the data coverage. Only 5 cell lines and approximately

1300 small molecules are encompassed. Among them, the number of Food and Drug Administration (FDA)-

approved drugs are even smaller. In 2015, the Library of Integrated Network-Based Cellular Signatures

(LINCS) program was proposed to create a network-based understanding of biology [169]. The drug pertur-

bation database is an important component of the LINCS program. The LINCS database Phase I, which

encompassed 1,319,138 profiles, approximately 70 cell lines and 20,000 small compound perturbations, was

published in 2015. Based on the LINCS database, researchers use gene signature-based methods to study

drug repositioning [191].

In both CMap and LINCS databases, each drug perturbation expression profile is based on gene features.

The disease profile, which is used to identify a gene signature, is also a series of genes expression values. The

gene signatures are the connections between drug perturbation profiles and diseases. In those methods, genes

are considered as independent elements to represent a disease or a drug. Actually genes work together in

terms of protein complexes in the development of diseases [265, 266, 267, 268].
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In order to reflect the dependencies of genes in the signature of a disease, we use protein complexes to

represent a disease in drug repositioning. A protein complex is a group of proteins that work together in a

certain biological process. Proteins in a complex are highly interactive with each other [269, 270]. In our

method, we use the human protein complexes (HPCs) to reflect the interactions and co-operations among

genes and products. Those HPC signatures are identified from the comprehensive resource of mammalian

protein complexes (CORUM) database. Since each HPC has one or more genes, the gene expression profiles

of diseases in previous chapter are replaced by disease-HPC expression profiles in this chapter. Then an

HPC signature is identified from the HPC profiles. Meanwhile, the drug perturbation profiles in LINCS are

also transformed into drug perturbation-HPC profiles. Finally, a connection method is used to calculate

the connection scores between an HPC signature and drug perturbation-HPC profiles, and a list of drug

candidates is generated.

In order to illustrate the performance of our proposed method, we compare it with two gene signature

methods. All three methods are examined in data sets of 5 cancers. In each experiment, the top 20 small

compounds in the result are identified as a list of drug candidates. Among them, the drugs whose treatment

has been studied are known drugs and other drugs in the list are potential drugs. The number of known drugs

in a list is utilized as an evaluation matric. The HPC drug repositioning (HPCDR) method identifies the

largest number of known drugs among all three competing methods. Additionally, we study the annotations

of the drugs in the DrugBank database. Some known drugs and potential drugs have been identified as

antineoplastic agents.

4.2 Methods and materials

In order to identify new potential treatments of old drugs, we propose a novel approach, named HPCDR, to

study drug repositioning. The HPCDR method identifies human protein complex (HPC) signatures, instead

of gene signatures. Figure 4.1 illustrates the flowchart of the HPCDR method. Figure 4.1-A, -B, and -C

describe the databases used in HPCDR. Drug perturbation profiles are from the LINCS database Phase I.

Human protein complexes are from the CORUM database. Microarray data are downloaded from the GEO

database and mapped to Entrez gene profiles. Figure 4.1-D and -E illustrate the next steps. Both drugs

and diseases profiles are mapped to HPC profiles by taking the average values of all genes belonging to an

HPC. Figure 4.1-F is the process to identify an HPC signature from the disease profiles. Then the connection

scores between the HPC signatures and the drug perturbation-HPC profiles are calculated. All the scores

are sorted in ascending order and the top N drugs are identified as drug candidates for that disease.

4.2.1 Datasets

In this paper, the gene expression profiles are downloaded from the Gene Expression Omnibus (GEO)

database [187], which is built by the National Center for Biotechnology Information (NCBI). It archives
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Figure 4.1: The flow chart of our HPCDR method. (A): The drug perturbation profiles are from the
LINCS database. (B): HPCs are selected from the CORUM database. The number of satisfied HPCs
is 2,064. (C): Microarray data were downloaded from Gene Expression Omnibus (GEO) database. The
microarray data is mapped to the Entrez genes profile. (D): Based on the HPCs, drug perturbation
profiles in the LINCS database are transformed into drug perturbation-HPC expression profiles. (E):
Based on the HPCs, the Entrez gene expression profiles of disease are transformed into disease-HPC
expression profiles. (F): An HPC signature is identified from the disease-HPC expression profiles. (G):
A connection method is used to calculate 152,290 connection scores between the HPC signature and
profiles. (H): The connection scores are sorted in ascending order and the top 20 perturbations are
identified as drug candidates.

microarrays and other forms of high-throughput genomic data. In our study, we downloaded the microarray

data of 5 cancers, which represent the expression values of genes. In the GEO database, the number of data

sets of a specific cancer is very large. However, many of the datasets contain only tumor tissue samples. In

order to achieve a meaningful signature from a data set, we utilize the data set which contains both tumor

and normal tissue samples. Each tumor tissue sample has a corresponding normal tissue sample. The details

of the datasets are listed in Table 4.1.

Besides the gene expression profiles of diseases, we generate the drug perturbation profiles from the LINCS

database. Many types of perturbations are compassed in the database, including 19,811 small compound

drugs, 18,493 shRNAs, 3,462 cDNAs, and 314 biologics. In order to ensure the small compound drugs are

safe, we concentrate on the profiles of FDA-approved drugs in our study. The number of generated small
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Table 4.1: The disease datasets

Disease GEO serial numbers Platforms Number of samples

Breast Cancer GSE10780 GPL570 84

GSE15852 GPL96 86

GSE50948 GPL570 80

Cervical Cancer GSE63514 GPL570 48

Colorectal Cancer GSE21510 GPL570 70

GSE41258 GPL96 88

GSE49355 GPL96 30

Kidney Cancer GSE66272 GPL570 54

Lung Cancer GSE10072 GPL96 48

GSE19804 GPL570 96

GSE27262 GPL570 50

compounds is 1,273, while that of profiles is 152,290.

4.2.2 HPCs

In previous studies, the drug repositioning methods paid attention to gene signatures, that each gene is

considered as an independent unit. However, genes often interacted with each other in complex diseases

[271]. In order to reveal the dependencies of genes in cancers, many researchers studied proteins encoded

by genes and the roles of protein-protein interactions (PPIs) or protein complexes in cancers. Ivanov et

al. illustrated that PPIs play an important role in tumor progression, invasion, and/or metastasis [272].

Particularly, Li et al. proposed that the Hsp70-Bag3 PPI can be a potential target in cancer [268].

A protein complex is a group of proteins that are highly interactive with each other in a certain biological

process [273]. The proteins in a complex play similar roles in a biological process. Sabatini illustrated the

roles of mammalian target of rapamycin complexes (mTORCs) in pathways and tumors [266]. Fu et al.

established essential roles of TWIST/Mi2/NuRD protein complex in cancer metastasis [265].

Furthermore, based on our study of PPIs and protein complexes, we consider human protein complexes

(HPCs), instead of individual genes (proteins), to represent a disease in this study. All the HPC information

is downloaded from the comprehensive resource of mammalian protein complexes (CORUM) database. It

compasses 4,275 protein complexes, among which there are 2,916 HPCs. Because genes are contained in an

HPC and the coding scheme in LINCS database is Entrez gene coding, the Entrez genes are used to connect

the HPC signature of a disease and LINCS drug perturbation HPC profiles. More importantly, all the genes

in an HPC should be measured in LINCS database. The number of satisfied HPCs is 2,064. In the following
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section, all the profiles are transformed into 2,064-dimensional vectors.

4.2.3 Data pre-processing

In this study, the gene expression data from GEO database are obtained from GPL96 and GPL570 platforms,

which compass 22,283 and 54,675 probe sets, respectively. All the data sets are normalized using the robust

multi-array average (RMA) method and log2-transformed. Because there are 22,277 common probe sets

among the two platforms, we study the differences and similarities of the mapping of them and the other

32,398 probe sets. The 22,277 common probe sets are mapped to 12,315 Entrez genes and the other 32,398

probe sets are mapped to 12,321 Entrez genes. Only 6 Entrez genes are different. Then we choose the common

probe sets to do the experiments. All gene expression profiles are transformed to 22,277-dimensional vectors.

The second step is to map probe sets to Entrez genes. The drug perturbation profiles in LINCS database

are obtained from the L1000 platform, which contains 12,328 Entrez genes. Among them, there are 978

landmark genes and 11,350 inferred genes. The landmark gene expression values are measured directly from

the L1000 platform and the inferred gene expression values are calculated based on the landmark genes.

Because an Entrez gene has one or more corresponding probe sets, the average gene expression value of those

probe sets is used to be the expression value of the Entrez gene. Then both the profiles of diseases and drug

perturbations are 12,328-dimensional vectors. Specifically, the expression values of landmark genes are on

the top of the inferred genes, in order to make the experiments more convenient.

Figure 4.2: The details of the conversion. A: From a gene expression profile of a disease to a profile
of Entrez genes. B: From a profile of Entrez genes to that of HPCs.

The third step is to select HPCs from Entrez genes. In CORUM database, most of HPCs contain less

than 10 genes. The HPC expression value is the average expression value of genes that belong to it. Then all

the Entrez gene expression profiles of diseases and drug perturbations are transformed into 2,064-dimensional

62



HPC expression profiles, as shown in Figure 4.2.

4.2.4 HPC signatures

In this section, we identify the HPC signatures from the HPC expression profiles of diseases. An HPC can be

represented by a 2x-dimensional vector (t1, . . . , tx, n1, . . . , nx), where ti is the expression value of the HPC

in disease tissue profile Ti and ni is that in normal tissue profile Ni. The fold change ratio r is calculated,

based on the average value of HPC in disease tissues and normal tissues. Only the HPC whose fold change

ratio is larger than 2 is considered as a member of the HPC signature.

Then the paired t-test is used to calculated the statistical significance of the HPCs. The disease-normal

difference of HPCi is denoted as diff = (t1 − n1, t2 − n2, . . . , tx − nx). Then the T-score is calculated as

follows:

T-score =
µ×
√
x

σ
(4.1)

where µ is the average value of diff and σ is the standard deviation of diff.

Then a p-value is assigned from the T-score, and the HPCs are sorted in ascending ordert according to their

p-values. The False Discovery Rate (FDR) α is set to be 0.01 and is controled by the Benjamini-Hochberg

procedure [199] as follows:

p(M) ≤ M

H
α (4.2)

where H is the number of HPCs in the profile. An HPC whose p-value is smaller than the threshold is

identified as a significant HPC. The largest HPC signature length M is 100 to assure that p(M) ≤ 1/H so

that the maximum number of false HPCs in the signature is 1.

In our experiments, the t-test is calculated in each dataset independently. Each dataset has the same

number of normal and tumor profiles to apply the paired t-test.

For the diseases with a single dataset, the HPCs whose fold change ratio is larger than 2 and p-value is

smaller than 1/H are identified and sorted in ascending order based on their p-values. The top M HPCs are

identified as the HPC signature of the disease.

For the diseases with more than one dataset, in each dataset, the HPCs are sorted in ascending order

according to their p-values. Each HPC in a dataset has a rank score of (H + 1−R)/H, that R is its rank in

the dataset. If the fold change ratio of an HPC is less than 2, then its rank score is set to be 0. The rank

scores of an HPC in all datasets of disease are summed up and all features are sorted in descending order

according to their total rank scores. The top M HPCs are identified as the HPC signature of the disease.
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4.2.5 Matching method

In this section, we use a method to calculate the connection score between an HPC signature and drug

perturbation-HPC expression profiles, which is proposed originally to calculate connection scores between a

gene signature and CMap profiles [14], and discussed in Section 3.2.5.

Firstly, the drug perturbation-HPC profile P = (pv1, pv2, . . . , pvH) is replaced by a rank list PR =

(pr1, pr2, . . . , prH), where pvi is the expression value of HPCi and pri is its rank in the list. The HPC with

the smallest expression value is given a rank of H and the largest one has a rank of 1.

Meanwhile, the HPC signature is divided into two lists, one contains all up-regulated HPCs and another

contains all down-regulated HPCs. The up-regulated HPC list indicates that it has a larger expression value

in disease tissues than that in normal tissues, while a down-regulated HPC list indicates that it has a smaller

expression value in disease tissues than that in normal tissues. Then the up-score and down-score is calculated

as follows:

up-score =

Hup∑
i=1

(H + 1− pr(i)) (4.3)

down-score = −
Hdown∑
j=1

(H + 1− pr(j)) (4.4)

where Hup is the number of HPCs in the up-regulated list and Hdown is the number of HPCs in the down-

regulated list. H is the same variable as mentioned in Section 4.2.4. pr(i) is the rank of HPC i in the drug

perturbation-HPC list PR.

Then a possible maximum connection score is calculated as follows:

poss =

M∑
i=1

(H + 1− i) (4.5)

Then a connection score between a HPC signature and a drug perturbation-HPC profile is calculated as

follows:

H-score =
up-score + down-score

poss
(4.6)

In general, its range is [-1,1], a negative score indicates that the drug perturbation reverses the expression

of the HPC signature, which means that the drug has a potential treatment for the disease.

All drug perturbations are sorted in ascending order according to their connection scores and the top N

drugs are considered as drug candidates for the disease. Since a drug perturbation has more than one profile

in the LINCS database, we may have some replicates of a drug among the top N drugs.
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4.3 Results and discussion

4.3.1 Parameters and performance evaluation

In order to evaluate the performance of drug repositioning methods, the most commonly used metric is

the number of known drugs which are identified by the methods. The known drugs are the drugs whose

treatments of a disease have been studied and indicated. In the experiments, given an HPC signature of a

disease, we sort the connection scores of all drug perturbation-HPC profiles in descending order and identify

the top 20 small compound drugs as the drug candidates for the disease. We compare our proposed HPCDR

with two state-of-the-art methods.

In order to analyze the treatments of drugs, we study the annotations in DrugBank database [274]. Some

drugs have been identified as antineoplastic agents in DrugBank, that their anti-tumor treatments have been

studied. Additionally, the propagation of cancer is a process involving the participation of some enzymes

that help develop new drugs [275]. In this study, we also consider the drugs which have been identified as

enzyme inhibitors.

4.3.2 Compared with other methods

Entrez gene signatures

In this study, we replace the gene signature with the HPC signature of disease for drug repositioning. In order

to illustrate the performance of our proposed method, we use Entrez genes to identify signatures directly and

made a comparison with our method.

In this section, all the gene expression profiles of diseases are transformed into profiles of Entrez genes,

which are 12,328-dimensional vectors. Similar to our HPCDR method, we use the T-test statistical method

[34] to identify DEGs from gene expression profiles of disease and normal tissue samples. Then we calculate

the connection scores with drug-perturbation profiles and sort the scores in ascending order. In order to

make a comparison, the top 20 small compound drugs are identified as drug candidates.

Landmark gene signatures

Our proposed method use HPC signatures instead of Entrez gene signatures, which can be seen as a feature

extraction method. We also compare it with a feature selection method, that we identify landmark gene

signatures from Entrez genes. The LINCS drug perturbation profiles contain 12,328 Entrez genes, among

which there are 978 landmark genes and 11,350 inferred genes. The expression values of landmark genes are

measured directly from the L1000 platform, which can represent approximately 82% information [169]. The

expression values of inferred genes are calculated based on the landmark genes.

In this section, the gene expression profiles of diseases are represented by the profiles of landmark genes.

The connection scores between disease profiles and drug-perturbation profiles are calculated. The top 20
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drug perturbations are identified as drug candidates.

Comparison

In this section, our proposed HPC signature is compared with Entrez gene signature and Landmark gene

signature. In order to make a better comparison, we generate the number of known drugs among the top N

on the result lists. As the number of connection scores of a disease signature is 152,290, to reduce the scale

of drug candidates and focus on the most possible drugs, we set the variable N to be 20. The numbers of

known drugs are listed in Table 4.2. One drug has several profiles in LINCS database. They have different

concentrations, durations, or cell lines. Therefore, a drug may appear several times among the predicted

results. The replicate drugs are deleted in Table 4.3. Based on the results of known drugs, other drugs,

which are false positive in the experiments, are lacking in clinical trials. However, that does not mean they

are ineffective drugs. They are potential drugs that may have treatment for the given disease.

Table 4.2: The number of known drugs identified by our HPCDR method and two gene signature
method

Disease HPCDR Entrez gene

signatures

Landmark gene

signatures

Breast Cancer 12 9 10

Cervical Cancer 10 6 2

Colorectal Cancer 13 8 6

Kidney Cancer 5 2 1

Lung Cancer 10 5 6

The results indicate that our proposed method can identify the most number of known drugs from the five

disease data sets. Among 4 out of 5 cancers, the HPCDR method can generate at least 10 known drugs. In

kidney cancer, the HPCDR method only identifies 5 known drugs. For the method of Entrez gene signature,

the largest number of known drugs is 9. Especially in kidney cancer, only 2 known drugs are obtained. The

third method is about landmark gene signature, it only identifies 2 known drugs in cervical cancer and 1

known drug in kidney cancer. In the other three cancers, it generates similar numbers of known drugs with

Entrez gene signatures.

4.3.3 Analysis of predictions

In this section, we utilize some literature evidence and annotations in the Drugbank database to analyze the

treatments of the drugs which are identified by our method. All the drugs are listed in Table 4.3.
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Table 4.3: The drugs identified by our HPCDR method

Disease Known drugs Potential drugs

Breast

Cancer

aminoglutethimide, atorvastatin, dex-

amethasone, disulfiram, itraconazole,

LY-294002, nitazoxanide, ouabain,

resveratrol, vinorelbine, vorinostat

tetracycline, milrinone, nizatidine,

clemastine, molsidomine, nimodipine,

tolazamide, cefazolin

Cervical

Cancer

etoposide, genistein, LY-294002,

niclosamide, sirolimus, thioridazine,

wortmannin

idarubicin, mitoxantrone, danazol, afa-

tinib, capsaicin, doxepin, tretinoin,

digoxin, ABT-751

Colorectal

Cancer

atorvastatin, BMS-777607, gefitinib,

mitoxantrone, olaparib, saracatinib,

vorinostat, zebularine

BMS-777607, mitoxantrone, aliskiren,

eplerenone, nifedipine, nimodipine, ter-

conazole

Kidney

Cancer

cediranib, panobinostat, tivozanib,

vorinostat

brivanib, trimethobenzamide, clofi-

brate, lorazepam, rivaroxaban, ozagrel,

nizatidine, mosapride, ritodrine, ex-

emestane, iniparib, treprostinil, temo-

zolomide, thenoyltrifluoroacetone

Lung

Cancer

calcitriol, chlorambucil, entinos-

tat, foretinib, ibuprofen, iloprost,

MK-1775, olaparib, pravastatin,

tacedinaline, troglitazone, warfarin

fursultiamine, etomidate, fluvoxamine,

methantheline, mosapride, trazodone,

prazosin

Breast cancer

In the results, 5 of the identified drugs are antineoplastic agents, including aminoglutethimide, dexametha-

sone, resveratrol, vinorelbine, and vorinostat. Aminoglutethimide has been recognized as a valuable treatment

for breast cancer since the 1980s [276]. Dexamethasone is a type of corticosteroid medication, which enhances

the effects of ADR on induction of apoptosis and inhibition of cell proliferation [277]. It can also enhance

drug efficiency [278]. Resveratrol is a type of natural phenol, which decreases angiogenesis and increases

cell apoptosis in vitro and mice experiments [279]. Vinorelbine is an anti-mitotic chemotherapy drug that

has been used in the treatment of breast cancer. Vorinostat is a member of histone deacetylases (HDAC)

inhibitors. The combination of vorinostat and tamoxifen decreases resistance in breast cancer patients [280].

Besides antineoplastic agents, 5 other drugs are identified as enzyme inhibitors, including atorvastatin,

disulfiram. itraconazole, LY-294002 and ouabain. Atorvastatin is a statin medication, that statins in-

crease cell apoptosis, inhibit proliferation and drease metastatic dissemination of breast tumors [281]. The

67



disulfiram-copper complex has the potential to inhibit the proteasomal activity in breast cancer cells [282].

Itraconazole is a member of the triazole medication family, which inhibits breast cancer cell proliferation

[283]. LY-294002 is a phosphoinositide 3-kinase (PI3K) inhibitor. The PI3K inhibitor reduces tumor cell

proliferation and angiogenesis in a mouse model of breast cancer [284]. Ouabain is a cardiac glycoside and can

be used medically in lower doses. The combination of digoxin, proscillaridin A and ouabain induces apoptosis

in breast cancer cells [285]. Besides, nitazoxanide induces breast cancer cell apoptosis and suppresses tumor

growth [286].

Among the potential drugs whose treatments for breast cancer have not been proposed, there are also two

drugs tetracycline and milrinone, identified as enzyme inhibitors. Particularly, tetracycline analogues have

shown treatments for prostate cancer [287] and colorectal cancer [288].

Cervical cancer

In the identified drug list, 6 out of 7 drugs are either antineoplastic agents or enzyme inhibitors. Etoposide

is a member of the topoisomerase inhibitor family. The combination of etoposide and cisplatin is safe and

effective for cervical cancer [289]. Genistein is an angiogenesis inhibitor. It inhibits cell growth in cervical

cancer cells [290]. LY-294002 and wortmannin are two PI3K inhibitors, that enhance ratio sensitivity and

increase apoptosis [219]. The combination of niclosamide and paclitaxel has been used in the treatment of

cervical cancer, where niclosamide sensitizes the responsiveness of cervical cancer cells to paclitaxel [291].

Sirolimus, also known as rapamycin, has a similar treatment of enhancing the sensitivity of cervical cancer

cells to paclitaxel [218]. The last drug thioridazine is neither an antineoplastic agent nor an enzyme inhibitor,

it induces apoptosis in cervical cancer cells [292].

Among the potential drugs, idarubicin, mitoxantrone, afatinib, tretinoin, and digoxin are either anti-

neoplastic agents or enzyme inhibitors. Particularly, the studies of mitoxantrone [293] and digoxin [294]

for prostate cancer, afatinib [295] and tretinoin [296] for lung cancer, have been proposed. The potential

treatments of those drugs for cervical cancer should be studied in the future.

Colorectal cancer

In the results of colorectal cancer, atorvastatin and vorinostat have shown treatments for breast cancer in the

previous section. Atorvastatin is effective in inhibiting colorectal cancer cells, in combination with celecoxib

and aspirin [297]. The combination of vorinostat and bortezomib shows synergistic antiproliferative and

proapoptotic effects in colorectal cancer cells [298]. BMS-777607 is a MET tyrosine kinase inhibitor, that has

shown promising results in colorectal cancer [299]. Gefitinib is a drug used in the treatment of certain types

of cancer [300]. Mitoxantrone is an anthracenedione antineoplastic agent, it shows moderately effective in

advanced colorectal cancer cells [301]. Olaparib is a type of poly-ADP ribose polymerase (PARP) inhibitor,

which makes colorectal cancer cells sensitive to it [302]. Saracatinib is a dual kinase inhibitor, which has

been investigated for the treatments of cancers. It decreases tumor growth in colorectal cancer cells [303].
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Zebularine shows anti-tumor activity in colorectal cancer cells [304].

There are 7 potential drugs that their treatments for colorectal cancer can be studied in the future.

Particularly, the treatments of BMS-777607 [305] and mitoxantrone for other cancers have been proposed.

Kidney cancer

All of the four identified drugs are both antineoplastic agents and enzyme inhibitors. Cediranib demonstrated

significant anti-tumor activity in the treatment of kidney cancer, that its efficacy parameters are comparable

to approved drugs [306]. Panobinostat is a non-selective HDAC inhibitor, which inhibits kidney cancer cells

[307]. Tivozanib is a vascular endothelial growth factor (VEGF) receptor tyrosine kinase inhibitor and has

been recommended in the treatment of advanced kidney cancer [308]. Vorinostat also shows treatment for

kidney cancer [309].

15 potential drugs are identified in the results. Among them, the studies of brivanib [310], exemestane

[311], iniparib [312] and clofibrate [313] for other cancers have been proposed.

Lung cancer

In the results, 5 out of 12 identified known drugs are either antineoplastic agents or enzyme inhibitors,

including chlorambucil, entinostat, ibuprofen, olaparib, and pravastatin. Chlorambucil has been used as an

antineoplastic agent for the treatment of various malignant and nonmalignant diseases [314]. The combination

of chlortetracycline, nitrogen mustard, and prednisone in lung cancer has been studied [315]. Entinostat is

an HDAC inhibitor, which has shown promise in treating lung cancer [316]. Ibuprofen is a medication among

nonsteroidal anti-inflammatory drugs, which can enhance the antitumoural activity of cisplatin in lung cancer

[317]. Additionally, many drugs show treatment in lung cancer when combined with cisplatin. Calcitriol has

shown antiproliferative effects either as a single agent or combined with cisplatin [318]. Olaparib is a PARP

inhibitor, the combination of cisplatin with olaparib is more effective than each agent individually [319].

Pravastatin is a statin medication, which reduces progression and limits metastatic diffusion of established

hepatocellular carcinoma [320].

Among other known drugs, MK-1775 and tacedinaline have been used in trials studying the treatment

of Lung Cancer [321, 322]. Foretinib [323], iloprost [324], troglitazone [325] and warfarin [326] also have

treatments in lung cancer.

4.4 Conclusion

Identification of signatures is an important component in computational drug repositioning approaches. In

this study, we have proposed a signature identification method, named HPCDR, for drug repositioning.

HPCDR generates HPCs from CORUM database. Both the gene expression profiles of diseases and the drug

perturbation profiles are transformed into the form of HPCs. The experiments of 5 cancers indicate that our

69



HPCDR method identifies more known drugs than the other two gene signature methods. The annotations

from DrugBank are used to describe the treatments for cancers. In future studies, we would study more

applications of HPC signatures in drug repositioning.
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As described in Chapter 2, 3 and 4, the disease signatures strategies are identifying signatures from many

disease profiles. However, it can not work well when dealing with a single case in practice. In order to address

its limitations, I propose a strategy to identify drug signature and employ it in personalized medicine. Our

proposed methods could identify a list of potential drugs for even a single patient with high performance.

This chapter fulfills Objective 4 of this dissertation.

Abstract

Disease signature-based drug repositioning approaches typically first identify a disease signature from gene

expression profiles of disease samples to represent a particular disease. Then such a disease signature is

connected with the drug-induced gene expression profiles to find potential drugs for the particular disease.

In order to obtain reliable disease signatures, the size of disease samples should be large enough, which is not

always a single case in practice, especially for personalized medicine. On the other hand, the sample sizes of

drug-induced gene expression profiles are generally large. In this study, we propose a new drug repositioning

approach (HDgS), in which the drug signature is first identified from drug-induced gene expression profiles,

and then connected to the gene expression profiles of disease samples to find the potential drugs for patients.

In order to take the dependencies among genes into account, the human protein complexes (HPC) are used

to define the drug signature. The proposed HDgS is applied to the drug-induced gene expression profiles in

LINCS and several types of cancer samples. The results indicate that the HPC-based drug signature can

effectively find drug candidates for patients and that the proposed HDgS can be applied for personalized

medicine with even one patient sample.
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5.1 Introduction

In the traditional pharmaceutical industry, putting a new drug in the market is very costly and time-

consuming, about ten years and 1 billion US dollars are common in development [3, 26]. Nevertheless,

the related budgets are still expanding rapidly. In a traditional drug discovery pipeline, three major pro-

cedures are essential: preclinical, clinical trials and regulatory approval [27]. Several thousands of small

compound candidates are typically studied to develop one new drug. However, in many projects, no drug

can be taken to the market successfully.

In recent decades, drug repositioning has identified some novel treatments for existing drugs, such as

sildenafil, thalidomide, zidovudine, minoxidil, and celecoxib [28]. Sildenafil is the most well-known compound

in drug repositioning. It was developed for the treatment of coronary artery disease in the 1980s [327], and

repurposed to the treatment of erectile dysfunction in the 1990s [180]. Thalidomide was used as a sedative

and is now being used to treat multiple myeloma [328].

Two types of approaches have been proposed for drug repositioning initially, which are phenotypic screen-

ing and target-based approaches [29]. In the first decade of 21st century, 45 small compounds were proposed

by those approaches, 28 of which were identified by phenotypic screening [30, 31]. However, both two types of

approaches have some limitations. In phenotypic drug screening, small animal models and cell-based models

are necessary. The robustness and relevance of models influence the success of screening [32]. In target-based

methods, researchers indicated that only 435 effective drug targets had been proposed [329].

Recently, many high-throughput platforms have been developed to measure the expression values of genes,

and some biological databases have been constructed. Many computational approaches have been proposed

to use the data more efficiently and identify drug candidates, which are pathway-based methods [254, 255],

similarity-based methods [256, 257], network-based methods [71, 76, 259, 260], signature-based methods

[3, 122, 191, 261, 262], etc. The computational approaches can handle a large number of drug profiles and

identify potential drugs for the specific disease in a short period [183].

Lamb et al. constructed Connectivity Map (CMap) database which consists of 6,100 profiles under

different drug cultures and cell lines [146, 147]. Three main components were utilized in their research. A

drug perturbation profile was utilized to describe the differential expression of a drug. A gene signature was

a group of significantly expressed genes to represent a disease. A matching strategy was used to connect the

drug perturbation profile and the gene signature for producing a connection score [263]. The potential drugs

were predicted according to their connection scores.

However, a few cell lines and small compounds were contained in CMap database. Among those small

compounds, the Food and Drug Administration (FDA)-approved drugs, which had been studied, were even

fewer. Phase I of the Library of Integrated Network-Based Cellular Signatures (LINCS) program was pub-

lished in 2015, and the sample size of drug perturbation profiles was increased from 6,100 in CMap to 1.3

million [169].
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Based on CMap and LINCS databases, many signature-based approaches have been proposed to identify

candidates for drug repositioning [14, 205, 264, 330]. In the databases, the expression profiles are based on

gene features. In approaches, a signature is a group of genes that are selected independently. Actually, there

are some interactions among genes, in the developments of diseases [265, 266, 267, 268, 271]. In order to

reflect the dependencies of genes, the associations between genes, proteins, and diseases have been studied

[272, 331]. A protein complex is a group of proteins that have strong interactions with each other [332].

The properties of protein complexes and their relationships with diseases have been studied in many studies

[333, 334, 335]. Wang et al. utilize the human protein complexes (HPCs) to identify new signatures from

cancer samples and predict drug candidates for them [3].

In the existing signature-based approaches, a signature is identified from disease samples and compared

with the drug perturbation profiles in CMap or LINCS database. In either statistical or network-based

approaches, a large number of disease samples are critical in identifying signatures. However, when the

disease set has a few samples, it is difficult to identify a reliable signature. These approaches can not

especially handle samples from only a few patients.

In this study, instead of creating an HPC-based disease signature from patient samples, we propose an

HPC-based drug signature (HDgS) approach to identify drug signatures and predict drug candidates. Based

on the HPC information, all drug perturbation profiles and disease samples are transformed into the type of

HPCs. An HPC-based drug signature is identified from all the HPC profiles of a specific drug. For disease

samples, a differential expression profile is generated. The connection score between an HPC-based drug

signature and a patient profile is calculated. Finally, each patient has a list of drugs. After counting the

frequencies of drugs that appeared in all lists, ten drugs with the largest frequencies are identified as drug

candidates. In the experiments, we compare HDgS with the HPC-based disease signature approach and three

other types of drug signatures. Our HDgS approach achieves the highest prediction rates in four types of

cancers. The proposed approach can even be used to identify drugs for a single patient, and known drugs

are among the prediction results. At the end of the experiments, the annotations, treatments, and literature

evidence of the drug candidates are discussed.

5.2 Methods and materials

In this section, we discuss the datasets used in our HDgS approach and the procedures to generate the drug

candidates, as shown in Figure 5.1. The human protein complex information in the comprehensive resource

of mammalian protein complexes (CORUM) database [336] are utilized in Figure 5.1-I and -II to provide the

mapping between genes and protein complexes. The drug perturbation profiles in LINCS are used to produce

the drug signatures, which are matched with the patient profiles to generate a list of drug candidates.
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Figure 5.1: The flowchart of our HPC-based drug signature approach. I: Producing an HPC signature
for each drug. II: Transforming patient gene expression profiles to HPC profiles. III: Matching drug
HPC signatures to the patient HPC profiles, and producing a list of candidate drugs. p represents a
patient and N is the number of patients, u is a drug profile and s is a merged profile for each drug.
The number of approved drugs in LINCS is 1,294.

5.2.1 Design of study

The basic idea in our study is to generate a negative connection between a drug signature and a patient

profile of a specific disease. The negative connection indicates an opposite effect between a drug and a

disease represented by gene expression profiles, which may reflect a potential treatment for the drug to the

disease. In Figure 5.1-I, we apply HPC information to describe the drug signatures. In Figure 5.1-II, the

patient profiles are transformed from the form of genes to the form of HPCs. A matrix of connection scores is

calculated, as shown in Figure 5.1-III. In each patient of a specific disease, the top predictions are generated

and merged to produce a list of candidate drugs for the given disease.
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5.2.2 Datasets and pre-processing

Three types of data are utilized in our HDgS approach, including the drug perturbation data, patient sample

data, and HPC data.

The HPC data is downloaded from the comprehensive resource of mammalian protein complex (CORUM)

database [336], which contains 4,273 protein complexes, out of which 2,916 are HPCs. All HPCs cover 4,274

genes. In order to connect with other types of data, those 4,274 genes must match with Entrez gene IDs.

After matching, 2,916 HPCs and 3,092 genes remain. Since some HPCs do not encompass any genes that can

be matched in Entrez, as shown in Figure 5.2a, we focus on the complexes that contain at least one matched

gene. As a result, 2,883 HPCs are used to be the basic features in this study.

(a) The distribution of the number of HPCs vs. the number of genes per HPC.

(b) The distribution of the number of drugs vs. the number of profiles per drug in LINCS.

Figure 5.2: The statistic of drugs and HPCs in the dataset.

The drug perturbation profiles are downloaded from the LINCS database [169]. Phase I of the LINCS

database is published in the Gene Expression Omnibus (GEO) database [187]. The expression values of only

978 genes have been measured in LINCS, where these 978 genes are “landmark gene”, while the other genes

are “inferred genes”. The values of inferred genes are calculated based on the values of landmark genes.
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These 978 landmark genes are sufficient to recovery 82% information in CMap, where 22,277 gene ex-

pression values per profile are measured. In LINCS, there are 12,328 genes in a total of landmark genes and

inferred genes, and 1,319,138 profiles produced from 42,080 perturbations and 72 cell lines.

In LINCS database, the types of perturbations are small molecule drugs, shRNAs, cDNAs, and biologics.

Since drug repositioning is to find some novel treatment for existing drugs, whose safeties have been studied.

In this study, we focus on the drugs in DrugBank that have been approved by FDA [337]. As a result, 1,294

drugs are used in this study. The histogram of the drugs and profiles are shown in Fig 5.2b. The numbers of

profiles vary over drugs, while many drugs have a larger number of profiles. In a previous study [3], we have

generated the maps between HPCs and LINCS genes. Here drug perturbation profiles are transformed from

the type of genes to HPCs, and the value of an HPC is a combination of the gene values in the HPC.

The patient samples are downloaded from the GEO database [187]. In this study, 11 datasets of four

common cancers are obtained, as shown in Table 5.1. Among them, two platforms are referred to produce

gene expression profiles. One is GPL96, where 22,283 probe sets are utilized to measure gene expression

values. Another one is GPL570, where 54,675 probe sets are included. The three datasets of lung cancer

come from four different stages. So the lung cancer profiles are divided into four subsets, each representing a

cancer stage. In order to analyze data from different platforms, the first step is to select the common probe

sets between them, which are 22,777 in CMap. Then the probe sets are transformed into the type of LINCS

genes. Since some probe sets may refer to the same gene, the gene expression value is the average of the

probe sets which are referred to the same gene. The next mapping step is the same as those LINCS profiles

to get the HPC profiles. The cancer datasets from different platforms are transformed into the same type of

HPCs. After comparing the tumor tissue samples to the normal tissue samples, a differential HPC profile is

generated.

5.2.3 HPC-based drug signature procedures

In this section, we present the procedures to identify our HPC-based drug signature from LINCS database.

The profiles are generated from the LINCS Level 5 data, which consists of the differential expressions of the

drug perturbations in different concentrations, durations, and cell lines.

In order to reflect the dependencies of genes, HPC is used as the component of signature instead of

individual genes in this study. As shown in Figure 5.2a, many complexes contain at least two genes. In our

previous study of HPC-based disease signature [3], we chose the average value of the genes in the complex

to be the value of the complex. However, the importance of the genes in a complex may not be equal. In

this study, we use the Pearson Correlation Coefficient (PCC) to calculate the weights of genes. Additionally,

we calculate another type of weight from the Spearman Correlation Coefficient (SCC). We also compare the

approach of PCC weights with that of average weights and SCC weights in Section 5.3.

The fingerprinting vector of a gene consists of differential expression values across all profiles. A correlation

matrix for a complex is constructed by pair-wise fingerprinting vectors among all genes in the same complex.
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Table 5.1: The information of datasets

Cancers Datasets Platforms Disease sample sizes

Lung Cancer GSE10072 GPL96 32

-Stage 1 15

-Stage 2 9

-Stage 3 6

-Stage 4 2

GSE19804 GPL570 59

-Stage 1 35

-Stage 2 12

-Stage 3 12

GSE27262-Stage 1 GPL570 25

Breast Cancer GSE10780 GPL570 42

GSE15852 GPL96 43

GSE50948 GPL570 40

Colorectal Cancer GSE21510 GPL570 40

GSE41258 GPL96 43

GSE49355 GPL96 12

Prostate Cancer GSE46602 GPL570 14

GSE69223 GPL570 15

Stage 1, 2, 3 and 4 are four stages of lung cancer in the datasets.

Then the weight of a gene in the complex is the average correlation to all other genes. All the weights are

normalized and summed to 1. The differential expression value of a complex is the linear combination of the

gene differential expression values with their weights.

The original drug perturbation profiles are in the form of genes. After mapping genes to HPCs by the

weight approach, the novel profiles are in the form of HPCs. If an HPC has a value larger than 1, it is treated

as an up-regulated HPC in the profile, while if it has a value smaller than -1, it is a down-regulated HPC.

Among all the profiles of a drug, the HPC, which is either up-regulated or down-regulated in at least half

of the profiles, is labeled as either an up-regulated HPC or a down-regulated HPC of the drug, respectively.

Each HPC has a differential frequency among the profiles, and the up- and down-regulated HPCs are sorted

together in descending order according to their frequencies. The length of HPC-based drug signature is

determined in Section 5.2.4.
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5.2.4 Matching procedure

After generating HPC-based drug signatures and patient differential HPC profiles, the next procedure is

matching them together and calculating the matching scores. The matching method is the same which we

used with disease signatures [3, 14].

Before matching, a rank list PR = (pr1, pr2, . . . , prH) is proposed to replace the patient differential HPC

profile PV = (pv1, pv2, . . . , pvH), where pvi is the value of HPCi, pri is its rank in the list and H is 2,883. The

HPCs are sorted in ascending order according to their values in PV, where min(PR) = 1 and max(PR) = H.

Meanwhile, the signature is divided into two parts, one is the list of down-regulated HPCs, and the other

one contains up-regulated HPCs. scoreup and scoredown are calculated as follows:

scoreup =

Hup∑
i=1

(H + 1− prupi) (5.1)

scoredown = −
Hdown∑
j=1

(H + 1− prdownj) (5.2)

where Hup is the length of the up-regulated list while Hdown is that of the down-regulated list. upi is the ith

HPC in the up-regulated list while downj is the jth HPC in the down-regulated list.

A possible maximum score of the connection is calculated as follows:

poss =

M∑
i=1

(H + 1− i) (5.3)

where M is the length of signature. Finally, a connection score between an HPC-based drug signature and

a patient profile is calculated as follows:

H-score =
scoreup + scoredown

poss
(5.4)

The possible range of H-score is [-1,1], where a negative score reflects an inversion of the connection,

which means that the drug may reverse the disease condition and have a potential treatment for it.

In our experiments, we use Matlab to implement our algorithm. Its computational time complexity is

O(MN ), while M is the number of drugs and N is the number of patients.

5.2.5 Evaluation metrics

In previous sections, we have produced a ranked drug list for a patient. The drugs are sorted in ascending

order according to their connection scores. The top ten drugs are formed a new list for the following prediction.

Therefore, we have N lists for a specific disease, while N is the number of patients. The frequency of each drug

that appears on all lists is summarized. Drugs are sorted in descending order according to their frequencies.

The ten most frequent drugs are selected as the drug candidates. Their uses as potential treatments for the

diseases and literature evidence are discussed in Section 5.3.
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In the experiments, the competing methods also produce ten drug candidates. Among the drug candidates,

some drugs have been studied about their treatments for the specific disease. Therefore, we use “known drugs”

to describe them. The other drugs in the results may have potential treatments for the disease, and we call

them “potential drugs”. The prediction rate is the rate of known drugs in the results. In the experiments,

we use prediction rates to compare various methods.

5.3 Results and discussion

As reported by the World Health Organization (WHO) in 2018, lung, breast, colorectal, and prostate cancers

are the four most common cancers in the world [338]. Therefore, in this study, we apply our HPC-based drug

signature approach to the four cancers and compare it with other approaches.

Figure 5.3: The prediction rates between three types of weighting approaches.

Figure 5.4: The plot of the prediction rate vs. the length of signature.

In Section 5.2.3, we have discussed the PCC weights in calculating HPC values from gene values. In

order to ensure the advantage of PCC weights in HPC-based drug signatures, we first compare them with the

SCC weights and average weights, as shown in Figure 5.3. The signatures via PCC weights achieve higher

prediction rates than the other two types of weights. One possible reason is that genes within an HPC are
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not equal, while by averaging their values, all genes are treated equally. In SCC, the ranks may weaken the

influence of the most differentially expressed genes. In the PCC weighting procedure, the correlations are

different, a few genes may have negative correlations with other genes in the HPC. The weighting procedure

is the way to enhance the genes with high positive correlations. The length of signature is another parameter

that affects the prediction results. Figure 5.4 shows the prediction rates over various signature lengths from

10 to 200 with an increase of 5 for four diseases. From Figure 5.4, the best rate is achieved at the different

signature lengths for the different diseases. In this study, we only present the results with its best signature

length for a specific disease.

Figure 5.5: The iteration steps when identifying a PRL from the profiles of a drug.

In the previous study [3], we propose an HPC-based disease signature approach. In this study, we apply

those two HPC-based signatures to identify drug candidates for four common cancers. Additionally, we utilize

three different types of drug signatures in the experiments. The first type is the drug Prototype Ranked List

(PRL) signature [339, 340], where the profiles of the same drug are merged hierarchically, as shown in Figure

5.5. A set D is used to reflect a given drug with M ranked profiles. Then the Spearman’s Footrule distance

is calculated between each pair of them. The two profiles with the smallest distance are deleted from the set

D and summed together arithmetically. The new ranked profile is generated and added to the set D. The

iteration repeats until there is only one profile in the set. The gene signature contains the same number of

top and bottom 50 genes.

The second type is DrugSig, which is an online drug signature resource proposed by Wu et al. [341]. 5,913

drug signatures of 1,295 drugs are downloaded from the resource. Each signature contains 500 up-regulated

genes and 500 down-regulated genes. The most different aspect is that there’s no rank among the drug

signature, which means all genes have the same weight. Similarly, genes in disease signatures do not have
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any ranks. The matching score is the rate of overlap:

scoreDrugSig =
upoverlap + downoverlap

length of the disease signature
(5.5)

where the upoverlap is the number of common genes between the disease up-regulated gene list and the drug

down-regulated gene list, the downoverlap is the number of common genes between the disease down-regulated

gene list and the drug up-regulated gene list. The matching score reflects the reverse of the two signatures.

Although several approaches have been proposed to process the LINCS profiles, some researchers prefer

to identify drug signatures directly from the LINCS profiles, containing the 978 landmark genes [342]. The

third type of compared signature in this study is the landmark signature. One thing that should be noted is

that the profiles are not merged into a consensus one, so there may be some replicates in the prediction lists.

In the experiments, each method produces a list of ten drugs. As discussed in Section II.E, we compare

the prediction rate of known drugs in the list. The prediction rate indicates the confidence that other drug

candidates have the potential for the same treatment. Additionally, we collect the number of publications on

PubMed, associated with the candidate drugs for specific cancer.

The prediction rates of five approaches in four types of cancers are listed in Table 5.2. In all four cases,

our HDgS approach produces the highest prediction rates. In lung cancer stage 1 and colorectal cancer, there

is 1 more approach that can achieve the same prediction rates with HDgS. In the experiment of a single

patient, our proposed HDgS approach can achieve a prediction rate of 0.7, the same as in the whole dataset.

Table 5.2: The prediction rates of the five approaches

Cancers HDgS HPC-based

disease

PRL DrugSig Landmark

Lung 0.7 0.6 0.3 0.4 0.6

-Stage 1 0.7 0.3 0.2 0.4 0.7

-Stage 2 0.6 0.3 0.2 0.4 0.3

-Stage 3 0.6 0.1 0.2 0.2 0.3

-Stage 4 - P1 0.7 0.0 0.3 0.2 0.2

-Stage 4 - P2 0.7 0.0 0.3 0.2 0.2

Breast 0.8 0.6 0.6 0.6 0.4

Colorectal 0.6 0.6 0.5 0.3 0.1

Prostate 0.5 0.4 0.4 0.4 0.3

NULL: Do not have corresponding result.

P1 and P2 are two patients in Stage 4.

Besides the prediction rate, the frequency rate of a given drug is used to reflect the portion of patients

for whom the drug has been identified as a drug candidate. The drug candidates for four cancers and their
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Table 5.3: The drugs predicted for lung cancer

Labels Names The frequency rates in the groups of patients Num of Ref.

Whole

dataset

Stage

1

Stage

2

Stage

3

Stage

4-P1

Stage

4-P2

Known Triptolide 0.948 0.960 0.905 0.944 1 1 58

drugs Maraviroc 0.871 0.893 0.762 0.889 1 1 6

Palbociclib 0.629 0.613 0.762 0.556 NULL 1 79

Crizotinib 0.517 0.493 0.524 0.611 1 NULL 2074

Neratinib 0.431 0.427 0.222 0.500 1 1 70

Oxytetracycline 0.414 0.440 NULL 0.556 1 NULL 18

Caffeine 0.336 0.387 NULL NULL 1 NULL 143

Ciglitazone NULL NULL 0.333 NULL NULL 1 26

Fenretinide NULL NULL NULL NULL 1 1 46

Geldanamycin NULL NULL NULL NULL NULL 1 64

Potential Lomerizine 0.500 0.520 0.477 0.389 1 1 0

drugs Terconazole 0.414 0.360 0.477 0.556 1 NULL 0

GSK-1059615 0.371 0.373 0.333 0.444 NULL NULL 0

Guanadrel NULL NULL 0.286 0.333 NULL NULL 0

Lofexidine NULL NULL NULL NULL 1 NULL 0

Tinidazole NULL NULL NULL NULL NULL 1 3

Oxetacaine NULL NULL NULL NULL NULL 1 0

NULL: The drug is not on the prediction list of the corresponding group of patients.

Num of Ref.: The number of publications associated with the predicted drug for lung cancer on

PubMed.

frequency rates are listed in Tables 5.3-5.6. The treatments and annotations of drugs are discussed in the

following sections.

5.3.1 Lung cancer

In 2.09 million cases of lung cancers [338], about 85% are non-small cell lung cancer (NSCLC), while the

others are small cell lung cancer (SCLC). As shown in Table 5.3, ten small compounds are identified by the

whole patient group, seven of which are known drugs. Additionally, seven different drugs are identified by

the five subsets of patients.

Triptolide is a diterpenoid epoxide that is produced from the Tripterygium Wilfordii plant. It can decrease

cell migration and invasion of lung cancer in vitro [343]. Maraviroc is an antiretroviral drug. It reduces lung

tumor growth via decreasing the migration of C-C chemokine receptor type 5 (CCR5)+ regulatory T cells
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[344]. Palbociclib is an inhibitor of the cyclin-dependent kinases 4 (CDK4) and CDK6. The combination

treatment of palbociclib and selumetinib is effective in the models of NSCLC [345].

Crizotinib is an anaplastic lymphoma kinase (ALK) inhibitor that has shown treatments for NSCLC. It is

superior to standard chemotherapy in advanced NSCLC patients with ALK rearrangement [346]. Neratinib

is a tyrosine kinase inhibitor (TKI) anticancer drug. It has promising activity in NSCLC, according to both

preclinical and human studies [347]. Oxytetracycline is a broad-spectrum antibiotic. It displays apparent

inhibitions on the proliferation of A549 lung cancer cells [348]. Caffeine is a central nervous system (CNS)

stimulant [349]. It increases apoptosis of lung cancer, which is killed by cisplatin, through the inhibition of

ataxia telangiectasia mutated- and Rad3-related (ATR) activation [350].

Ciglitazone is a thiazolidinedione. It inhibits growth and induces apoptosis of NSCLC cells through

decreased expression of phosphoinositide-dependent protein kinase 1 (PDK1) [351]. Fenretinide is a synthetic

retinoid derivative. It induces apoptosis of SCLC cells and inhibits its growth [352]. Geldanamycin is a 1,4-

benzoquinone ansamycin antitumor antibiotic. The association of Ad-mda7 gene and geldanamycin inhibits

lung cancer cell motility and induces cell death [353].

Seven drugs are predicted to have potential treatments for lung cancer, two of which have been studied

for the treatment of tumors and cancers. Lomerizine has the clinical potential to reverse tumor multidrug

resistance [354]. GSK-1059615 is a type of kinase inhibitor and has been used in trials studying the treatment

for solid tumors and breast cancer [355]. About the other five predictions, more information about the

associations with cancers needs to be studied in the future. Terconazole is an antifungal drug. Guanadrel is

an antihypertensive agent. Lofexidine is a non-opioid prescription medicine used to treat high blood pressure.

Tinidazole is a drug for protozoan infections. Oxetacaine is a potent local anesthetic.

5.3.2 Breast cancer

Breast cancer is the most common cancer (2.09 million cases) in women [338]. As shown in Table 5.4, ten

small compounds are predicted by our proposed HPC-based drug signature, nine of which are known drugs

for breast cancer.

Palbociclib is a medication for breast cancer that has been sold in the market [356, 357]. Etoposide is a

medication for several types of cancers. It is an active and well-tolerated regimen in metastatic breast cancer

(MBC) patients [358]. Tretinoin is a medication for leukemia. The tretinoin-loaded lipid core nanocapsules

reduce the breast cancer cell viability even at lower concentrations [359]. Teniposide is a chemotherapeutic

medication used in the treatment of childhood acute lymphocytic leukemia and several cancers. It suppresses

the growth of breast tumor in vivo [360].

Tunicamycin is a mixture of homologous nucleoside antibiotics. The combination of trastuzumab and

tunicamycin shows effective treatments for HER2-positive breast cancer cells [361]. Triptolide has shown

antitumor effects for lung cancer and predicted in Section 5.3. It inhibits the viability of breast cancer cells

and significantly reduces the tumor weight and volume [362]. Idarubicin is an antineoplastic that has shown
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Table 5.4: The drugs predicted for Breast cancer

Labels Names Frequency rates Num of Ref.

Known drugs Palbociclib 0.824 784

Etoposide 0.560 1195

Tretinoin 0.432 657

Teniposide 0.408 39

Tunicamycin 0.280 95

Triptolide 0.272 53

Idarubicin 0.272 107

Cytarabine 0.264 262

Potential drugs PHA-793887 0.512 1

Norethisterone 0.344 255

treatments against breast cancer [363, 364]. Cytarabine is a chemotherapy medication used to treat leukemia.

Some cases have suggested that treatment of intrathecal liposomal cytarabine in patients with leptomeningeal

metastasis of breast cancer is feasible [365].

In this study, PHA-793887 and norethisterone are predicted to be potential drugs for breast cancer. PHA-

793887 is a CDK4 inhibitor, while the CDK4/6 inhibitors could sensitize a subtype of breast cancer to PI3K

inhibitors [366]. Norethisterone is a synthetic progestational hormone. It is a very weak inhibitor of CYP2C9

and CYP3A4, which are expressed in breast cancer tissues [367]. Studies about CYP3A4 indicate that it may

play a role in breast carcinogenesis [368]. Further studies may concentrate on how to enhance its inhibitions

on those genes.

5.3.3 Colorectal cancer

Colorectal cancer is the third most common cancer (1.80 million cases) in the world [338]. Ten small com-

pounds are predicted in the results, as shown in Table 5.5, six out of which are known drugs.

Isosorbide is a bicyclic chemical compound. The combination of aspirin and isosorbide mononitrate

shows synergistic apoptosis-inducing effects in human colon cancer cells [369]. Triptolide has been identified

in Section 5.3.1 and 5.3.2. It also induces apoptosis of human colon cancer cells and inhibits proliferation

[370]. Maraviroc has been used in the treatment of breast cancer. It induces significant apoptotic effects

in colorectal cancer cells [371]. Palbociclib has been discussed in Section 5.3.1 and 5.3.2. It promotes colon

cancer cell death and induces apoptosis [372].

Tivozanib is a type of kinase inhibitor, and the inhibition is helpful in the treatment of colorectal cancer

[373]. In a phase II study, the combination of tivozanib and everolimus shows treatment in 50% of the patients

with metastatic colorectal cancer [373]. Trametinib is a MEK inhibitor drug with anti-cancer activities. The

combination of dabrafenib and trametinib shows treatment for patients with metastatic colorectal cancer
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Table 5.5: The drugs predicted for colorectal cancer

Labels Names Frequency rates Num of Ref.

Known drugs Isosorbide 0.863 4

Triptolide 0.726 18

Maraviroc 0.526 2

Palbociclib 0.474 5

Tivozanib 0.347 4

Trametinib 0.263 29

Potential drugs Lomerizine 0.884 0

Alverine 0.589 0

Oxetacaine 0.558 0

Tyloxapol 0.495 0

[374, 375].

Four drugs are predicted to have potential treatment for colorectal cancer, two of which have been

studied the connections with cancers. Lomerizine is predicted to be a potential drug for both lung cancer

and colorectal cancer, that it has the clinical potential to reverse tumor multidrug resistance [354]. Alverine

is a medication for gastrointestinal disorders. The combination of MG132 and it shows cytotoxic effects on

breast cancer cells [376]. Oxetacaine is a potent local anesthetic. Tyloxapol is a surfactant.

5.3.4 Prostate cancer

Prostate cancer is the second common cancer (1.28 million cases) in men. As shown in Table 5.6, ten small

compounds are predicted, five of which are known drugs.

Palbociclib and triptolide are identified in all four cancers. Palbociclib is a novel medication for prostate

cancer. A phase II study shows that it may help slow the growth of prostate cancer [377]. Triptolide induces

prostate cancer cell death [378]. Maraviroc has been identified in lung and prostate cancers. It reduces

prostate tumor bone metastasis in immunocompetent mice [379]. Cisplatin is a chemotherapy medication

used to treat several types of cancers, including prostate cancer [380, 381]. Rucaparib is a poly ADP ribose

polymerase (PARP) inhibitor, which is used as an anti-cancer medication. It has antitumor activities in

prostate cancer patients [382].

Alverine and tyloxapol are predicted to be potential drugs for both colorectal and prostate cancers.

Brompheniramine is a histamine H1 antagonist, that histamine has some interactions with cell proliferation

and tumor growth [383]. PHA-793887 is a CDK inhibitor, which is used to treat cancers by preventing

overproliferation of cancer cells [384]. Disopyramide is an antiarrhythmic medication.
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Table 5.6: The drugs predicted for prostate cancer

Labels Names Frequency rates Num of Ref.

Known drugs Palbociclib 0.897 13

Triptolide 0.690 28

Maraviroc 0.517 3

Cisplatin 0.310 1138

Rucaparib 0.276 49

Potential drugs Alverine 0.897 0

Brompheniramine 0.552 1

Tyloxapol 0.414 0

Disopyramide 0.379 1

PHA-793887 0.276 0

5.3.5 Discussion

In the experiments, we have studied our proposed framework in four types of cancers, including lung cancer,

breast cancer, colorectal cancer, and prostate cancer. Among the predicted drug lists for each cancer, some

known drugs have been either utilized in the treatment of cancer or studied in vitro and vivo trials. The lowest

rate of the known drugs in the list is 50% in prostate cancer, while even 80% of drugs in the candidate list

for breast cancer have shown treatments in previous studies. Those results indicate that our HDgS approach

can be used to predict drug candidates for cancers. In this study, we have adopted the HPC-based drug

signatures to connect with patient profiles. The datasets used in this study contain only one type of cancer

in each sample. However, in principle, if a sample is from a patient with comorbidity, the potential drugs for

such a patient should be different from those patients with a single disease. If there are some datasets from

patients with comorbidity available, we would like to apply our proposed method to them in the future.

5.4 Conclusion

In this study, we have proposed a novel HPC-based drug signature (HDgS) for drug repositioning. The HPCs

are utilized to describe dependencies between genes. Comprehensive experiments have been conducted to

evaluate the performance of HDgS and other approaches. In the experiments, each patient is given a list of

drug candidates, and the predictions for the cancer are according to the frequency analysis of the lists. The

proposed HDgS can identify known drugs for most of the patients. The prediction rates of HDgS are larger

than those of the competing approaches. When dealing with two patient samples separately, the proposed

HDgS approach can identify seven known drugs, most of which are the same as those from the whole dataset.

Based on literature evidence, many of the potential drugs also have anti-cancer properties.
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6 Predicting drug-drug interactions by graph

convolutional network with multi-kernel

Prepared as: Fei Wang, Xiujuan Lei, Bo Liao, and Fang-Xiang Wu. Predicting drug-drug interactions by

graph convolutional network with multi-kernel. Briefings in Bioinformatics, 2021. FW and FXW discussed

the methods. FW implemented the algorithm, designed and performed the experiments. FXW supervised

the study. FW and FXW wrote the manuscript. All authors read, revised, and approved the final version of

the manuscript.

As described in Chapter 3, 4, and 5, the signature-based methods identify a list of potential drugs. In

practice, drug combinations also show treatments for a specific disease. Predicting potential drug combina-

tions, or DDIs, helps us to understand the MoAs of drugs. In many methods, the DDIs are treated as a

whole set to construct a DDI network, while there are various types of them. In this chapter, I divided those

DDIs into two groups and construct a model to aggregate them together. The model can predict potential

DDIs effectively. This chapter fulfills Objective 5 of this dissertation.

Abstract

Drug repositioning is proposed to find novel usages for existing drugs. Among many types of drug repo-

sitioning approaches, predicting drug-drug interactions (DDIs) helps explore the pharmacological functions

of drugs and achieves potential drugs for novel treatments. Many deep learning methods have been ap-

plied to predict DDIs. The DDI network, which is constructed from the known DDIs, is a common part of

many of the existing methods. However, the functions of DDIs are different, and thus integrating them in

a single DDI graph may overlook some useful information. We propose a graph convolutional network with

multi-kernel (GCNMK) to predict potential DDIs. GCNMK adopts two DDI graph kernels for the graph

convolutional layers, namely, increased DDI graph consisting of “increase”-related DDIs and decreased DDI

graph consisting of “decrease”-related DDIs. The reconstructed drug features are fed into a block with three

fully connected layers for the DDI prediction. We compare various types of drug features, while the target

feature of drugs outperforms all other types of features and their concatenated features. In comparison with

three different DDI prediction methods, our proposed GCNMK achieves the best performance in terms of

AUC-ROC and AUC-PR. In case studies, we identify the top 20 potential DDIs from all unknown DDIs, and

the top ten potential DDIs from the unknown DDIs among breast, colorectal, and lung neoplasms-related
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drugs. Most of them have evidence to support the existence of their interactions.

6.1 Introduction

Drug repositioning is to find novel usages for existing drugs. The safety and other properties of the existing

drugs, which have been approved to sell on the market, have been studied clearly. Therefore, drug repo-

sitioning helps save time and reduces the cost of drug development greatly. Several successful drugs have

been proposed by drug repositioning approaches, such as sildenafil, thalidomide, zidovudine, minoxidil, and

celecoxib [28].

In order to increase the prediction efficiency, many computational approaches have been utilized to predict

potential drugs for different diseases. A main field is predicting potential links between drugs and related

elements, such as drug-disease associations [11, 42, 53, 57, 122, 145], drug-target interactions [6, 25, 45, 48,

60, 65] and drug-drug interactions (DDIs) [10, 17, 19, 20, 58, 76, 153, 385].

When predicting DDAs, Luo et al. calculated similarities and constructed a similarity network [11, 57].

Random walk was employed to calculate the probabilities of DDAs. Li et al. utilized a convolutional

neural network (CNN) model to conduct a binary classification of DDAs, based on the known DDAs and

drug/disease feature vectors [42]. In the study of DTI, deep learning (DL) approaches are effective tools to

predict potential DTIs. Wen et al. constructed a deep-belief network (DBN) to predict potential DTIs [25].

Monteiro et al. combined a CNN with a deep neural network (DNN) to make predictions, where the CNN

was used to produce novel representations of feature vectors and the DNN was employed to predict DTIs [6].

The DDIs refer to the pharmacological and clinical responses to a drug combination, different from the

known effects of two drugs when used alone. The prediction of DDIs helps researchers to have a deep

understanding of the mechanisms of actions (MOAs) of drugs. In order to analyze DDIs, various types of

drug features have been studied, such as chemical substructures, side effects, targets, pathways, and enzymes,

etc.

Many approaches have been proposed to predict DDIs based on one or more types of drug features.

Ferdousi et al. calculated drug-drug similarities based on various types of features and utilized a positive

similarity threshold to determine the potential DDIs [17]. However, the similarities of many DDIs are negative,

while they cannot be predicted by a constant positive value. Yan et al. used a k -nearest neighbor procedure

after generating similarities of known DDIs and employed a regularized least squares (RLS) classifier to

predict potential DDIs [19]. In the classifier, both positive samples and negative samples are essential. In

predicting potential DDIs, the positive samples are those known DDIs, while the negative samples are the

unknown DDIs. Zheng et al. used an SVM model to produce reliable negative samples (RNS) from the

unknown samples and made a further prediction [20]. Zhang et al. proposed a multi-modal autoencoder

(MDAE) with positive-unlabeled (PU) learning to predict potential DDIs [10].

The DDIs can be utilized to construct a DDI graph, where nodes are drugs and edges are interactions
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among drugs. Zhou et al. used a Markov clustering algorithm on the DDI graph to predict potential drug

combinations [153]. Additionally, researchers can combine the drug features with the network structures to

predict potential interactions. Zhang et al. used a random walk algorithm on the DDI graph [58], while the

transition probabilities were based on the drug-drug similarity matrices.

Graph convolutional network (GCN) [143] is a variant of convolutional neural network (CNN) on the

graph, while the graph is used as a kernel. Researchers utilize GCN to produce low-dimensional representation

vectors of drugs by learning topological structures of drugs in the DDI graph. Feng et al. combined GCN

with a deep neural network (DNN) to generate feature representation matrix and predict potential DDIs

[76]. Huang et al. added a skip graph to reflect the indirect connections in the original DDI graph and made

predictions based on both the original DDI graph and the skip graph [385].

In many DDI prediction methods, researchers do not distinguish the responses of DDIs. All known DDIs

are labeled as positive samples and used to construct the DDI graph. However, there are many types of DDIs

relating to various mechanisms. About half of them are “increase”-related, such as “DRUG A may increase

the activities of DRUG B,” another half of them are “decrease”-related, such as “The metabolism of DRUG

A can be decreased when combined with DRUG B.”

In this work, we aim to learn novel embeddings from those two types of DDIs. As discussed above, GCN is

an effective structure to utilize both DDI graphs and drug feature vectors. We propose a graph convolutional

network with multi-kernel (GCNMK) to predict potential increased DDIs. We firstly construct an increased

DDI graph and a decreased DDI graph from the “increase”-related and “decrease”-related DDIs, respectively.

Two GCN layers are combined to learn low-dimensional representation vectors of drugs with those two graphs

and various types of drug features. After generating the node embeddings, two drug vectors are concatenated

to be the vector of a DDI. Finally, a block with three fully connected layers is used to make predictions. In

the experiments, we investigate the prediction performance of our proposed model on various types of drug

features, including chemical substructures, side effects, targets, pathways, and enzymes, etc. We compare

three state-of-the-art methods with our GCNMK. The results demonstrate that our GCNMK outperforms

other competing methods in predicting potential DDIs. In case studies, we predict potential DDIs, and most

of them have evidence to support the existence of their interactions.

6.2 Methods and materials

In this section, we introduce the architecture of our GCNMK model, as shown in Figure 6.1. In Figure

6.1-I, an increased DDI graph and a decreased DDI graph are constructed from the “increase”-related and

“decrease”-related DDIs, respectively. The two graphs and drug feature matrices are fed into two GCN

blocks, respectively. In Figure 6.1-II, these two GCN blocks form the GCN layer L1, while layer L2 contains

the third block. An additional procedure, whose output is a linear combination of its inputs, is adopted in

each block to generate drug embeddings from both increased and decreased DDI graphs. The low-dimensional
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representation vectors of drugs are produced after the layer L2. In Figure 6.1-III, the feature vectors of two

drugs are concatenated to form a DDI vector. A block with three fully connected layers is employed to

predict potential DDIs.

Figure 6.1: The architecture of GCNMK. I: Constructing two DDI graphs from increased, decreased
interactions, and inputting drug attributes. II: Generating the feature representation of drugs by
GCN. III: Predicting DDIs.

6.2.1 DDI graphs and drug feature matrix

A DDI graph G = (V,E) represents a collection of n nodes and m edges, while nodes are drugs and edges

are DDIs, which is described by an association matrix A. The DDI refers to the pharmacological and clinical
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responses to a drug combination, different from the known effects of two drugs when used alone. If there is a

known response between drugs i and j, in the association matrix A, A(i, j) = 1. Otherwise, A(i, j) = 0. The

DDI graph is undirected, that is, A(i, j) = A(j, i).

There are various types of responses between two drugs, including analgesic activity, risk or severity of

heart failure, serum concentration, therapeutic efficacy, etc. We divide them into two groups. One group

contains DDIs that increase one of the responses, while another group contains DDIs that decrease one of

the responses. Two DDI graphs GI and GD are constructed based on those two groups of DDIs, respectively.

Their association matrices are denoted by AI and AD.

Another matrix is the drug feature matrix H0. In order to make a distinction, the feature matrix together

with the graph GI is marked as Hi
I , while the other one is Hi

D, at the i -th layer of GCNs.

6.2.2 Feature representations of drugs

In this study, we construct two DDI graphs GI and GD for the increased and decreased DDIs, respectively.

Our purpose is to use GCN layers to learn features from both two graphs. In layer L1, two blocks are adopted,

each has an input graph, as shown in Figure 6.1-II. The propagation rules of linear transformation are as

follows:

H1
II = FIH

0
IW

0
I (6.1)

H1
ID = FIH

0
IW

′0
I (6.2)

H1
DD = FDH

0
DW

0
D (6.3)

H1
DI = FDH

0
DW

′0
D (6.4)

where H1
II and H1

DD are the node embedding matrices transferring within each block, respectively. H1
ID and

H1
DI transferring between the two blocks in layer L1. FI = D̃

− 1
2

I ÃID̃
− 1

2

I , FD = D̃
− 1

2

D ÃDD̃
− 1

2

D . ÃI = AI + I

and ÃD = AD+I are the association matrices of the graph GI and GD, respectively. I is the identity matrix.

D̃I(i, i) =
∑
j ÃI(i, j) and D̃D(i, i) =

∑
j ÃD(i, j) are the degree diagonal matrices.W 0

I , W ′
0
I , W

0
D, and W ′

0
D

are the weight matrices.

In each block, an addition procedure is adopted before the activation function as follows:

H1
I = σ(H1

II +H1
DI) (6.5)

H1
D = σ(H1

DD +H1
ID) (6.6)

where H1
I and H1

D are the outputs. σ is the activation function, which is ReLU in this study.
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The GCN layer L2 contains one block, which is used to integrate the outputs from two blocks in layer L1

as follows:

Z = σ(H2
I +H2

D) = σ(FIH
1
IW

1
I + FDH

1
DW

1
D) (6.7)

where Z is the final representation matrix of drugs.

6.2.3 Predicting DDIs

The Block 4 with three fully connected layers is utilized to predict DDIs in our model, as shown in Figure

6.1-III. Before Block 4, a concatenation layer is used to generate the DDI feature matrix. The inputs of

concatenation layer are representation matrix Z, and DDI information matrix D. For a pair of drugs i and j

in D, its DDI feature vector is the concatenation of Zi and Zj , represented as [Zi, Zj ], where Zi and Zj are

the feature vectors of drugs i and j in Z, which is fed into Block 4.

In Block 4, the number of neurons in each layer is 64, 16, and 1. The DDI prediction is formulated as a

binary classification, that the output values are the probabilities of how likely a drug pair is a true DDI. The

activation function is ReLU in hidden layers and Sigmoid in the output layer.

The cross-entropy loss function is used in our GCNMK model:

BCE = − 1

N

∑
ij

[yij log pij + (1− yij) log(1− pij)] (6.8)

where N is the sample size, yij ∈ [0, 1] is the true label for the interaction between drug i and j. “1” represents

the label of a positive sample, while “0” represents that of a negative sample. pij is the predicted probability.

In order to prevent the over-fitting problem, an L2-regularization is adopted:

L2 =
λ

2N

∑
w

w2 (6.9)

where λ is a hyper-parameter, w is an element in the parameter matrices W 0
I , W ′

0
I , W

0
D, W ′

0
D, W 1

I , and W 1
D.

As a result, the loss function for training our GCNMK model is L = BCE + L2.

6.2.4 Datasets

In order to make a fair comparison between various types of features and methods, we choose the drugs

which have all types of features in both our proposed methods and the competing methods. In our study, we

download DDIs from the DrugBank database (Version 5.1.8) [386], while the numbers of “increase”-related

and “decrease”-related DDIs are 40,202 and 40,500, respectively, among 613 FDA-approved drugs.

Eight types of features are compared in the experiments, as described in Table 6.1. It should be mentioned

that the node2vec feature matrix is generated from the whole DDI graph Gall = GI ∪GD and that there is an

information leak in it. The features about associated drugs, enzymes, side effects, substructures, and targets

are generated from the corresponding databases, as listed in Table 6.1. The pathway feature vectors of drugs
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are based on the drug-related targets and target-pathway associations. The prototype ranked list (PRL)

feature vector is generated by merging a group of profiles of a given drug into a single ranked list [339]. The

profiles are downloaded from the Library of Integrated Network-based Cellular Signatures (LINCS) database

[169].

Table 6.1: The types of features and their dimensions

Feature types Dimensions Resources

Associated

Drugs

613 DrugBank [386]

Enzymes 454 DrugBank

Pathways 533 DrugBank, CTD [387] and KEGG [388]

Side Effects 4859 SIDER [389]

Substructures 811 DrugBank

Targets 2670 DrugBank and CTD

Node2vec 613 [390] and [385]

PRL 978 LINCS [169] and [339]

6.3 Results and discussion

In this section, we illustrate the performances of our proposed model in various types of data and compare

it with three state-of-the-art DDI prediction algorithms. Five aspects are discussed in the following five

subsections: datasets in both our proposed model and the competing models; experiment setting; visualization

analysis of embedding features; results of competing methods; case studies of our proposed model.

Figure 6.2: The influence of learning rate lr.
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6.3.1 Experimental setting

In this study, we use 5-fold cross-validation (5-CV) to evaluate the prediction performance of our GCNMK

model and the competing methods. The known DDIs are represented as positive samples, and the unknown

DDIs are represented as negative samples. The number of positive samples is 80,702, while that of negative

samples is 106,876. In order to make the training data balanced, 80,702 negative samples are randomly

selected. Both the positive samples and the selected negative samples are divided into five subsets randomly.

At each time, a positive subset and a negative subset are selected as the testing set, while the remaining

subsets are selected as the training set. After five times, all subsets are used up to be testing sets, and the

predicting results are produced.

In order to avoid using the testing information in the training procedure and make the testing procedure

more accurate, the DDIs in the testing set are deleted from GI and GD at each training.

In experiments, the area under receiver operating characteristic curve (AUC-ROC) and area under

precision-recall curve (AUC-PR) are used to measure the performance of results. The higher the values

are, the more reliable the model is.

We adjust the parameters in order to achieve optimal performances. For the learning rate lr, L2-

regularization coefficient λ, and embedding size d, we search for the optimal values with the nominal values

lr=0.0005, λ=0.0005, d=128. When optimizing the influence of a specific parameter, the other two param-

eters are set to be the nominal values. After optimization, its optimal value is used to update its nominal

value. In those experiments, the target information is used to construct the drug feature matrix H0.

The learning rate lr ∈ (0.1, 0.01, 0.001, 0.0001, 0.00001, 0.000001). After achieving that the optimal value

is around 0.001, we set the learning rate to be in a refined range (0.0001,0.0002,...,0.0009,0.001,0.002,...,0.009).

In order to show them clearly, we use two histograms to depict the AUC-ROC and AUC-PR values under

different lr values, as shown in Figure 6.2. When lr increases from 0.000001 to 0.002, the general trend

of AUC-ROC and AUC-PR is ascending. When lr is larger than 0.002, the AUC-ROC and AUC-PR are

reduced. Therefore, we set the learning rate lr to be 0.002 in our proposed GCNMK model.

Figure 6.3: The influence of L2-regularization coefficient λ.

The L2-regularization coefficient λ ∈ (0.1,0.01,0.001,0.0001,0.00001,0.000001). The optimal value is

around 0.0001. Then λ is set to be in a refined range (0.00001,0.00002,...,0.00009,0.0001,0.0002,...,0.0009).
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All the AUC-ROC and AUC-PR values are shown in Figure 6.3. When λ increases from 0.000001 to 0.0003,

the AUC-ROC and AUC-PR increase slightly. When λ is larger than 0.0003, the AUC-ROC and AUC-PR

are decreasing. Therefore, we set λ to be 0.0003 in our proposed GCNMK model.

Figure 6.4: The influence of embedding size d.

The embedding size d ∈ (32,64,96,128,160,192,224,256,288,320). The prediction performance changes a

little when the embedding size varies, as depicted in Figure 6.4. When d is increasing from 32 to 160, the

AUC-ROC and AUC-PR are increased When d is larger than 160, the AUC-ROC and AUC-PR are becoming

smaller. We set the optimal embedding size d to be 160 in our GCNMK model.

Various types of features are used in our GCNMK model. The histograms of their prediction performance

are shown in Figure 6.5. Although the node2vec feature has a problem of information leak, its prediction

performance is the worst among the eight types of features. The PRL feature produces the second-worst

prediction results. The differences of the AUC-ROC and AUC-PR of the other six types of features are not

large, and the target feature of drugs achieves the best prediction performance among them. Therefore, in

the following comparison, we use the target feature of drugs in our GCNMK model.

Figure 6.5: The influence of feature type.

We compare our methods with three DDI prediction methods, which are DPDDI [76], SkipGNN [385],

and MDAE [10]. The parameters are set to be the optimal values as described in their methods. The type

of feature used in DPDDI is the associated drugs. In SkipGNN, it is node2vec. Five types of features are

used in MDAE, including associated drugs, enzymes, pathways, targets, and substructures. Additionally, the

same five types of features are used in our GCNMK model, which is represented as GCNMK-5 in Table 6.2.

95



6.3.2 Visualization analysis of embedding features

In order to study the embedding performance of our proposed model, we employ t-distributed stochastic

neighbor embedding (t-SNE) [391] to visualize DDIs based on the embedding features learned from our

model. t-SNE is applied to reduce the dimensionality of embedding features to 2 and plot a 2-D figure, as

shown in Figure 6.6. The green dots are known DDIs, while the red dots are unknown DDIs. Based on Figure

6.6, we can see that most of the dots are gathered in two areas. Especially, the known DDIs are located at

the lower half of the figure, while the unknown DDIs are located on the upper right quarter of the figure,

which can explain the performance of our model.

Figure 6.6: The visualization analysis of embedding features.

6.3.3 Results

The prediction performances of all competing methods are listed in Table 6.2. Each method is repeated

ten times to generate an average value and a standard deviation of the AUC-ROC and AUC-PR metrics.

The GCNMK and GCNMK-5, whose performance ranks are 1 and 2 in terms of AUC-ROC and AUC-PR,

respectively, are our proposed methods. The ranks of the other three competing methods are from 3 to 5.

We compare our GCNMK model with others in different aspects. There is only one graph kernel in

DPDDI method [76], which is the graph of all known DDIs Gall = GI ∪GD. The AUC-ROC and AUC-RP

values produced by GCNMK model are about 4% larger than those of DPDDI. Referring to the results in

Figure 6.5, our GCNMK model still achieves better performance than DPDDI when using the same type of

feature. The results indicate that using the increased-decreased graphs GI and GD can improve the prediction

performance.

There are two graph kernels in SkipGNN [385], that one kernel is Gall and another kernel Gskip is based

on Gall. The GCNMK generates 10% larger AUC-ROC and AUC-RP values than SkipGNN. In this way, the

graphs GI and GD work better in predicting potential DDIs. One possible reason is that the ratio of edges

in Gall is about 43% in our datasets, and it is nearly 95% in Gskip. Adding such an almost fully connected

graph can not improve the prediction performance.

Five types of features are used to identify the drug representation feature vectors in GCNMK-5 and

MDAE [10]. In the results, the GCNMK-5 outperforms MDAE. Furthermore, the GCNMK achieves better
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Table 6.2: The prediction performances of the competing methods.

Methods
AUC-ROC AUC-PR

Ave. Std. Rank Ave. Std. Rank

GCNMK 0.9557 0.0017 1 0.9508 0.0012 1

GCNMK-5 0.9337 0.0042 2 0.9292 0.0048 2

DPDDI 0.9126 0.0003 3 0.9131 0.0003 4

SkipGNN 0.8589 0.0005 5 0.8604 0.0005 5

MDAE 0.8981 0.0015 4 0.9232 0.0013 3

Ave.: The average value across ten repeats.

Std.: The standard deviation across ten repeats.

Rank: The ranks are based on the average values.

prediction performance than GCNMK-5, which indicates that multiple types of features do not achieve better

results than a single type of feature.

In summary, our proposed GCNMK model achieves the best prediction performance among all competing

methods in terms of AUC-ROC and AUC-PR.

Table 6.3: The top 20 predicted DDIs.

Rank Drug A Drug B Evidence

Source

Description

1 Imipramine Olanzapine Drugs.com Using imipramine together with

olanzapine may increase side ef-

fects such as drowsiness.

2 Olanzapine Theophylline TWOSIDE Using the drug combination

may increase the side effect of

anaemia.

3 Desipramine Olanzapine Drugs.com Using desipramine together with

olanzapine may increase side ef-

fects such as drowsiness.

4 Sulfadiazine Trimethoprim TWOSIDE Using the drug combination

may increase the side effect of

anaemia.
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5 Cimetidine Tramadol Drugs.com Cimetidine may increase the

blood levels and effects of tra-

madol.

6 Sulfamethoxazole Trimethoprim TWOSIDE Using the drug combination

may increase the side effect of

anaemia folate deficiency.

7 Hydrochlorothiazide Metoprolol Drugs.com Using metoprolol and hy-

drochlorothiazide together may

lower your blood pressure and

slow your heart rate.

8 Ofloxacin Ticlopidine N.A. N.A.

9 Dextromethorphan Quinidine Drugs.com Using dextromethorphan to-

gether with quinidine may

increase the effects of dex-

tromethorphan.

10 Tolbutamide Vincristine N.A. N.A.

11 Estradiol Progesterone TWOSIDE Using the drug combination

may increase the side effect of

anaemia.

12 Fosinopril Hydrochlorothiazide Drugs.com Their effects may be additive on

lowering your blood pressure.

13 Nicotine Vincristine TWOSIDE Using the drug combination

may increase the side effect of

anaemia.

14 Hydrochlorothiazide Pindolol Drugs.com Using pindolol and hy-

drochlorothiazide together

may lower your blood pressure

and slow your heart rate.

15 Lorazepam Ranitidine TWOSIDE Using the drug combination

may increase the side effect of

anaemia.

16 Promethazine Pseudoephedrine TWOSIDE Using the drug combination

may increase the side effect of

anaemia.
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17 Theophylline Vincristine TWOSIDE Using the drug combination may

increase the side effect of neu-

tropenia.

18 Panobinostat Rosiglitazone N.A. N.A.

19 Hydralazine Reserpine N.A. N.A.

20 Ranitidine Teniposide N.A. N.A.

N.A.: The evidence of the given DDI is not available till now.

Table 6.4: The top ten predicted DDIs of breast neoplasms-related drugs.

Rank Drug A Drug B Evidence

Source

Description

1 Verapamil Mefloquine Drugs.com Using mefloquine together with vera-

pamil can increase the risk of irregular

heart rhythm that may be serious and

potentially life-threatening.

2 Sulindac Methazolamide N.A. N.A.

3 Ranitidine Vinblastine TWOSIDE Using the drug combination may in-

crease the side effect of neutropenia.

4 Rosiglitazone Metformin TWOSIDE Using the drug combination may in-

crease the side effect of anaemia vita-

min b12 deficiency.

5 Quinine Nizatidine TWOSIDE Using the drug combination may in-

crease the side effect of chest pain.

6 Sulindac Theobromine N.A. N.A.

7 Ranitidine Sunitinib TWOSIDE Using the drug combination may in-

crease the side effect of anaemia.

8 Ranitidine Teniposide N.A. N.A.

9 Ranitidine Vinorelbine TWOSIDE Using the drug combination may in-

crease the side effect of anaemia.

10 Sulfasalazine Isosorbide TWOSIDE Using the drug combination may in-

crease the side effect of anaemia.

The breast neoplasms-related drugs are in bold.
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6.3.4 Case studies

In case studies, all 106,876 unknown DDIs are fed into our GCNMK model. A larger prediction score of two

drugs suggests that they have a higher probability of having an interaction. We generate a ranked list of

DDIs in descending order according to their prediction scores.

The top 20 predicted DDIs are listed in Table 6.3. We verify them with TWOSIDE database [392] and

Drug Interactions Checker of Drugs.com [393], and collect the descriptions about their interactions. For

instance, the description of “Imipramine-Olanzapine” is “Using imipramine together with olanzapine may

increase side effects such as drowsiness”. We can see that 15 DDIs are confirmed in either Drugs.com or TWO-

SIDE. The results indicate that our proposed GCNMK model is effective in predicting novel DDIs. Other

five DDIs, “Ofloxacin-Ticlopidine”, “Tolbutamide-Vincristine”, “Panobinostat-Rosiglitazone”, “Hydralazine-

Reserpine”, and “Ranitidine-Teniposide”, deserve to be confirmed by further experiments. Additionally, the

drug “Vincristine” appears in three predicted DDIs, two of which have been confirmed. More attention

should be paid to “Tolbutamide-Vincristine”.

Especially, in order to study the potential DDIs which are related to a given disease, we generate the

disease-related drugs from CTD database. Those drugs have been used to treat the given disease. In our

datasets, the numbers of breast, colorectal, and lung neoplasms-related drugs are 64, 31, and 36, respectively.

The unknown DDIs which are connected with those drugs are predicted. The predicted results are listed in

Tables 6.4, 6.5, and 6.6.

In the predicted results of breast neoplasms-related DDIs, seven out of ten DDIs have been confirmed to

have interactions in either TWOSIDE or Drugs.com. Especially, there are two confirmed DDIs, each of which

consists of two breast neoplasms-related drugs. The other three DDIs, “Sulindac-Methazolamide”, “Sulindac-

Theobromine”, and “Ranitidine-Teniposide”, deserve to be confirmed by further experiments. Especially,

among the ten predicted DDIs, the drug “Ranitidine” appears in four DDIs, while three DDIs have been

confirmed. The DDI “Ranitidine-Teniposide” should attract more attention.

In the predicted results of colorectal neoplasms-related DDIs, seven out of ten DDIs have been confirmed

to have interactions in TWOSIDE. The other three interactions, “Dacarbazine-Phenytoin”, “Fluorouracil-

Oxymetholone”, and “Doxorubicin-Lynestrenol”, could be potential DDIs.

In the predicted results of lung neoplasms-related DDIs, eight out of ten DDIs have been confirmed to

have interactions in either TWOSIDE or Drugs.com. The other two DDIs, “Sulindac-Methazolamide” and

“Sulindac-Theobromine”, are also on the predicted list of breast neoplasms.

These neoplasms-related case studies demonstrate the usefulness of our GCNMK model in identifying

potential DDIs for specific disease-related drugs.
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6.4 Conclusion

In this study, we have proposed a GCNMK model for predicting DDIs. The “increase”-related DDIs and

“decrease”-related DDIs are used to construct two DDI graphs, which are the graph kernels in our model.

Then novel embeddings of drugs are produced by three GCN blocks. A DDI feature vector is the concatenation

of two drug feature vectors. A block of three fully connected layers is used as a predictor. Comprehensive

experiments have been conducted to evaluate the performance of GCNMK and other methods. In the

experiments, our GCNMK model outperforms all other methods. In the case studies, most of the predicted

DDIs have evidence to support the existence of their interactions. Therefore, benefiting from the two graph

kernels, our GCNMK model can be used to predict DDIs effectively.

Even so, there is a limitation in our proposed model. When constructing the DDI graphs and generating

the set of drugs, the drugs in the experiment have at least one DDI. We remove the drugs which do not have

any known DDIs. As a result, our model can not identify DDIs among isolated drugs.

There are several directions of future work along with this study. In the DDI graphs of GCNMK, the edges

belong to the same type. We could adapt this to any heterogeneous network, such as the drug-disease network.

The descriptions of drug-diseases associations consist of two types: therapeutic and marker/mechanism, which

may be useful for employing a GCN model. Another future direction is to distinguish more types of predicted

DDIs. According to their functions, each type of DDI may be used to construct a graph kernel, and the novel

model has the potential to identify the specific type of a predicted DDI.
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Table 6.5: The top ten predicted DDIs of colorectal neoplasms-related drugs.

Rank Drug A Drug B Evidence

Source

Description

1 Simvastatin Niacin TWOSIDE Using the drug combination may in-

crease the side effect of iron deficiency

anaemia.

2 Fluorouracil Lorazepam TWOSIDE Using the drug combination may in-

crease the side effect of iron deficiency

anaemia.

3 Meloxicam Methotrexate TWOSIDE Using the drug combination may in-

crease the side effect of iron deficiency

anaemia.

4 Fluorouracil Tramadol TWOSIDE Using the drug combination may in-

crease the side effect of anaemia.

5 Famotidine Primidone TWOSIDE Using the drug combination may in-

crease the side effect of haemorrhagic

anaemia.

6 Dacarbazine Phenytoin N.A. N.A.

7 Famotidine Progesterone TWOSIDE Using the drug combination may in-

crease the side effect of atrial fibrilla-

tion.

8 Fluorouracil Oxymetholone N.A. N.A.

9 Doxorubicin Lynestrenol N.A. N.A.

10 Simvastatin Trifluoperazine TWOSIDE Using the drug combination may in-

crease the side effect of pancytopenia.

The colorectal neoplasms-related drugs are in bold.

102



Table 6.6: The top ten predicted DDIs of lung neoplasms-related drugs.

Rank Drug A Drug B Evidence

Source

Description

1 Sulindac Methazolamide N.A. N.A.

2 Rosiglitazone Metformin TWOSIDE Using the drug combination may in-

crease the side effect of anaemia vita-

min b12 deficiency.

3 Theophylline Vincristine TWOSIDE Using the drug combination may in-

crease the side effect of neutropenia.

4 Sulindac Theobromine N.A. N.A.

5 Methotrexate Meloxicam TWOSIDE Using the drug combination may in-

crease the side effect of iron deficiency

anaemia.

6 Theophylline Thalidomide TWOSIDE Using the drug combination may in-

crease the side effect of anaemia.

7 Ifosfamide Ofloxacin Drugs.com Chemotherapy with ifosfamide may re-

duce the plasma concentrations of oral

ofloxacin.

8 Theophylline Olanzapine TWOSIDE Using the drug combination may in-

crease the side effect of anaemia.

9 Sulindac Isosorbide TWOSIDE Using the drug combination may in-

crease the side effect of pancytopenia.

10 Melatonin Tacrolimus TWOSIDE Using the drug combination may in-

crease the side effect of pancytopenia.

The lung neoplasms-related drugs are in bold.
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7 Summary, limitations, and future work

7.1 Summary

Computational drug repositioning is a critical yet challenging issue. The datasets are vast, and the com-

putational methods are numerous. Besides generating a list of potential drugs for a given disease, more

descriptions about the potential treatments, such as DDIs, are useful. This dissertation aims to identify a

list of potential drugs for several types of cancers and predict potential DDIs. In total, five objectives are

proposed in Chapter 1, and Chapter 2 to 6 have achieved these objectives.

Chapter 2 comprehensively reviews some latest studies in predicting novel treatments for existing drugs.

The widely used databases and pre-processing steps are firstly introduced. Some types of algorithms, such as

signature-based, network-based, basic ML, and DL methods are discussed. Moreover, three scenarios about

DDAs, DDIs, and DTIs are presented.

Chapter 3 designs a weighting strategy to identify gene signatures from heterogeneous datasets of multiple

types of cancers. A sample clustering procedure is applied on the datasets, while the existing DEG approach

are proposed to identify a list of DEGs from each cluster. Then an integrated gene signature is constructed

from all lists through a weighting strategy.

Chapter 4 proposes a type of human protein complex signature instead of a gene signature for identifying

potential drugs. The gene expression profiles of both diseases and drugs are transformed into the form of

human protein complexes. The novel profiles are applied to identify signature and predict potential drugs

for several types of cancers.

Chapter 5 proposes a drug signature strategy for personalized cancer medicine. This strategy identifies a

signature for each drugs. Depending on the drug signatures, a single patient is given a list of drug candidates.

For the specific type of cancer, a frequency analysis is proposed to identify potential drugs from all list of

drugs of patients.

Chapter 6 proposes a graph convolutional network with multi-kernel (GCNMK) to identify potential

DDIs. In the GCNMK model, the known DDIs are divided into two graphs based on their clinical responses.

The proposed model concatenates those two graph kernels together and achieves improved performance.

With my proposed algorithms, the accuracy of both signature-based and DDI prediction methods is

improved. In the experiments, the signature-based methods proposed lists of potential drugs for several

types of cancers, and the GCNMK model predicted potential DDIs for cancer-related drugs. Those studies

enhance my understandings of drug repositioning.
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7.2 Limitations

In previous section, I have discussed the performance of my proposed methods. However, they are not

perfect. Each of them has some limitations. In Chapter 3, the clustering strategy is proposed to identify two

subgroups from heterogeneous datasets. However, two clusters may not be optimal for other datasets.

Additionally, in Chapter 3, genes are treated as independent elements. However, they cooperate in disease

conditions. In order to reflect their dependencies, I utilize HPC information in Chapter 4. The gene signatures

of diseases are transformed to HPC signatures.

In Chapters 3 and 4, both gene signatures and HPC signatures are about diseases. A number of patient

profiles are essential to identify disease signatures. Therefore, they can not work well when dealing with

a single patient in practice. In order to address this limitation, I construct drug signatures and predict

potential drugs for personalized treatment in Chapter 5. However, a drug signature would be not reliable if

the number of drug induced expression profiles is small.

In Chapter 6, DDIs are divided into two groups according to their “increase” and “decrease” responses.

However, DDIs are more heterogeneous, and more types of DDIs should be distinguished. Additionally, the

networks are based on known DDIs. Therefore, the proposed method can not identify interactions between

isolated drugs.

7.3 Future work

Based on the studies proposed in this dissertation, several future directions for drug repositioning are proposed

as follows:

1. Using multiple types of data to identify a signature of either a drug or a disease.

Multiple types of data characterize different aspects of drugs and diseases. Analyzing more data may

help describe a disease condition or drug perturbation more accurately. However, in signature-based

methods, only the transcriptomic data are commonly employed to identify a signature. Therefore, new

methods should use other types of data, such as disease-gene associations, to study their applications

in identifying signatures.

2. Using multiple types of biomedical entities and associations to enrich the drug-related network.

More types of biomedical entities and associations can be used to construct a heterogeneous network,

such as a drug-target-disease network. Predicting various types of missing links, such as DTIs, enhances

the understanding of drug repositioning.

3. Using sparse networks to describe multiple functions of a specific type of interaction.

Instead of constructing a large comprehensive heterogeneous network, some sparse networks can be used
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to predict different functions. For instance, each function of DDI can have a corresponding network,

while they can be concatenated to predict potential functions of unknown DDIs.
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Köhler, and Rainer Preiss. CYP3A4, CYP2C9 and CYP2B6 expression and ifosfamide turnover in
breast cancer tissue microsomes. British Journal of Cancer, 90(4):911–916, 2004.

[368] Channa Keshava, Erin C McCanlies, and Ainsley Weston. CYP3A4 polymorphisms—potential risk
factors for breast and prostate cancer: a HuGE review. American Journal of Epidemiology, 160(9):825–
841, 2004.

[369] Xiaodong Wang, Yuwen Diao, Yu Liu, Ningning Gao, Dong Gao, Yanyan Wan, Jingjing Zhong, and
Guangyi Jin. Synergistic apoptosis-inducing effect of aspirin and isosorbide mononitrate on human
colon cancer cells. Molecular Medicine Reports, 12(3):4750–4758, 2015.

[370] Lin Zhao, Peng Wu, Pinggui Zhang, Daze Xie, Dian Gao, and Nanjin Zhou. Effect of triptolide on
human colorectal cancer HCT116 cell proliferation, autophagy and apoptosis. Chinese Pharmacological
Bulletin, 32(10):1399–1403, 2016.

[371] Asim Pervaiz, Shariq Ansari, Martin R Berger, and Hassan Adwan. CCR5 blockage by maraviroc
induces cytotoxic and apoptotic effects in colorectal cancer cells. Medical Oncology, 32(5):1–10, 2015.

[372] Jun Zhang, Lanlan Zhou, Shuai Zhao, David T Dicker, and Wafik S El-Deiry. The CDK4/6 inhibitor
palbociclib synergizes with irinotecan to promote colorectal cancer cell death under hypoxia. Cell Cycle,
16(12):1193–1200, 2017.

[373] Brian M Wolpin, Kimmie Ng, Andrew X Zhu, Thomas Abrams, Peter C Enzinger, Nadine J McCleary,
Deborah Schrag, Eunice L Kwak, Jill N Allen, Pankaj Bhargava, et al. Multicenter phase II study of
tivozanib (AV-951) and everolimus (RAD001) for patients with refractory, metastatic colorectal cancer.
The Oncologist, 18(4):377–378, 2013.

[374] Ryan B Corcoran, Chloe E Atreya, Gerald S Falchook, Eunice L Kwak, David P Ryan, Johanna C
Bendell, Omid Hamid, Wells A Messersmith, Adil Daud, Razelle Kurzrock, et al. Combined BRAF
and MEK inhibition with dabrafenib and trametinib in BRAF V600–mutant colorectal cancer. Journal
of Clinical Oncology, 33(34):4023–4031, 2015.

130



[375] Erdem Bangi, Celina Ang, Peter Smibert, Andrew V Uzilov, Alexander G Teague, Yevgeniy Antipin,
Rong Chen, Chana Hecht, Nelson Gruszczynski, Wesley J Yon, et al. A personalized platform identifies
trametinib plus zoledronate for a patient with KRAS-mutant metastatic colorectal cancer. Science
Advances, 5(5):eaav6528, 2019.

[376] Donghong Ju, Xiaogang Wang, and Youming Xie. Dyclonine and alverine citrate enhance the cytotoxic
effects of proteasome inhibitor MG132 on breast cancer cells. International Journal of Molecular
Medicine, 23(2):205–209, 2009.

[377] Palbociclib in patients with metastatic castration-resistant prostate cancer, 2021.
https://clinicaltrials.gov/ct2/show/NCT02905318.

[378] Weiwei Huang, Tiantian He, Chengsen Chai, Yuan Yang, Yahong Zheng, Pei Zhou, Xiaoxia Qiao, Bin
Zhang, Zengzhen Liu, Junru Wang, et al. Triptolide inhibits the proliferation of prostate cancer cells
and down-regulates SUMO-specific protease 1 expression. PLoS One, 7(5):1–17, 2012.

[379] Daniela Sicoli, Xuanmao Jiao, Xiaoming Ju, Marco Velasco-Velazquez, Adam Ertel, Sankar Addya,
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