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Abstract

Biomechanical simulations are a necessary tool for a proper understanding of biomechanics and hence are subject to intense research. One field that relies on this research is articulatory speech synthesis as it attempts to simulate the physics of the speech production process. Out of the many aspects involved, muscle driven tissue is one of the most important as it is required to simulate the deformable structures of the vocal tract. Modelling of muscle driven tissue requires continuum models of high complexity for the purpose of accuracy. On the other hand, time-efficient models are desirable in order to provide fast simulations which enable the user to test input parameters interactively. These requirements impose limitations on each other as the time-efficiency of a model is reduced with increasing complexity, hence techniques that can bridge the gap between these requirements are needed.

This thesis attempts to bridge this gap through two major contributions. Model reduction techniques, that up until now have only been applied to inactive materials, have been implemented and tested for muscle driven tissue models. The implementation has been made in a general way to ensure that it can be used for biomechanical simulations in other fields than articulatory speech synthesis. In addition, the implementation has been made such that it can handle more advanced simulations than those investigated in this thesis. The simulations show acceptable but not ideal accuracy in both dynamic simulations and in measurements of equilibrium configurations. In addition, the reduced simulations using hyperreduction show good speedup for the more complex models investigated.
Parts of this thesis have been published elsewhere. The results presented in Sections 4.4.5 and Section 4.4.6 have been published in [32]. For these sections, I performed the simulations and the validation studies. Dr. Lloyd evaluated the computational speed-up and Dr. Stavness determined the muscle activations that were used.

Preliminary results for Section 4.3.4 have been published in [33]. For this paper, I wrote the source code for the reduced model and computed the reduced basis. The training for hyperreduction and the evaluation was performed by Dr. Lloyd.

For Chapter 3 I wrote all the source code for training, both for computation of reduced bases and for hyperreduction. I also wrote all the source code for the various procedures of sampling. In addition, I wrote parts of the source code for model reduction dynamics. The remaining part of the source code was written by Dr. Lloyd and Dr. Stavness.

For Chapter 4 I wrote the source code for the reduced models, performed the sampling and training, and ran all simulations. I also performed all evaluations, except for the computational speed-up (Table 4.5) presented in Section 4.4.5 which was performed by Dr. Lloyd. In addition, I wrote the source code for the modified modelling of muscles for the model presented in Section 4.4. The muscle properties were determined through testing, performed by myself and Dr. Stavness.
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1.1 Motivation

Biomechanical simulation is an important tool for a proper understanding of biomechanics. As many of the aspects of biomechanics include not just bones but also soft-tissue and, in particular, muscle tissue, biomechanical models need to include techniques for modelling deformable structures as well as rigid structures. Regardless of which biomechanical motion is being modelled, it is usually the result of complex interactions between muscle excitations as well as the rigid motions and deformations of bones and tissues. This means that many of the settings and inputs that are assigned to the model will have to be adjusted, either through automatic techniques or through interactive user input. The latter option however, requires that the simulations are fast in order for quick feedback on how the input influences the output.

Speech is a vital form of communication that is unique to the human species. The production of speech sounds in humans involves complex interactions between aerodynamics and biomechanics. Pressurized air from the lungs interacts with the vocal folds to create acoustical waves. The vocal tract (composed of the larynx, pharynx, palate, tongue, teeth and lips) forms a 3-dimensional (3D) tube that acts like an acoustic filter to transform the acoustical waves produced at the vocal folds into the sound that is radiated from the mouth-opening. The biomechanical side of speech production\cite{20} involves bringing the vocal folds close together in order for them to interact properly with the airflow as well as dynamically shaping the 3D vocal tract through posturing of bones and soft tissues. This task is accomplished by a coordinated activation of many muscles for different organs along the vocal tract.

Speech has been a topic of intensive study for centuries and over the years extensive efforts have been made within speech research to build systems for artificial speech synthesis. This has been done with the use of a variety of techniques such as formant-based\cite{49}, concatenative\cite{24} or HMM-based\cite{62} speech synthesis. One of the most challenging and promising methods for speech synthesis that has been proposed is articulatory speech synthesis\cite{4, 63}. The idea of this method is to simulate the physiological processes as well as the physics that occurs inside the human body during speech production. The hope is that this method can provide more meaningful results and more expressive synthetic speech sounds than other, more simple methods. Another advantage with articulatory speech synthesis is that it has the potential to be very speaker specific, for example through the use of medical scans. A great challenge however, is that there is a large number
of parameters, such as muscle activations or geometries of the involved structures, that need to be taken into account in order for the simulations to be accurate. One way to handle this challenge is to use models that run in real-time, which allows for interactive testing of the input parameters. This however, creates the additional challenge that the simulations need to be close to real-time while at the same time having a high level of accuracy for effective testing of the parameters. The tongue, being the most influential organ for the shape of the vocal tract and hence the acoustic filtering, is a central part of articulatory speech synthesis. For this reason, it is critical to have accurate 3D muscle-driven tissue models of the tongue that can be simulated in real-time.

Modelling the biomechanics of speech production requires a number of tools to account for the different biomechanical structures involved. The bones, although deformable, are usually modelled as rigid bodies and are therefore given 6 degrees of freedom (DOF). This can be made under the assumption that the deformations of the bones are small enough to be neglected. For soft tissues, however, this assumption cannot be made as the deformations in this case can be large. For this reason, soft tissues are usually modelled using finite element models (FEMs) which allows for deformations by dividing the model into many small elements for which the internal forces are computed. The modelling of muscles provides different possibilities depending on the structures it controls. One possibility, is to model the muscle as point-to-point muscle, essentially acting like a spring whose parameters depend on the muscle activation, which, can be useful for muscles connecting different bones. Another possibility is to use muscle fibres embedded in the elements of an FEM, thus making the stress and stiffness of the FEM depend on the muscle activation.

In the case of speech production, there is a large number of bones and soft tissues involved. Many of the bones, such as the mandible, and the soft tissues, such as the tongue, also require a large number of muscles to be properly controlled. In addition, many of the models influence each other through attachments, direct or via muscles, or contact. All together, this creates complex interactions between many different muscle-controlled models, some being rigid bodies and some being FEMs. This causes models of this type of biomechanics to include large numbers of DOF and input parameters. The computational cost of simulating models with this many DOF is generally high which causes the simulations to be drastically slower as the models become more detailed.

When reducing a biomechanical model related to voice production, it might at first seem suitable to reduce the model into a 2D-model. This has been attempted for the tongue in connection with a static 2D vocal tract geometry[48] in a successful attempt to simulate vowel-vowel sequences. Although tempting, this option faces problems with compatibility since different structures have to match each other. This fact makes it difficult to reduce some models into 2D while letting some models stay in 3D; instead all models would have to be changed into 2D. This also proves problematic, since most structures in the vocal tract, such as the tongue and palate, only would make sense as 2D models in the sagittal plane while for structures like the vocal folds, the only logical option would be to make them into 2D models in the coronal plane. Hence, if one wants to combine all the structures involved in voice production, 3D models are required, and so the
reduction of the models must be made in other ways.

One way to reduce models is to assume that the position- and velocity-states are linear combinations of just a few standard deformations\cite{50}, referred to as a reduced basis. This assumption reduces the total DOF of the model to the number of standard deformations included, while still allowing the nodes to move in 3 dimensions. By choosing the reduced basis carefully, one can therefore maintain the accuracy of the model while reducing the DOF substantially which in turn speeds up the simulations. The standard deformations can be determined either through linear modal analysis\cite{55}, with the possibility of extending the basis to non-linear deformations\cite{3, 64}, or through sampling and analysis of model data at different deformations\cite{31, 65}. Apart from the acceleration through reduction of the DOF, it is possible to accelerate the computation of the internal forces through hyperreduction\cite{1}, a technique with which the internal force is only computed in a subset of the elements, which further accelerates the simulations.

Up until now, only the most basic model reduction techniques have been applied to biomechanical simulations of tissue\cite{44, 51} and in those cases, the tissue being simulated has consisted of passive material and has not been driven by muscles. The developed model reduction techniques have only been compared to a limited extent and none of the existing techniques have been tested or compared for muscle driven tissue models. For these reasons, an open source implementation of many of the existing model reduction techniques has been made for this thesis. This implementation has been made in such a way that it handles muscle driven tissue consisting of material of changing material properties. In addition, some of the different techniques have been compared for three different muscle driven tissue models, one 3D FEM beam and two 3D FEM tongue models.

1.2 Problem Description

Up to this point, model reduction has not been applied to muscle driven tissue models. In particular, it has not been applied to muscle driven FEMs, but instead only to FEMs consisting of passive materials. As a consequence, although open-source implementations of model reduction exist, they are not fully applicable to biomechanical simulations. In addition, the existing open source implementations of model reduction only include small subsets of the existing techniques and hence do not include the great diversity of techniques that have been developed. Additionally, comparisons between different model reduction techniques have often been limited and occasionally non-existent, even more so in the case of muscle driven FEMs for which the techniques have yet to be applied.

1.3 Objectives

There are three overall objectives of this thesis. First, to provide an open source implementation of model reduction that includes many of the existing model reduction techniques. Second, to apply model reduction
to FEMs that are driven by muscles instead of being passive which has been the case so far. Third, to compare the validity and effectiveness for some of these techniques when applied to muscle driven FEMs.

### 1.3.1 Implementation of Model Reduction in ArtiSynth

Although open source implementations of model reduction already exist\[57\], they only contain small subsets of the many existing techniques. For this reason, an open source implementation of model reduction that includes the many different techniques could be useful for further development of the field. One objective of this thesis is therefore to create an implementation in the biomechanical toolkit ArtiSynth which already includes FEMs and rigid bodies as well as a variety of muscle models. The implementation should include the standard model reduction where all forces, both internal and external, are computed as for a regular FEM while the equations of motion are solved in the reduced space. In addition, the implementation should include the option to compute the internal forces from a small subset of the elements. Since data consisting of displacements and forces are often needed to properly choose which standard deformations and what subsets of elements to use, the implementation should also include functionality to sample these entities from FEMs in an efficient way. In order to choose the standard deformations and the subsets of elements, the sampled data needs to be analysed, so the implementation should include a variety of training-algorithms.

### 1.3.2 Model Reduction applied to MuscleFemModel

So far, model reduction has only been applied to passive FEMs that have been subject to external perturbation such as gravity or pulling. However, in many biomechanical applications muscles are an important aspect of the simulations. Therefore another objective of this thesis is to make the implementation general enough to apply to a broad variety of biomechanical simulations, and to make it such that it takes muscles into account. The implementation should include functionality for FEMs controlled by muscles, both internal and external. In addition, the possibility of applying hyperreduction to muscle-controlled FEMs should be explored by applying it to muscle driven FEMs in ArtiSynth.

### 1.3.3 Comparison of Model Reduction Approaches

As new model reduction techniques have been developed, they have been compared to older techniques\[64, 65\]. The comparisons have focused on dynamic fidelity, or the accuracy of static deformations, or in some cases, the efficiency of the training algorithms. Since model reduction only has been applied to passive FEMs some of these comparisons are not necessarily valid when applying model reduction to muscle driven FEMs. For this reason, another objective of this thesis is to compare some of the implemented techniques for muscle driven FEMs in order to determine which of them are more appropriate for this application.
CHAPTER 2

BACKGROUND

The main contribution of this thesis is providing tools for improved articulatory speech synthesis. Through articulatory speech synthesis, input parameters can be tested which in turn provides possibilities of deeper insight and characterization of speech to a larger extent than any other method [47]. The large number of input parameters, such as muscle activations, geometry and lung pressure, makes it desirable to use interactive simulations since that provides quick feedback regarding the effect of the input to the user. This chapter provides a brief review of Finite Element Modelling which is the main tool for modelling the tissues that are involved in speech production. The chapter also reviews model reduction, which is a set of techniques that have been developed to increase the simulation speed of FEMs.

Section 2.1 provides a basic description of FEMs in order for the reader to have a proper understanding about the advantages and limitations of this technique. This description includes the concept behind Finite Element Modelling as a way to simulate deformable models. The section will also cover the mathematical description of FEMs, both the description of the elements that are used to compute the internal forces as well as the formulation of the equations of motion which are used in order to convert the forces into deformations. Finally, the section will cover the complexity of simulating FEMs in order to demonstrate the need for additional techniques that can speed up the simulations.

Section 2.2 focuses on model reduction and provides the reader with the relevant background to understand the content of the following chapters. The section includes a description of the concept behind model reduction, as well as the mathematical description that follows from it. The complexity will be covered, as that is the main issue that drives further development of new techniques in model reduction. The relevant training-algorithms are also covered in order to provide a good understanding of the advantages and issues of the different options when using model reduction.

2.1 Finite Element Modelling

Finite Element Modelling has emerged as one of the most commonly used techniques to simulate deformable objects. The idea of this technique is to divide an object into many small elements of finite size. The elements are limited by nodes, that are the points at the elements corners, and edges that connects adjacent nodes of the elements. The nodes also serve as connections between adjacent elements and are therefore generally
connected to more than one element. By dividing a deformable object like this it is possible to create a discrete formulation of the otherwise continuous displacement-field of the object. This section provides a basic description of the concepts of Finite Element Modelling and overviews some of the limitations of this technique in order to clarify the benefits of model reduction. It also includes description of different material models in order to present a clear motivation for some of the more advanced model reduction techniques in the next section. For further reading, the reader is referred to [7] which provides a much more detailed description of the different aspects of Finite Element Modelling.

2.1.1 Mathematical Formulation

Strain

A central part of simulating FEMs is to compute the internal forces which is usually done through computation of the internal stress. For passive materials, which is the most common type of material, the stress arises from strains in the FEM and the specific relation between the two entities depends on which material model is being used. A brief survey of material models can be found in Section 2.1.2 while here, the focus will be on the mathematical description of strain. The points of an FEM are described by shape-functions that create a mapping between the initial position \( X \) and the current position \( x \) of any point of the FEM as shown below

\[
x = \phi(X, t)
\]

(2.1)

A typical way to formulate the shape-function is to use local shape-functions for each node which allows each point to be described as

\[
x = \sum_{i=1}^{n} x_i(t) N_i(X)
\]

(2.2)

where \( x_i \) is the position of node \( i \), \( n \) is the number of nodes and \( N_i \) is a local shape-function that meets the condition

\[
N_i(X_j) = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{else}
\end{cases}
\]

(2.3)

where \( X_j \) is the rest position of node \( j \). The formulation of the local shape-function depends on the type of element they are applied to.

A key quantity for defining strain is the shape gradient tensor

\[
F = \frac{\partial \phi}{\partial X} = \nabla \phi
\]

(2.4)

which is defined as the gradient of the shape-function.

One of the most commonly used definitions of strain is the Green strain tensor whose definition looks as
where $C = F^T F$ is the right Cauchy-Green deformation tensor. This tensor is important when mapping the differences in squared lengths before and after deformation. By doing this, the change in length and angles due to deformation can be accurately described simultaneously. The tensor also takes rotations of the FEM into account which makes it useful for more advanced material models that undergo large deformations.

**Stress**

As already stated, the stresses arising from certain strains depend on the material model of the FEM. Stress is usually defined through the Cauchy stress tensor $\sigma$, which is a symmetric $3 \times 3$-matrix, where the diagonal elements are given by normal stresses while the off-diagonal elements are given by shear stresses. Another important measure of stress is the first Piola-Kirchhoff stress tensor which is defined as

$$P = J \sigma F^{-T}$$  \hspace{1cm} (2.6)$$

where $J = \det(F)$. This tensor can be loosely interpreted as the force in the deformed state per unit of undeformed area.

Once the Cauchy stress tensor is known for an element it can be used to compute the nodal forces generated by the element through

$$f_i^{(e)} = \int_{\Omega} B_i^T \sigma d\Omega_e$$  \hspace{1cm} (2.7)$$

where $i$ is the node, $e$ is the element, $\sigma = [\sigma_{11}, \sigma_{22}, \sigma_{33}, \sigma_{12}, \sigma_{13}, \sigma_{23}]^T$ is the vector form of the Cauchy stress tensor and $B_i$ is given by

$$B_i \equiv \begin{pmatrix}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0 \\
\frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x} \\
0 & \frac{\partial}{\partial z} & \frac{\partial}{\partial y}
\end{pmatrix} N_i$$ \hspace{1cm} (2.8)$$

In the case of hyperelastic materials, which will be discussed more in Section 2.1.2, the stress is computed through the strain energy density $\Psi(C)$. This class of materials is defined as conservative or path-independent, meaning that the strain energy density only depends on the current deformation. From this property, one can show that

$$P = \frac{\partial \Psi(C)}{\partial F}$$  \hspace{1cm} (2.9)$$
which directly relates stress to the strain energy density. By using this in Equation 2.6 on can express the Cauchy stress tensor as

$$\sigma = \frac{1}{J} \frac{\partial \Psi(C)}{\partial F} F^T \tag{2.10}$$

which then makes it possible to compute the nodal forces from the strain energy density through Equation 2.7.

Dynamics

When simulating an FEM, the position and configuration of the model is updated through updates of the bodies position-state, \(x\), which is a \(3n\)-dimensional vector containing the positions of all nodes of the model. The position-state can be described by

$$x = x_0 + u \tag{2.11}$$

where \(x_0\) is the position-state at rest and \(u\) is the displacement-state.

In general, the displacement-state is used more in the computations than the position-state since it has a more direct connection to the changes in internal forces. One can also, without loss of generality, use the displacement state when solving the equations of motion due to the fact that \(x_0\) is constant which leads to

$$\dot{x} = \dot{u} \tag{2.12}$$

The equations of motion, when written in their most simple form, look as

$$M\ddot{u} = f \tag{2.13}$$

In this equation, \(M\) is a diagonal \(3n \times 3n\)-matrix containing the masses of all the nodes along its diagonal. \(\ddot{u}\) and \(f\) are both vectors of size \(3n\) that contains the acceleration and total force respectively.

The force acting on the FEM can be divided up into the external force, \(f_{ext}\), and the internal force, \(f_{int}(u, \dot{u})\). The external force is the sum of all external forces, local or global, acting on the nodes of the FEM. The internal force contains the internal forces, arising from the material properties and current deformation of the FEM, that acts on each node. Dividing the force in this way the equations of motion can be rewritten as

$$M\ddot{u} = -f_{int}(u, \dot{u}) + f_{ext} \tag{2.14}$$

The internal force itself can be divided up further, as shown below, into one part containing the internal force that arises due to deformation, \(f_{int}(u)\), and one part that arises due to damping, \(f_{damping}(u, \dot{u})\).

$$f_{int}(u, \dot{u}) = f_{int}(u) + f_{damping}(u, \dot{u}) \tag{2.15}$$
\( f_{\text{int}}(u) \) is the internal force acting on each node that arises from deformations alone, being static or dynamic. \( f_{\text{damping}}(u, \dot{u}) \) on the other hand is a force acting on each node that is moving, meaning that it only acts during dynamic deformations.

One commonly used model for the damping force in solids is the Rayleigh damping model shown below.

\[
\mathbf{\dot{u}} = (\alpha \mathbf{M} + \beta \mathbf{K}(u))\mathbf{\dot{u}}
\]  

(2.16)

In this model, the damping depends linearly on the velocity of the nodes. The coefficient matrix is given by a linear combination of the mass-matrix and the stiffness-matrix, \( \mathbf{K}(u) = \frac{\partial f_{\text{int}}(u)}{\partial u} \), which is a sparse, symmetric, positive-definite \( 3n \times 3n \)-matrix that contains the stiffness of the FEM. With this formulation, the damping is a combination of mass-damping and stiffness-damping, with two non-negative coefficients \( \alpha \) and \( \beta \), that determine the amount of mass-damping and stiffness-damping respectively.

**Multi-Body Dynamics**

In the case of biomechanics, many simulations involve more than just one biomechanical structure. In these cases, the different structures are usually coupled either through joints, muscles or contacts. All these situations occur for the biomechanical simulations that are faced through Articulatory Synthesis with joints for example between the mandible and the maxilla, muscles for connecting for example bones to tissue, and contact between for example the tongue and the palate. For coupled multi-body systems like these, where the structures might experience large rigid motions, it can be desirable to write the equations of motion for each structure using the generalized Newton-Euler equations\[56, 35\] shown below

\[
\begin{bmatrix}
\mathbf{M}_{tt} & \mathbf{M}_{tu} & \mathbf{M} \\
\mathbf{M}_{t\theta} & \mathbf{M}_{\theta u} & \mathbf{M}_{\theta\theta} \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{\ddot{u}}_t \\
\mathbf{\ddot{u}}_\theta \\
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{f}_{\text{ext}, t} \\
\mathbf{f}_{\text{ext}, \theta} \\
\end{bmatrix}
+ 
\begin{bmatrix}
\mathbf{f}_{qv, t} \\
\mathbf{f}_{qv, \theta} \\
\end{bmatrix}
\]  

(2.17)

In this equation, the rigid motion of the body is separated from the deformations through the introduction of \( t \) and \( \theta \) which are the translation and rotation of the body respectively. The matrix on the left-hand side of the equation is a symmetric \( (6 + 3n) \times (6 + 3n) \)-matrix where \( \mathbf{M}_{tt} \in \mathbb{R}^{3 \times 3} \) is a diagonal matrix with each diagonal entry equal to the mass of the body, \( \mathbf{M}_{\theta\theta} \in \mathbb{R}^{3 \times 3} \) is a symmetric matrix containing the moment of inertia of the body, \( \mathbf{M}_{t\theta} \in \mathbb{R}^{3 \times 3} \) is a matrix containing the coupling between translation and rotation and \( \mathbf{M}_{tu} \in \mathbb{R}^{3n \times 3} \) and \( \mathbf{M}_{\theta u} \in \mathbb{R}^{3n \times 3} \) are matrices containing the coupling of deformation with translation and rotation respectively. On the right-hand side \( \mathbf{f}_{\text{ext}, t} \) and \( \mathbf{f}_{\text{ext}, \theta} \) are the external forces of translation and rotation respectively while \( \mathbf{f}_{qv, t} \) and \( \mathbf{f}_{qv, \theta} \) contain centrifugal and Coriolis forces.

**2.1.2 Material Models**

There are many different material models in use for different FEMs. The choice between the different models depends mainly on what type of behaviour the FEM is required to include. The first, and most simple
material, is linear material which is only a useful model when the FEM does not undergo large deformations. In this model the stiffness-matrix is assumed to be constant while at the same time it is assumed that the internal force is given by the negative product between the stiffness-matrix and the displacement-vector. From these assumptions, Equation 2.14 can be rewritten into

\[ M\ddot{u} + Ku + (\alpha M + \beta K)\dot{u} = f_{ext} \] (2.18)

As already mentioned, linear material is limited to FEMs that only experience small deformations. The main reason for this is that elements that undergo large rotations start to experience large distortions that make the simulations quite inaccurate. One technique to solve this is co-rotated linear material which takes the rotation of elements into account when evaluating the forces on the nodes. This is done by first finding the rotation matrix \( R_e \) of each element through polar decomposition of the deformation gradient. Once the rotation matrix has been obtained, the element force can be computed through the expression below.

\[ f_e = -R_e K_e R_e^T x + R_e K_e x_0 \] (2.19)

Out of the many existing material models one particular class of models will be mentioned here without going into the specific formulation. This class of models is hyperelastic models and it is mentioned here because of its extensive use when modelling tissue. This class of models includes among others St. Venant-Kirchhoff Material, Neo-Hookean Material, Mooney-Rivlin Material, Yeoh Material, Ogden Material and Fung Material. Unlike Linear materials these models define the relation between stress and strain by formulating the energy density functions in terms of the Green strain. St. Venant-Kirchhoff Material is the simplest of these materials as it extends linear materials to apply for non-linear deformations while still keeping the material linear. The other materials are more advanced and are non-linear both in terms of deformation and material properties.

One common feature to model when working with FEMs is incompressible materials; that is materials whose volume does not change under deformation. This can be modelled with a variety of techniques that will be mentioned briefly here. These techniques all rely on computation of the volumes of all elements at every timestep. One option is to create element forces on the nodes directed such that the volume is kept constant. This would require registering small changes in the volume and the computation of forces that attempt to remove these changes. Another option is to create constraint equations that are solved at the same time as Equation 2.14. These constraints will automatically enforce the incompressibility as the node-displacements will be set by solving the equations.

**Generalized Rivlin Material**

Since all the models explored in this thesis (see Chapter 4) consist of versions of Generalized Rivlin Material, this material will be presented with somewhat more depth here. Generalized Rivlin Material (also called Poly-
nominal Hyperelastic Model) is a phenomenological material model of rubber elasticity. The strain energy density function for the incompressible case of this model is expressed as

$$\Psi(C) = \sum_{p,q=0}^{M_1} C_{pq}(I_1 - 3)^p(I_2 - 3)^q$$  \hspace{1cm} (2.20)

where \(C_{00} = 0\), \(I_1 = Tr(C)\) and \(I_2 = tr(C^T C)\) are the first and second invariants of \(C\), respectively. In the case of a compressible material, the strain energy density due to volumetric change is taken into account by modifying Equation 2.20 into

$$\Psi(C) = \sum_{p,q=0}^{M_1} C_{pq}(\tilde{I}_1 - 3)^p(\tilde{I}_2 - 3)^q + \sum_{m=1}^{M_2} D_{m}(J - 1)^{2m}$$  \hspace{1cm} (2.21)

where \(\tilde{I}_1 = J^{-2/3}I_1\) and \(\tilde{I}_2 = J^{-4/3}I_2\), with \(J = det(F)\) measuring the volumetric change.

Many of the different hyperelastic materials are simply special cases of this material. In each of these cases, the strain energy density is formulated based on subsets of the terms of Equation 2.20 or Equation 2.21 depending on if the material is compressible or not. For the case when only the linear terms of the first sum and the quadratic term of the second sum are considered one ends up with a Mooney-Rivlin Material. If, in addition, the linear term including \(I_2\) is ignored, one ends up with a Neo-Hookean Material. Yeoh Material, on the other hand, corresponds to the case where all terms including \(I_2\) are ignored. In addition, a case that is commonly used in biomechanics that is referred to as five parameter Mooney-Rivlin Material \(\textsuperscript{[41]}\), includes the linear and quadratic terms only from both sums of Equation 2.21.

### 2.1.3 Muscle Control

For the application of tissue simulations, it is often desirable to have FEMs that are controlled by muscles. This type of control can be modelled in a variety of ways. A brief overview will be provided here for improved clarity. The simplest form of muscle control is external muscles that attach to the FEM. In this case the muscle force will be added to the external force of one or more nodes of the FEM. For internal muscles there are mainly two options, point-to-point muscles that connects different pairs of nodes or muscle fibres that are embedded inside elements. In the first case, the muscle forces can once again be added to the external forces of the nodes that are being connected by the muscles. In the other case, the muscles are modelled with transversely isotropic material that generates additional stress in the fibre direction of the muscle \(\textsuperscript{[11]}\). Since this model adds muscle forces as internal stresses of the elements, the muscle forces appear in the internal force and stiffness-matrix of the FEM.

The relation between the muscle activation and the stress generated by the muscle depends on the model of the muscle material. The simplest way to model the muscle material is to assume that the muscle stress of each fibre, \(\sigma_{\text{total}}^{\text{fibre}}\), is proportional to the muscle activation as

$$\sigma_{\text{total}}^{\text{fibre}} = \sigma_{\text{max}}k$$  \hspace{1cm} (2.22)
where $\sigma_{\text{max}}$ is the maximal muscle stress and $\kappa$ is the muscle activation that ranges from 0 to 1.

Among the more advanced muscle material models, focus will be on the Blemker Muscle model\cite{5} that is used for most of the models explored in this thesis. This model also takes into account the stretch, $\lambda = \frac{l}{L}$, where $l$ is the current length and $L$ is the length of the fibre at rest. The stress for each fibre is given by

$$\sigma_{\text{total}}(\lambda, \kappa) = \sigma_{\text{max}} f_{\text{total}}(\lambda, \kappa) \lambda / \lambda_{\text{o}}$$

(2.23)

where $f_{\text{total}}^f$ is the normalized fibre force and $\lambda_{\text{o}}$ is the optimal fibre stretch.

The normalized fibre force is divided into two parts as

$$f_{\text{total}}^f(\lambda, \kappa) = f_{\text{passive}}(\lambda) + \kappa f_{\text{active}}(\lambda)$$

(2.24)

where $f_{\text{active}}(\lambda)$ is the active muscle force that arises from activation but also depends on the stretch of the muscle and is given by

$$f_{\text{active}}(\lambda) = \begin{cases} 
9(\lambda/\lambda_{\text{o}} - 0.4)^2 & \lambda \leq 0.6\lambda_{\text{o}} \\
1 - 4(1 - \lambda/\lambda_{\text{o}})^2 & 0.6\lambda_{\text{o}} < \lambda < 1.4\lambda_{\text{o}} \\
9(\lambda/\lambda_{\text{o}} - 1.6)^2 & \lambda \geq 1.4\lambda_{\text{o}} 
\end{cases}$$

(2.25)

$f_{\text{passive}}(\lambda)$ is the passive muscle force that arises solely from stretching of the muscle and is given by

$$f_{\text{passive}}(\lambda) = \begin{cases} 
0 & \lambda \leq \lambda_{\text{o}} \\
P_1(\epsilon P_2(\lambda/\lambda_{\text{o}} - 1) - 1) & \lambda_{\text{o}} < \lambda < \lambda^* \\
P_3\lambda/\lambda_{\text{o}} + P_4 & \lambda \geq \lambda^* 
\end{cases}$$

(2.26)

where $\lambda^*$ is the fibre stretch at which point the passive muscle force becomes linear with the stretch. The constants, $P_3$ and $P_4$, in Equation 2.26 are set with respect to $P_1$ and $P_2$ such that both $f_{\text{passive}}(\lambda)$ and its first derivative are continuous for all values of $\lambda$.

### 2.1.4 Complexity

Simulating FEMs dynamically require that Equation 2.13 be solved for every timestep. Given that the system is sparse, the complexity of solving it is $O(n^2)$ instead of $O(n^3)$, which would have been the case if the system were dense. The consequence of this is that the solve time at each timestep increases quadratically with the number of nodes. This puts a limitation on the possibilities of performing fast simulations of detailed models and has therefore been an important topic in the field of computer graphics.
2.2 Model Reduction

As already stated in the previous section, the complexity of FEMs has been an important topic within the fields of computer graphics and computational engineering. One technique that has shown great success in handling this issue is model reduction. This section covers the basic formulation of this technique and how simulations of FEMs gain from it. It also covers the limitations of model reduction and how the technique has been developed to make further improvements. Model reduction relies on different types of training, and so this section will provide an overview of the different types of training that can be used.

2.2.1 Mathematical Formulation

This technique is based on the idea that the displacement-state of an FEM can be expressed as a linear combination of \( r \) standard deformations where \( r \ll n \). This can be expressed in matrix form as done below

\[
\mathbf{u} = \mathbf{Uq} \tag{2.27}
\]

where \( \mathbf{U} \), referred to as the reduced basis, is a \( 3n \times r \)-matrix whose column vectors contain the standard deformations, \( \mathbf{q} \) is an \( r \)-dimensional vector containing the reduced coordinates. Through this formulation the DOF for the FEM is reduced from \( 3n \) to \( r \).

Generally it is assumed that \( \mathbf{U} \) is time-independent which makes it possible to formulate the reduced velocity-state of the FEM as is done below

\[
\dot{\mathbf{u}} = \dot{\mathbf{U}}\mathbf{q} \tag{2.28}
\]

By simply computing the time-derivative of this equation in the same way, one can compute the reduced acceleration as shown below

\[
\ddot{\mathbf{u}} = \ddot{\mathbf{U}}\mathbf{q} \tag{2.29}
\]

This formulation makes it possible to transform Equation 2.13 into the space of reduced coordinates. This is done by first inserting the expression of Equation 2.29 into Equation 2.13 and then multiplying all terms by \( \mathbf{U}^T \) from the left side. From this, the reduced equations of motion can be written as done below

\[
\mathbf{U}^T\mathbf{MU}\ddot{\mathbf{q}} = \mathbf{U}^T\mathbf{f} \tag{2.30}
\]

From this expression, it is possible to express the reduced mass-matrix \( \bar{\mathbf{M}} = \mathbf{U}^T\mathbf{MU} \) and the reduced force \( \bar{\mathbf{f}} = \mathbf{U}^T\mathbf{f} \). By defining the quantities like this Equation 2.30 can be rewritten into

\[
\bar{\mathbf{M}}\ddot{\mathbf{q}} = \bar{\mathbf{f}} \tag{2.31}
\]
Just like the reduced force, the reduced external force, \( \tilde{f}_{\text{ext}} = U^T f_{\text{ext}} \), and the reduced internal force, \( \tilde{f}_{\text{int}}(q, \dot{q}) = U^T f_{\text{int}}(Uq, U\dot{q}) \), are both defined by multiplying the unreduced force by the transposed reduced basis from the left side. Likewise, the reduced internal force due to deformations, \( \tilde{f}_{\text{int}}(q) = U^T f_{\text{int}}(Uq) \), and the reduced damping force, \( \tilde{f}_{\text{damping}}(q, \dot{q}) = U^T f_{\text{damping}}(Uq, U\dot{q}) \), are defined through the same transformation. By defining the reduced stiffness-matrix as

\[
\tilde{K}(q) = \frac{\partial \tilde{f}_{\text{int}}(q)}{\partial q} = U^T \frac{\partial f(Uq)}{\partial q} = U^T K(Uq)U
\]  

(2.32)

the reduced damping force can be rewritten into

\[
\tilde{f}_{\text{damping}}(q, \dot{q}) = (\alpha \tilde{M} + \beta \tilde{K}(q))\dot{q}
\]  

(2.33)

The reduced mass- and stiffness-matrix are both symmetric, dense \( r \times r \)-matrices which changes the computational cost of solving the equations of motion. While the complexity of solving Equation 2.13 is \( O(n^2) \) the complexity of solving Equation 2.30 is \( O(r^3) \), which is significantly lower for a proper choice of \( r \) in the case of complex models.

Multi-Body Dynamics

Just as for non-reduced FEMs, being able to simulate systems of coupled FEMs is an important topic for model reduction. It should be noted that it is possible to include rigid motions in the reduced basis in order to include rigid motions in reduced simulations. On the other hand, it is possible to formulate the reduced equations of motion in the same way as in Section 2.1.1 with the difference that the parts that relate to deformation need to be reduced. The reduced form of Equation 2.17 is shown below

\[
\begin{bmatrix}
M_{tt} & \text{sym} \\
M_{t\theta} & M_{\theta\theta} \\
\tilde{M}_{iq} & \tilde{M}_{\theta q} & \tilde{M}
\end{bmatrix}
\begin{bmatrix}
\ddot{t} \\
\ddot{\theta} \\
\ddot{q}
\end{bmatrix} =
\begin{bmatrix}
f_{\text{ext},t} \\
f_{\text{ext},\theta} \\
\tilde{f}_{\text{ext}} - \tilde{f}_{\text{int}}(q, \dot{q})
\end{bmatrix} +
\begin{bmatrix}
f_{qv,t} \\
f_{qv,\theta} \\
\tilde{f}_{qv}
\end{bmatrix}
\]  

(2.34)

where the parts relating to rigid motion alone have not been changed. The blocks of the mass-matrix that handle coupling between rigid motion and deformation are given by \( \tilde{M}_{iq} = U^T M_{iq} \) and \( \tilde{M}_{\theta q} = U^T M_{\theta q} \), making the mass-matrix a \( (6 + r) \times (6 + r) \)-matrix. In the same way, the reduced deformation force related to centrifugal and Coriolis forces is defined as \( \tilde{f}_{qv} = U^T f_{qv} \). Through this transformation of the Equation 2.17 one can still profit from the powerful formulation of the generalized Newton-Euler equations, while at the same time keeping all advantages of model reduction.

2.2.2 Reduced Basis

One of the key issues for model reduction is finding the reduced basis. Determining this basis can be done in a variety of ways depending on the characteristics of the model at hand. Generally, the different techniques
for constructing the reduced basis all create a basis that is orthonormal but it should be noted that it is only required that the modes included in the reduced basis are linearly independent.

**Linear Material**

The process of finding a reduced basis for an FEM consisting of linear material is far simpler than the respective process for other material. This is mainly because of the simplicity of the material model as well as the fact that FEMs of linear materials are not constructed to handle large deformations. The simplicity of linear materials make it possible to find the reduced basis for an FEM of such material by using Linear Modal Analysis (LMA)\[55\]. The first step of this analysis is to solve the generalized eigenvalue problem for the stiffness- and mass-matrix shown below

\[
KU = MUΛ
\]  

(2.35)

After that, the reduced basis can be constructed from the eigenvectors corresponding to the smallest positive eigenvalues making it a purely modal basis. The amount of eigenvectors included in the reduced basis depend on the desired sensitivity. Because of the characteristics of the mass- and stiffness-matrix all the eigenvalues will be non-negative, in fact they will all equal the square of the natural frequency of their respective mode. If the FEM is constrained in any way, all the eigenvalues will be positive while if the FEM is unconstrained the six smallest eigenvalues will be 0 and correspond to rigid motion rather than deformation.

Because of the limitations of linear material models, LMA has some limitations of its own. The first limitation is directly related to the the fact that linear material models are not applicable to large deformations. For a modal basis, that means that the modes that include any rotation shows large distortions as their amplitude increases. Another limitation is that a modal basis is only applicable for its respective FEM as long as the FEM still uses a linear material model. In principle, it is possible to find a reduced basis for an FEM of any material model by using LMA on the stiffness-matrix at rest, but for a non-linear model, the stiffness-matrix will change as the FEM deforms, which will make the reduced basis invalid. Generally, the effect is that the amplitude of the motions would decrease, while at the same time the frequency would increase, making the FEM stiffer compared to its original characteristics. It is also worth noting that a modal basis when applied to large deformations of an FEM of linear material can be expected to reproduce the linear behaviour of the original model, unrealistic as it may be.

In the case of co-rotated linear materials, the same issues apply as those for non-linear material models when using a modal basis. However, since the material in this case is linear, it is possible to modify a modal basis so that it is able to preserve the original behaviour of the model. This is done with techniques called Modal Warping, which was first proposed by \[10\]. This technique uses the fact that by taking the curl of each mode, one can derive infinitesimal rotations for each node related to the activation of each mode. A more recent and more efficient variation of Modal Warping\[23\] uses the fact that the shape gradient can be decomposed into a symmetric part, the symmetric strain tensor, and an antisymmetric part representing a
small rotation. These tensors can then be used to transform a modal basis into a reduced basis that is able to handle large rotations.

Non-Linear Materials

Modal bases have difficulties handling large deformations as well as non-linear materials. Therefore significant efforts have been invested in developing techniques that can create reduced bases that are applicable for those cases. The development has essentially taken two approaches, one being to compute modal bases and then modify and expand them, and the other being to simulate FEMs and sample their states, and then create reduced bases based on the sampled data. It should be mentioned that the approach of modifying and extending a modal basis essentially makes it more tolerant to non-linear deformations, but does not necessarily make it tolerant to the type of deformations that non-linear material can experience. A reduced basis created from sampled data on the other hand, can be expected to handle the most significant deformations included in the sampling regardless if they are large or not.

The original idea on how to improve a modal basis suggested that the basis could be expanded by modes, called Modal Derivatives, that corresponds to the derivative of the stiffness-matrix \[3\]. The basic idea is that the modal basis corresponds to the linear term in a Taylor-expansion of the deformation-space and that the basis can be improved by adding modes corresponding to the second order term of the same expansion. These terms can be found by considering a case where the FEM is subject to a static load along its modal basis vectors as shown below

\[
f_{int}(u(q)) = MU_{modal} \Lambda q
\]  

(2.36)

In this equation, \( \Lambda \) is a diagonal matrix containing the eigenvalues corresponding to each of the modes of the modal basis \( U_{modal} \). One can then take the derivative of this with respect to the reduced coordinates and obtain

\[
\frac{\partial f_{int}}{\partial u} \frac{\partial u}{\partial q} = MU_{modal} \Lambda
\]  

(2.37)

At \( q = 0 \), one can identify \( \frac{\partial f_{int}}{\partial u} = K \) and compare the equation to Equation 2.35. By doing this, one realizes that \( \frac{\partial u}{\partial q} = U_{modal} \) for \( q = 0 \), which confirms the idea that the modal basis correspond to linear terms in a Taylor-expansion.

By taking the derivative of Equation 2.37 with respect to \( q \), for which the right-hand side equals 0, one can rearrange the terms and once again set \( q = 0 \) to obtain

\[
K \frac{\partial^2 u}{\partial q^2} = -(\frac{\partial K}{\partial u} U_{modal}) U_{modal}
\]  

(2.38)

By solving this equation for \( \frac{\partial^2 u}{\partial q^2} \), one can obtain the Modal Derivatives, a new set of basis vectors that correspond to the second order terms of the Taylor-expansion. It is worth noting that because of the
symmetry of second order derivatives, a modal basis with \( r \) modes will be expanded to a reduced basis with \( \frac{r(r+1)}{2} \) modes through this procedure. A limitation of this technique is that the derivative of the stiffness-matrix is required. This is usually solved by perturbing the different reduced coordinates and computing the derivative of the stiffness-matrix numerically. This however, causes a limitation since now the model has to be simulated in order for a basis to be computed.

In later work, an alternative technique\[64\] for how to expand modal bases has been presented. This technique takes a more geometrical approach, as it recognizes that the node motions of each mode of a modal basis can be transformed with 9 linearly independent affine 3D-transformations. Through this, one can produce a basis with 9 times the number of modes of the modal basis. After that, a Gram-Schmidt process can be applied to the basis to eliminate redundant modes and to make sure that the new reduced basis is orthonormal. Compared to modal derivatives, this is a simpler process that does not require any more knowledge about the FEM beyond its modal-basis. It is also worth noting that for high values of \( r \), this technique produces fewer new modes than what the modal derivatives do. Finally, when the two techniques have been compared, this geometrical approach has proved to be more accurate for the same number of modes.

For the approach of sampling model states, the reduced basis is generally referred to as a proper orthogonal decomposition (POD). There are mainly two techniques for how to perform the actual sampling, while at the same time there are mainly two options for what data to sample. The simplest sampling technique is to simulate the FEM with similar input to what will be used when simulating the reduced model. The samples are taken by simply taking “snapshots” of the model at different timesteps\[31\]. A more advanced technique is to use interactive sketching\[3, 27\] in which case the FEM is highly damped to prevent free oscillations. This causes the model to be at equilibrium as long as no additional forces are applied and allows the user to perturb the FEM interactively and sample model states whenever a desired configuration is achieved.

The far most common type of data to sample is the displacements of all the dynamic nodes of the FEM. In this case, the reduced basis is computed through Singular-Value Decomposition (SVD), where the modes with the largest significance are included in the basis. A more recent approach\[65\] is to sample not only displacements, but also the internal forces of all dynamic nodes as well as the stiffness-matrix of the FEM for every sample. The reason to sample the internal forces and stiffness-matrices, is to compute the tangent spaces between the different samples using the Hermitian Lanczos algorithm\[54\] and add the tangents to the displacement-data. After the tangent spaces have been added to the displacement-data, the reduced basis can be computed through SVD in the same way as for data consisting of only displacements. An advantage of this approach is that fewer samples are needed (typically less than 10) to produce the reduced basis since more information is extracted for each sample.

Apart from the approaches already mentioned, a technique\[29\] has also been presented where the FEM is simulated as a non-reduced FEM at first and as the simulation goes along, a reduced basis is assembled from the different configurations produced during the simulation. With the reduced basis being assembled, the
FEM is simulated by use of model reduction for most timesteps while being simulated as a non-reduced FEM for just a few timesteps. The reduced basis is continuously updated by sampling the displacement-state at the timesteps where the non-reduced formulation is used, and then performing modified Gram-Schmidt\[21\]. The number of reduced steps being taken between each non-reduced step is determined based on the relative error of the velocity-state each time the reduced basis is being updated. With this approach, some modes will have to be removed from the reduced basis continuously for it to maintain an efficient size. This is done by performing an SVD on the most recent reduced states and then transforming the reduced basis into the most significant directions of those states.

2.2.3 Hyperreduction

The reduction of a FEM removes $O(n^2)$ from the computational cost by changing the complexity of solving the equations of motion. Beneficial as this may be, it does not remove all dependency of $n$ from the computational cost, mainly because of the computation of the reduced internal force. The reduced internal force is computed through

$$\bar{f}_{\text{int}}(q) = U^T f_{\text{int}}(Uq) = U^T \int_{\Omega} g(X, Uq) d\Omega X = U^T \sum_{i=1}^{n'} g(X_i, Uq)$$

(2.39)

where $\Omega$ is the volume of the FEM, $n'$ is the number of elements and $g(X, u)$ is the internal force density for point $X$ and displacement $u$. By moving $U^T$ into the sum and defining the reduced internal force density as $\bar{g}(X, q) = U^T g(X, Uq)$ the reduced internal force can be expressed as

$$\bar{f}_{\text{int}}(q) = \sum_{i=1}^{n'} U^T g(X_i, Uq) = \sum_{i=1}^{n'} \bar{g}(X_i, q)$$

(2.40)

Since both these expressions for the reduced internal force use sums over all the $n'$ elements, and $n' \sim n$, there is still a complexity of $O(n)$ for every timestep. This creates a limitation on the speed-up that can be made with model reduction for complex FEMs and has hence been a topic of research for some time.

For linear material models, this is hardly an issue since, the force computations are fast for such a simple model. If the material is not co-rotated, the reduced stiffness-matrix can be computed in advance of the simulations and therefore the unreduced force does not have to be computed. In the case of St.Venant-Kirchhoff material, it has been shown that the strain energy for any deformation is a fourth order polynomial of the components of the displacement-state. Since the internal force equals the gradient of the strain energy, the reduced internal force can be written as a third order polynomial of the reduced coordinates\[3\]. The coefficients of the polynomial can be obtained by applying standard FEM formulas for the unreduced internal forces of St.Venant-Kirchhoff material\[9\] and then reducing the obtained coefficients through pre-multiplication by $U^T$. Unfortunately, this technique has a computational cost of $O(r^4)$, which makes it unsuitable for reduced FEMs with many DOF. Furthermore, these techniques are bound to be limited to their specific material, meaning that a need for more general techniques has been developed.
Because of the limitations of the techniques for computing the reduced internal force already described, efforts have been made to find more general techniques with low computational cost. Hyperreduction is a technique that fulfills these criteria in that it is applicable to any material and offers a solution to reducing the time to compute the reduced internal force. This technique takes inspiration from Key-Point Subspace Acceleration (KPSA) which is used to accelerate animations without force-computations, as well as Precomputed Acoustic Transfer (PAT) which is used to simulate sound-generation from vibrating objects. The idea behind this technique is that since the FEM through model reduction is reduced to \( r \) DOF, it should be enough to compute the internal force for a subset of the elements where the size of the subset is proportional to \( r \). The reduced internal force of the reduced FEM can then be computed through

\[
\bar{f}_{\text{int}}(\mathbf{q}) \approx \sum_{i=1}^{m} w_i \bar{g}(X_i, \mathbf{q}) \tag{2.41}
\]

where \( w_i \) is the respective, non-negative weight of each element in the subset. Likewise, the reduced stiffness-matrix can be computed with the same set of elements using the expression below

\[
\bar{K}(\mathbf{q}) = \frac{\partial \bar{f}_{\text{int}}(\mathbf{q})}{\partial \mathbf{q}} \approx \sum_{i=1}^{m} w_i \frac{\partial \bar{g}(X_i, \mathbf{q})}{\partial \mathbf{q}} \tag{2.42}
\]

Since the unreduced stiffness-matrix is positive definite, it is important that all weights are non-negative in order to preserve this property for the reduced stiffness-matrix. With \( m \propto r \), the \( O(n) \)-behaviour is removed from the computation of the reduced internal force and almost entirely removed from the computational cost at every timestep. In fact, the most computationally expensive computation is the computation of the stiffness-matrix, which is \( O(r^3) \) with this formulation.

More recently, this concept has been developed further and been applied to self-collision as well. In this case, the hyperreduced FEM has used a small subset of surface points to detect self-collision and to compute the reduced collision force. Interestingly, the attempt to use a universal subset of surface points for all cases of self-collision was not successful. Instead, a case-based hyperreduction was developed, where different subsets of surface-points were used depending on the the current reduced state.

Training-Algorithms

The main issue for hyperreduction is what subset of elements to use and what weights to assign the different elements. Training-algorithms designed for this issue all involve solving either a non-negative least-squares problem or just a least-squares problem where the matrix and the right-hand side vector consist of sampled force-data. Generally each column of the matrix corresponds to a specific element and consists of reduced internal force densities for different training samples. The right-hand side vector generally consist of reduced internal forces.

Greedy Cubature, which is the first algorithm that was proposed along with the idea of hyperreduction, is analogous to the algorithm used for PAT-training. This algorithm formulates the non-negative least-
squares problem shown below

\[ \mathbf{A} \mathbf{w} = \mathbf{b}, \quad \mathbf{A} = \begin{pmatrix} \mathbf{g}_1^{(1)} \parallel \mathbf{f}_1 \parallel & \cdots & \mathbf{g}_m^{(1)} \parallel \mathbf{f}_1 \parallel \\ \vdots & \ddots & \vdots \\ \mathbf{g}_1^{(T)} \parallel \mathbf{f}_T \parallel & \cdots & \mathbf{g}_m^{(T)} \parallel \mathbf{f}_T \parallel \end{pmatrix}, \quad \mathbf{b} = \begin{pmatrix} \mathbf{f}_1 \parallel \mathbf{f}_1 \parallel \\ \vdots \\ \mathbf{f}_T \parallel \mathbf{f}_T \parallel \end{pmatrix}, \quad \mathbf{w}_i \geq 0 \quad (2.43) \]

where \( T \) is the number of training-samples. Since both \( \mathbf{f} \) and \( \mathbf{g} \) are \( r \)-dimensional vectors, \( \mathbf{A} \) is a \( rT \times m \)-dimensional matrix and \( \mathbf{b} \) is a vector of size \( rT \). The algorithm works in iterations where one element is added to the subset at every iteration. At the start of each iteration, the residual of the solution from the previous iteration is computed. A set of randomly selected elements are compared, and the one which will decrease the residual the most, that is the element whose column vector of \( \mathbf{A} \) is most parallel to the residual, is added to the subset. At the end of each iteration, the weights are computed by solving Equation 2.43 and the next iteration will only start if the relative error, given by \(|\mathbf{A} \mathbf{w} - \mathbf{b}|/|\mathbf{b}|\), is above a specified limit. This algorithm has also been used to reassign the subset of elements after a change of the reduced basis in the middle of simulations[29]. It is worth noting that with this algorithm elements can only be added to the subset, not removed. A new algorithm, Large Sampling Cubature, introduced a slight modification to this aspect and was attempted for advection in fluid simulations[28]. In this case, a randomized set of elements are added to the subset at each iteration. Since some of the weights computed from Equation 2.43 might end up being equal to 0, this algorithm removes any element with such weights at the end of every iteration.

One algorithm that attempts to assign the weights by solving the problem in Equation 2.43 is Non-Negativity-Constrained Hard Thresholding Pursuit (NN-HTP)[64]. This algorithm takes inspiration from Normalized Iterative Hard Thresholding (NIHT)[6], which is a subset selection algorithm whose development was triggered by the field of Compressed Sensing. NIHT was later improved by Hard Thresholding Pursuit (HTP)[16], which is an acceleration method that adds a second step to NIHT. This algorithm requires a specified number of elements to select for the subset. The algorithm uses a filter function that only keeps the largest weights and sets the rest to 0. By keeping the same number of weights as the specified number of elements, this filter process always makes sure that the specified number of elements will be selected. First, the algorithm creates an initial guess, consisting of randomly generated weights for all elements. Second, the filter function is applied to the initial guess setting most of the weights to 0. This create a set of elements before the algorithm starts iterating to find a more optimal solution. In each iteration, the gradient of the residual is computed and used together with the filter function to find a new set of weights. If at any point the same set of selected elements is repeated, or if the the norm of the gradient is smaller than some specified value, the iteration is stopped and the subset of elements and their respective weights will not be changed any more.

One algorithm[22] that has been developed in the field of computational engineering formulates the
problem a bit differently. This algorithm starts by forming the $n' \times rT$-matrix, $X_F$, shown below

$$
X_F = \begin{pmatrix}
\sqrt{W_1}(\overline{g}_1^{(1)} - \overline{f}_1/\Omega)^T & \cdots & \sqrt{W_1}(\overline{g}_1^{(t)} - \overline{f}_t/\Omega)^T & \cdots & \sqrt{W_1}(\overline{g}_1^{(T)} - \overline{f}_T/\Omega)^T \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\sqrt{W_i}(\overline{g}_i^{(1)} - \overline{f}_1/\Omega)^T & \cdots & \sqrt{W_i}(\overline{g}_i^{(t)} - \overline{f}_t/\Omega)^T & \cdots & \sqrt{W_i}(\overline{g}_i^{(T)} - \overline{f}_T/\Omega)^T \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\sqrt{W_n}(\overline{g}_n^{(1)} - \overline{f}_1/\Omega)^T & \cdots & \sqrt{W_n}(\overline{g}_n^{(t)} - \overline{f}_t/\Omega)^T & \cdots & \sqrt{W_n}(\overline{g}_n^{(T)} - \overline{f}_T/\Omega)^T
\end{pmatrix}^{(2.44)}
$$

where $W_i$ is the volume of element $i$. The next step of the algorithm is to decompose $X_F$ using SVD, resulting in $X_F = \Lambda_{n' \times n'}\Sigma\Lambda^T$, where $\Lambda_{n' \times n'}$ is an $n' \times n'$-matrix that spans the column-space of $X_F$. From this point, the algorithm follows the procedure of the Greedy Cubature-algorithm with one key difference. Instead of solving the problem shown in Equation (2.43) the algorithm attempts to solve the problem shown below

$$
J\alpha = \beta, \quad J = \left[\Lambda_{m \times n'} \sqrt{\mathbf{W}_m}\right]^T, \quad \beta = \left[0^T \Omega\right]^T
$$

(2.45)

which is a unconstrained least-squares problem where $\Lambda_{m \times n'}$ is a sub-matrix of $\Lambda_{n' \times n'}$, which only contains data from $m$ elements. Instead of using a non-negativity constraint for the weights, this problem puts a constraint on a weighted sum of the weights through the last row of the problem, where $\sqrt{\mathbf{W}_m} = [\sqrt{W_1} \cdots \sqrt{W_m}]^T$. After solving for $\alpha$, the final weights are computed through $w_i = \sqrt{W_i}\alpha_i$. It was empirically observed that this formulation produced non-negative weights, and hence that the produced weights would meet the requirements that the formulation of hyperreduction puts on them. In addition, this formulation relates the weights of the elements to their volumes, which would make sense for many models.
CHAPTER 3
MODEL REDUCTION

3.1 Introduction

One of the objectives of this thesis is to provide an open source implementation of model reduction that allows it to be used with muscle driven biomechanical models. The model reduction has been applied to cases that are relevant to articulatory speech synthesis and so the implementation has been made to handle those cases. However, the objective has also been to make the implementation useful for other types of biomechanical simulations, and so the implementation has been made as general as possible with this objective in mind. This chapter reports the details of the implementation of model reduction in ArtiSynth.

3.1.1 ArtiSynth

The implementation has been made within the Java-based biomechanical toolkit ArtiSynth (www.artisynth.org, https://github.com/artisynth/artisynth_core.git). This software package was originally created for the purpose of articulatory speech synthesis and therefore includes a large variety of interactive features. ArtiSynth has also proven useful for many other applications within the field of biomechanical modeling. ArtiSynth includes a variety of different models, such as rigid bodies that are used to model bones as well as FEMs that are used to model tissues. The inclusion of both these entities allows for the creation of hybrid models containing both rigid bodies and FEMs. Different types of muscle models are also included, both in the form of point-to-point muscles and muscles embedded within the elements of FEMs. Since the biomechanics of voice production includes many situations of contact, such as tongue to palate or colliding vocal folds, ArtiSynth also includes techniques for detection of contact as well as computation of contact forces.

One of the key-features of ArtiSynth is its interactive nature that allows the user to try out input parameters with real-time visual feedback. For many models, this has partially been achieved by keeping the resolution of FEMs low in order to have a low amount of elements to compute forces in and to have fewer equations of motion. Some models, however, require high resolution for the sake of accuracy. In other cases, different models are combined, which also brings up the complexity of the model as a whole. For both of these cases, the general effect is that the simulations of the models become slower compared to simpler models. For the models that experience this loss of fast simulation, the interactivity of ArtiSynth is partly lost. Model
reduction, which has the potential to significantly speed-up simulations of complex models, offers the solution to this problem and can therefore make even complex models in ArtiSynth interactive.

3.2 Implementation

3.2.1 Overview

In order to have a connection between model reduction and the various FEMs in ArtiSynth, a class, ReducedFemModel, has been created. This class is a subclass of FemMuscleModel, which is the lowest class in the FEM-hierarchy in ArtiSynth. Through its location in the hierarchy, ReducedFemModel inherits all relevant features that FEMs in ArtiSynth have, while adding the functionality of model reduction. If the model reduction is not invoked, the ReducedFemModel will simply keep acting like an unreduced FEM instead of being reduced. The central class of the implementation of model reduction in ArtiSynth is ReducedFemBody. A FEM is reduced by making it a ReducedFemModel and assigning a ReducedFemBody to it. At this point, the nodes of the ReducedFemModel are made non-dynamic and hence do not react directly to the forces applied to them. Instead, their positions and velocities are controlled through the reduced coordinates of the ReducedFemBody.

The dynamics of the nodes of a reduced FEM are controlled through ReducedFemAttachment, a subclass of DynamicAttachment, which is an abstract class that handles attachment between dynamic components. When a ReducedFemBody is assigned to a ReducedFemModel, the ReducedFemBody generates a set of ReducedFemAttachments and assigns an attachment for each node of the ReducedFemModel. Optionally, the non-dynamic nodes of the ReducedFemModel can be ignored in this step, in which case only the dynamic nodes get a ReducedFemAttachment assigned to them. From this point, all computations regarding the nodes are performed through their respective attachments. The reduced mass-matrix is assembled by identifying the relevant rows of the reduced basis and applying them to the node-mass for each node. In the same way, external forces are projected through the attachments onto the reduced external force of the ReducedFemBody.

In order for the model reduction to be able to handle multi-body problems as well as rigid motion, ReducedFemBody has been made a subclass of Frame, which is a class that is used to handle floating coordinate frames. By constructing ReducedFemBody this way, the reduced basis does not have to include rigid motion and should therefore optimally only include deformations. If no reduced basis is assigned to the ReducedFemBody, the ReducedFemModel is simply reduced to rigid motions. For the case of FEMs with constraints that prohibit them from rigid motion, it is possible to disable the rigid motion for the ReducedFemBody. Since the rigid motion is handled through the Frame dynamics, the reduced form of the generalized Newton-Euler equation is used to simulate the dynamics. In the current implementation, the blocks of the mass-matrix that handles the coupling between rigid motion and deformation, $\tilde{M}_{tq}$ and $\tilde{M}_{\theta q}$ in equation are set to 0 so the mass-matrix is given by:
In addition, the current implementation does not support constraints between reduced FEMs and other structures. The main reason for this is that the implementation is still under development, where the current focus is on having the model reduction working properly for simpler cases, such as static Frames, while being formulated in a way that makes it applicable for future, more advanced cases, such as multi-body dynamics.

The computation of the reduced internal forces are performed in ReducedFemBodyAll, a subclass of ReducedFemBody. In this class, the reduced internal forces are computed by first computing the internal force for each node. The internal forces are then assembled into a vector that is transformed into the reduced internal force through multiplication by the transpose of the reduced basis. The computation of internal forces of the nodes is done very much in the same way as it is done for non-reduced FEMs in ArtiSynth. One of the main differences is that incompressibility is handled differently. Instead of applying forces or constraints to enforce incompressibility, it is assumed that the reduced basis will naturally keep incompressible models from changing volumes. For a reduced basis based on sampled data, this is a reasonable assumption provided that the reduced coordinates do not exceed the range they experienced during the sampling. In the case of a reduced basis from LMA with a possible extension, this assumption is not necessarily reasonable since the reduced basis has not been generated from actual deformations. Another important difference is that the internal forces can optionally be computed using just one integration point for each element instead of the standard number of integration points for each element. In this case, the single integration point that is used is located in the middle of the element. Apart from the computation of reduced internal forces, ReducedFemBodyAll also contains two methods for computing reduced bases: LMA and the extended modal basis technique using affine transformations [64]. The latter technique was chosen in preference to modal derivatives because of its relative simplicity and relatively high accuracy shown in previous work. One issue for the implementation regarding LMA is that the tools in ArtiSynth for eigendecomposition do not support the generalized eigenvalue problem. Since $M$ is invertible, it is possible to rewrite Equation 2.35 as a standard eigenvalue problem as follows:

$$M^{-1}KU = UA$$

Unfortunately, the symmetry of $M$ and $K$ is not preserved by this operation meaning that $M^{-1}K$ will not be symmetric, and hence that the mass-orthogonality of the solution will be lost. This property is not required but it is the main reason for even including the mass-matrix in the process of finding the reduced basis. In addition, the eigenvalues of Equation 3.2 are not necessarily non-negative, leading to difficulty when selecting which eigenvectors to include in the reduced basis based on their respective eigenvalues. For this reason, the implementation of LMA in ArtiSynth neglects the mass-matrix and instead solves the standard eigenvalue problem as follows:

$$M^{-1}KU = UA$$ (3.2)
eigenvalue problem:

\[ KU = U\Lambda \]  \hspace{1cm} (3.3)

As a consequence, the LMA implementation does not take into account the masses of the nodes when constructing the modal basis, but for FEMs with relatively uniform resolution and uniform density, the node-masses do not differ much. Most importantly, the standard eigenvalue problem is sufficient to produce a reduced basis with normalized, linearly independent basis vectors.

For those cases where sampling is the best option, there are different approaches for how to perform sampling. The first option is to perturb the model with external forces or muscle activations and record the displacements after a certain time has elapsed or once the model has reached equilibrium. A class, `ModalProbesBatchWorker`, has been implemented for this approach. This class can be called while running ArtiSynth in batch-mode. When this is done, a specified number of simulations are run with probabilistic or combinatorial input, depending on the user input. The second approach is to take snapshot samples of the model while running the same type of simulations that one intends to run for the reduced model. For this approach a class, `StateSampler`, a subclass of `MonitorBase` has been implemented. By being a subclass of `MonitorBase`, `StateSampler` will be called at each timestep immediately after the model has been advanced.

`StateSampler` takes snapshots of its associated FEM at every timestep and saves all the snapshots to a file. As mentioned in the previous chapter, there are two different options for the data that can be saved during the sampling process. The first option is to save the displacements, either for all nodes or just for the dynamic nodes. The other option is to also save the internal forces and masses for all nodes, as well as the stiffness-matrix of the entire FEM for every snapshot. `ModalProbesBatchWorker` supports both of these options. The main difference is that more samples are needed when the samples just consist of displacements. Generally, the option of saving displacements, masses and internal forces of all the nodes as well as the stiffness-matrix of the entire model does not require many samples, and for that reason sampling at every timestep with `StateSampler` would create far more samples than required. For this reason, `StateSampler` only supports the option of saving displacements of the nodes for every sample.

Once the data has been sampled, it requires analysis in order to create a POD that can be used as a reduced basis for the reduced model. A class, `computeProperOrthogonalDecomposition`, has been created for the purpose of performing this analysis. When running the script, the user specifies what algorithm to use, the path to the data and the required parameters for the algorithm. In the case when the data just contains the displacements of the nodes, the algorithm should be specified to be displacement based, in which case the POD is simply computed through a SVD. In the case when the data also contains the internal forces and masses of the nodes, as well as the stiffness-matrices of the FEM, the algorithm should be specified to be based on the tangent space. In this case, the internal forces, masses and stiffness-matrices of each sample will be used to compute the tangent spaces between the different samples. These tangent spaces are then added to the displacement-data, and the POD is finally computed through a SVD of the combined data.
3.2.2 Hyperreduction

For the case of Hyperreduction, a subclass of ReducedFemBodyAll, ReducedFemBodyCubature, has been created. In order to compute the reduced internal force using hyperreduction, this class requires a set of elements and a set of associated weights. If the sets are empty, ReducedFemBodyCubature will simply compute the reduced internal force through its superclass. If, on the other hand, the sets do contain elements and weights, the internal force is computed for only the elements with their respective weights within the sets. The reduced internal force is then computed by transforming the internal force of each node that is connected to an element in the set. By only accessing the nodes connected to elements in the set, the $O(n)$-cost is avoided for this process entirely. The reduced stiffness-matrix is computed in the same way through the use of the same sets of element and weights.

In order to perform hyperreduction, it is essential to be able to select a proper subset of the elements and assign weights to them. This process requires sampling as well as training of the model through analysis of the data. Two different classes have been implemented for the sampling process. The first option is ModalForcesProbesBatchWorker, which is a subclass of ModalProbesBatchWorker, and can be called when running ArtiSynth in batch-mode. The input for the simulations in this case works in the same way as it does for ModalProbesBatchWorker. At the end of each simulation, the reduced internal force is being computed and saved to a file. In addition, the reduced internal force generated by each individual element is being computed and saved as well. The other class is ForceSampler, which is a subclass of MonitorBase, and therefore, just like StateSampler, is called immediately after advancing the simulation at each timestep. ForceSampler takes snapshots of the model at a specified rate and saves all the snapshots. The data from the snapshots have the same format as the data recorded by ModalForcesProbesBatchWorker.

The algorithms that are used to analyse the sampled data, in order to determine the optimal subset of elements and their respective weights, have been implemented in the class optimizedCubature. Four different algorithms have been implemented in the class, all of which find the elements and their respective weights by formulating and solving a least-squares problem. The implemented algorithms are Greedy Cubature\cite{[1]} as well as its volume-constrained version\cite{[22]}, Large Sampling Cubature\cite{[28]} and Non-Negativity-Constrained Hard Thresholding Pursuit (NN-HTP)\cite{[64]}. Besides the data, all four algorithms mainly use two number arguments. One of the numbers is used as an error tolerance for all four algorithms. For the Greedy Cubature and Large Sampling Cubature this number sets a limit for the relative error, while for NN-HTP it limits the gradient of the absolute error. At the end of each iteration, the number is used for its respective measure, and if the measure is smaller than the specified number the algorithms finish and will not run more iteration. The other number argument fills different functions for each of the algorithms. For Greedy Cubature, it is used for the number of candidate points out of which the next selected element of the subset is selected at each iteration. For Large sampling Cubature, it is used to determine the number of elements to be added to the subset of elements at each iteration. For NN-HTP, where the size of the subset of elements is fixed throughout the entire training, the integer is used to set the size of the subset of elements.
3.2.3 Reduction Procedure

The purpose of this section is to clarify the procedure of reducing FEMs in ArtiSynth. This is needed both for an improved understanding of how the different parts of the implementation relate to each other and for potential users attempting to apply model reduction to their models in ArtiSynth. The procedure is presented as a list of steps, each consisting of a list of sub-steps that explain how different scenarios should be handled.

1. Generate Reduced Basis

   In order to reduce the FEM, a reduced basis is required and so the first step is to compute such a basis. When computing the reduced basis there are two different options listed below.

   (a) Linear Modal Analysis

       If one wishes to use a reduced basis based on linear computations, one can compute using linear modal analysis. This option requires that a `ReducedFemBody` has been assigned to the FEM as described in step 2. Once the `ReducedFemBody` has been assigned to the FEM, a reduced basis can be computed linearly and assigned to the `ReducedFemBody` by simply calling a method created for this purpose.

       i. Extend Modal Basis

           If one wishes to use a reduced basis that has been computed linearly, but that still can handle non-linear deformations, one can instead call a method that computes a basis linearly and then splits up the different modes in order for the basis to handle non-linear deformations better.

   (b) Compute POD from sampled data

       If one wishes to compute a reduced basis from sampled data, the two steps below are required.

       i. Sampling

           For this procedure, there are two different options. The first option is to simply run simulations of the model and take snapshots at certain times, meaning that data is recorded before allowing the simulation to continue. The second option is to perturb the model and record data once the model has reached equilibrium.

       ii. Analysis

           There are two different options regarding what data to sample and each option requires its own specific analysis. The first option is to only sample node-displacements, in which case the POD is simply computed through a SVD. The second option is to sample displacements, forces, stiffnesses and masses. In this case the tangent space of each sample is computed and added to the displacement-data before computing the POD through a SVD.
2. Assign ReducedFemBody to FEM.

This step requires changes in the actual model in order to reduce the FEM. First, the FEM, being a FemModel3d or a FemMuscleModel, needs to be changed into a ReducedFemModel. Second, a ReducedFemBody needs to be created and assigned to the ReducedFemModel.

(a) Assign Reduced Basis

In order for the ReducedFemModel to be able to deform after the ReducedFemBody has been assigned to it, the ReducedFemBody needs to have a reduced basis associated with it. If the ReducedFemBody does not have a reduced basis associated with it, the ReducedFemModel is simply reduced to rigid motion. The reduced basis can either be read from a file or computed after assigning the ReducedFemBody, as described in step 1a.

3. Hyperreduction

Once the ReducedFemModel has been reduced, it is possible to speed up the computations of the internal forces through hyperreduction (only sampling a small number of elements to estimate internal forces and stiffness). In order to do this, one has to change the ReducedFemBodyAll into a ReducedFemBodyCubature before following the steps listed below.

(a) Sample Reduced Internal Forces

The first step is to sample reduced internal forces. This can be done with the same procedures as for step 1(b)i. Unlike that step, the data recorded for each sample is the reduced internal force for the entire FEM, as well as the reduced internal force generated by each individual element. This data can be sampled through methods in ReducedFemBodyCubature created for this purpose.

(b) Analyse sampled forces

Second, the sampled data has to be analysed using a selected training-algorithm that is based on a least-squares scheme. The algorithm generates a small subset of the elements of the ReducedFemModel and assigns weights to each element in the subset.

(c) Assign weights to elements

Finally, the elements and their respective weights are assigned to the ReducedFemBodyCubature by reading them from a file. If no elements are assigned to the ReducedFemBodyCubature, the internal forces are computed, as they would for a ReducedFemBodyAll.

3.3 Conclusions

This chapter has presented the implementation of model reduction in the open source biomechanical toolkit ArtiSynth. The implementation has been made in such a way that FEMs are unreduced unless otherwise specified. Once a model is specified, it is given reduced DOF depending on its associated reduced basis as
well as its constraints. The implementation also includes hyperreduction which allows for larger speedup of simulations by just using a subset of the elements when computing the reduced internal force. Unless otherwise specified, a reduced model will not use hyperreduction, but instead use all elements of the FEM. The implementation also includes training algorithms for computing reduced bases as well as determining subsets of what elements and weights to use for hyperreduction. In addition, tools have been created for sampling of force- and displacement-data that serves as input for the training-algorithms.
Chapter 4

Results

In this chapter, an empirical evaluation of the modal reduction approaches that have been implemented in ArtiSynth, is provided. FEMs with different complexity were tested, along with different aspects of the model reduction.

4.1 Evaluation Methodology

model reduction was evaluated for three test models. First, model reduction has been applied to a muscle driven FEM-beam consisting of 81 elements that mainly serves as a proof of concept since the complexity is too small for model reduction to result in any significant speedup. Second, model reduction has been applied and evaluated for a FEM tongue model that previously has been used for speech production simulations [60]. This model includes 11 muscles that are modelled as fibres embedded within elements whose material properties therefore change as the muscles are excited. This tongue model was intentionally created with a small number of elements (740) in order to make it simulate faster. Third, model reduction was applied to a high-resolution version of the tongue model with 4255 elements. In previous work this model has been simulated using node-to-node muscles but for this evaluation the model was tested with muscle fibres embedded within the elements for the first time. With this testing being in an early stage, the behaviour of the model is not entirely realistic but still useful for evaluating model reduction. This model includes similar muscle definitions as the original tongue model, a slightly altered shape, and a higher resolution mesh so that the model can capture more flexible tongue shapes. Given the increase in number of elements, the high-resolution tongue model is slower to simulate as a full FEM and therefore provides a more compelling case for model reduction.

For all three models the model reduction was applied using roughly the same procedure. For each of the models, two reduced bases were computed. The first basis was computed through extension of a modal basis consisting of 6 modes making the final reduced basis consist of 54 modes. The second basis was computed by first simulating the models using different types of perturbations and sampling displacements of all dynamic nodes at every timestep. The sampled displacements were then used to compute a POD through SVD. After measuring the accuracy of the reduced simulations using these two bases, a new sampling procedure was used to sample force data in order for training of hyperreduction. This sampling procedure used roughly the same
set of perturbations as the training for the PODs. As will be presented in the following sections, the POD produced far better accuracy than the extended modal basis for each of the models. For this reason, the force sampling was only applied to the reduced model using the POD. Finally the sampled force data was used as input to the NN-HTP algorithm to determine proper subsets of elements, with respective weights.

The FEMs were then simulated, both with and without model reduction, in order to compare the computational speed of each simulation and the accuracy of the reduced model as compared to the non-reduced model (which was considered as ground-truth). Computational speed was measured by measuring the computational time for each timestep throughout different simulations of the models, using a system clock, and then using the average computational time to compare the reduced simulations to their respective non-reduced simulations. Accuracy was measured by computing the Absolute Error as the Euclidean distance between the position of all nodes in the reduced simulations and the non-reduced simulations. The average with respect to the nodes of these Absolute Errors was then plotted as functions for times when testing dynamic accuracy as well as computed for static configurations when testing static accuracy. In addition, the Absolute Errors were used in heatmaps of static configurations in order to investigate where in the models the Absolute Errors were the largest. All simulations that were part of this evaluation study were run on computer using a 2.8 GHz Intel Core i7 processor running Linux.

4.2 Muscle Driven FEM Beam

Our first test case uses a simple rectangular beam shape with muscles along the length of the beam. This FemMuscleBeam model already exists in ArtiSynth and is used mainly for the validation of the muscle FEM functionality in ArtiSynth as well as visualization of the functionality for new users. Passive FEM beams are a common test case and have been used in previous model reduction papers, therefore it was appropriate to use a muscle-driven version of the beam as an initial and simple test case here.

4.2.1 Model Description

The beam, shown in Figure 4.1, has dimensions 0.9m × 0.3m × 0.3m and consists of 160 nodes (10 × 4 × 4) that are connected by 81 hexahedral elements (9 × 3 × 3). The 16 nodes on the left end of the beam are static (fixed boundary conditions), making 144 nodes dynamic, which in total gives the model 432 DOF. The material of the model is five parameter Mooney-Rivlin material with $C_{10} = 1037$, $C_{20} = 486$ and $C_{01} = C_{11} = C_{02} = D_1 = 0$. The density is 1000 kg/m$^3$ and the stiffness- and particle-damping is 0.01 and 6.22, respectively. The model includes 2 muscles that are located at the model’s top (blue fibres) and bottom (green fibres) layer of elements, respectively. These have been modelled with two different options, as point-to point muscles between nodes, or as muscle fibres embedded in elements. The validation has been applied to the later option, in which the muscles are modelled with the Blemker Muscle model with $\lambda^* = 1.4$, $\lambda_{off} = 1$, $\sigma_{max} = 300000$ Pa, $P_1 = 0.05$ and $P_2 = 6.6$. All simulations of this model were run using implicit
integration and a timestep of 10 ms. From the number of elements and nodes in this model, it is obvious that
it is not a model for which one can expect a large computational speed-up from model reduction. Therefore
this model is included mainly as an example of the reduction procedure and for the purpose of validation.

The model has been reduced according to the procedure described in Section 3.2.3. Two reduced bases
were created, one through sampling of displacement-data that was recorded through snapshots throughout
simulations, and one through the creation of an extended modal basis. The snapshots were taken at every
timestep for the first 5 seconds throughout 2 different simulations. In the first simulation, the top layer of
muscle-fibres was excited linearly from 0 to 0.1 in 2.5 seconds and then back to 0 in 1 second. This allowed
the snapshots to capture both the deformation caused by the muscle-activation and the free vibration that
occurred after the muscle-activation had been reduced to 0. In the second simulation, the model was allowed
to deform under gravity until an equilibrium was reached. After that, the interactive pull control in ArtiSynth
was used to achieve other deformation than those achieved by gravity or muscle-activations. Through this
procedure, a total of 1000 training-samples were generated, each consisting of the 3D displacement of the 144
dynamic nodes. computeProperOrthogonalDecomposition was used to compute a POD using SVD, that
covered 99.99% of the space spanning all training-configurations. The resulting POD consists of 14 modes, 6
of whom are shown in Figure 4.2. The extended modal basis was created by computing the 6 most significant
linear modes of the model, shown in Figure 4.3, and then expanding those six modes into a basis of 54 modes.
The nine modes of the extended modal basis that were generated from the first linear mode are shown in
Figure 4.4. The modes of the modal basis show the type of behaviour one would expect from linear modal
analysis of a model like this. The modes essentially include first order bending (mode 1 and 2), twisting
(mode 3), second order bending (mode 4 and 5) and elongation (mode 6). Since the analysis is linear, some
distortion can be observed for the twisting mode and the two modes of second order bending because some
elements experience quite large rotation for these modes.

After validating the dynamic behaviour of the reduced model, a second sampling procedure was started

Figure 4.1: The Muscle FEM Beam in its resting state.
Figure 4.2: The six most significant modes from sampling of Muscle FEM beam deformations.

Figure 4.3: The six most significant modes from linear modal analysis of the Muscle FEM Beam.
Figure 4.4: The nine modes generated from the first linear mode through the extension algorithm.
in order to train the reduced model for hyperreduction. This sampling was done in a way similar to that of the sampling for the reduced basis; the same set of simulations were run and the reduced internal force was recorded at every second timestep. This procedure generated a total of 500 training-samples, all consisting of the 14-dimensional internal force generated by the entire model as well as the 14-dimensional force density that was generated by each of the 81 individual elements. The NN-HTP algorithm was then used to analyse the data in order to select an optimal subset of the elements and compute their respective weights. In order to ensure that the relative error was small enough, the algorithm was set to select 40 elements which reduced the relative error to 0.11%. The large number of elements that was required in relation to the total amount of elements in the model relates to the point made earlier that this model has too few nodes and elements to have any substantial computational speed-up from model reduction. Figure 4.5 shows the beam where all the elements that have been selected for hyperreduction are filled in. Interestingly, many elements in the two ends of the beam seem to have been selected while the elements selected in the middle of the beam seem to be sparse.

4.2.2 Dynamic Accuracy

In order to validate the reduction of this model, two different simulations were run for each reduced case as well as for the non reduced model. In the first simulation, the top layer muscle-fibres were activated just as they had been during the training (ramped-up linearly from 0 to 0.1 in 2.5 seconds and then ramped-down back to 0 in 1 second). In the second simulation the model was allowed to deform under gravity. In each simulation, the displacements of all dynamic nodes were recorded at every timestep. For each timestep, the displacements were used to compare the reduced simulations to the non-reduced simulations. Figure 4.6 shows the Mean Absolute Error (MAE) as a function of time for each of the reduced simulations for both validation cases. In this case, MAE has been defined as the mean Euclidean distance between the nodes’ displacements in the reduced and the non-reduced simulation.
Figure 4.6: Plots of the Mean Absolute Error as a function of time for each of the reduced simulations for both validation cases.

Despite including most DOF, the extended modal basis has the least accuracy at almost every timestep in both cases. It performs particularly badly at those times when the deformations are the largest, which can at least partly be explained by the non-linearity in the deformation at those timesteps. The only time where the extended modal basis performs the best consistently is in the muscle-driven simulation just after the muscle activation has been reduced to 0. At this point, the model experiences some free vibrations with small amplitude, which suits a modal basis particularly well. In the muscle-driven case, the hyperreduced simulation follows the simulation using the sampled POD almost perfectly while in the gravity-driven case it has a slightly larger amplitude on its vibrations. The MAE stays below 3 mm for the extended modal basis, and below 2 mm for the sampled basis, both with and without hyperreduction.

4.2.3 Static Accuracy

The oscillatory behaviour of the MAE for the two validation cases show a difference in amplitude, but also a slight difference in frequency. This indicates a difference in stiffness and possibly damping. Since the damping of the model is stiffness-dependent, a difference in stiffness should be transferred into a difference in damping. In an effort to investigate this issue further, the beam was perturbed to three different equilibrium configurations, for which the MAE was measured. The three different configurations, whose MAE are shown in Figure 4.7 are gravity, 5% and 10% activation of the top layer muscle-fibres. In the case of gravity, the figure simply shows the value to which the MAE converged for the different reduction cases. In this case, the extended modal basis has the by far largest MAE, almost reaching 2 mm, while the MAE of the two reduced simulations using the POD are well below 1 mm, with the hyperreduced simulation producing the larger MAE. In the cases of muscle induced equilibriums, the extended modal basis again produces the largest MAE, reaching above 1 mm in both cases, while the two reduced simulations using the POD produce almost identical MAE in both cases.

As indicated in Figure 4.6 and Figure 4.7 there are differences in equilibrium configurations between
Figure 4.7: Bar chart showing the MAE at equilibrium for gravity and different levels of muscle activation for the different reduction cases.

As Figure 4.7 indicates, there is not much difference between the equilibriums of the two reduced simulations when the FEM beam is deformed by gravity. Figure 4.8 shows the configurations produced by the different simulations at this equilibrium, where the surface colouring of the reduced simulations are based on the local deviation from the non-reduced simulation. For the simulation using the extended modal basis, there is a continuous increase of the deviation along the beam, with the maximum deviation almost reaching 3 mm. For the two reduced simulations using the POD, the local deviations do not reach that high. For the simulation using all the elements, the local deviation stays below 0.5 mm, while for the hyperreduced simulation, the local deviation almost reaches 1 mm at the deflected end of the beam.

Figure 4.8: Comparison of non-reduced and the reduced simulations at equilibrium due to gravity. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.
tions using the POD when the beam is deformed under muscle activation. The configurations at equilibrium of the non-reduced FEM beam and the reduced beam for the 10% muscle activation are shown in Figure 4.9. The reduced simulations that use the POD, both the one using all elements and the hyperreduced one, produce configurations that are very similar to the non-reduced simulation with the local deviation staying below 1 mm. The reduced simulation using the extended modal basis on the other hand, has clear difficulty reproducing the deformation of the beam and reaches a local deviation of almost 7 mm in a small area around the nodes that are most displaced.

4.2.4 Computational Speed

The computational speed-up was measured by the same simulations that were used for training. Instead of recording the displacements at each timestep, the time to perform each timestep was measured and saved to file. The computational time for each timestep as well as the speedup for the two validation cases and for all measured timesteps are presented in Table 4.1. As expected for this model, there is not much speedup for any of the reduced simulations. In fact, the reduced simulations using the extended modal basis are slower than their respective non-reduced simulations. The reduced simulations using the sampled POD are slightly faster than their respective non-reduced simulations, while the hyperreduced simulations show a speedup slightly larger than 50%.

4.3 Muscle Driven Tongue Model

In order to continue the evaluation of the model reduction into realistic biomechanical models, the model reduction has been applied to a model of the tongue that already exists in ArtiSynth. This model was created based on a reference model [8], and has been used in simulations [60] in combination with other biomechanical structures such as the jaw.
### Table 4.1: Summary of the computational time per timestep and speedup for each of the reduced simulations for both perturbations.

<table>
<thead>
<tr>
<th>Perturbation</th>
<th>Full</th>
<th>Reduced</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Extended Modal</td>
<td>POD - all elements</td>
</tr>
<tr>
<td>Perturbation</td>
<td>time (ms)</td>
<td>time (ms)</td>
</tr>
<tr>
<td>top muscle activation</td>
<td>mean</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>2.3</td>
</tr>
<tr>
<td>gravity</td>
<td>mean</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>1.6</td>
</tr>
<tr>
<td>average</td>
<td>mean</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>2.2</td>
</tr>
</tbody>
</table>

#### 4.3.1 Model Description

The tongue model, shown in Figure 4.10, consists of 948 nodes that are connected by 740 hexahedral elements. In the case where the tongue is simulated without interaction with other structures, 117 of the nodes are static, making 831 nodes dynamic, which in total gives the model 2493 DOF. The material of the model is five parameter Mooney-Rivlin material with $C_{10} = 1037$, $C_{20} = 486$ and $C_{01} = C_{11} = C_{02} = D_1 = 0$. These parameters where determined by [8] through comparison of results from different measurements of mechanical properties of the tongue [13, 12]. The density is $1040 \text{ kg/m}^3$, and the stiffness- and particle-damping is 0.03 and 40, respectively. The model includes 11 muscles, which are the posterior genioglossus (GGP), medial genioglossus (GGM), anterior genioglossus (GGA), styloglossus (STY), geniohyoid (GH), mylohyoid (MH), hyoglossus (HG), vertical muscle (VERT), transverse muscle (TRANS), superior longitudinal muscle (SL) and inferior longitudinal muscle (IL). These have been modelled with two different options, as point-to point muscles between nodes, or as muscle fibres embedded in elements. The evaluation has been applied to the latter option, in which the muscles are modelled with the Blemker Muscle model with $\lambda^* = 1.4$, $\lambda_{oft} = 1$, $\sigma_{max} = 300000 \text{ Pa}$, $P_1 = 0.05$ and $P_2 = 6.6$. All simulations of this model were run with implicit integration and a timestep of 10 ms.

The model has been reduced according to the procedure described in Section 3.2.3. Two reduced bases were created, one through sampling of displacement-data that was recorded through snapshots throughout simulations, and one through the creation of an extended modal basis. The snapshots were taken at every timestep through 11 different simulations. In each simulation, one selected muscle was excited with left-right symmetry from 0 to 0.3, and then back to 0, with cubic interpolation over a period of 1 second. The model was then allowed to reach equilibrium due to gravity over the next 0.2 seconds, making each simulation 1.2 seconds long. Through this procedure, a total of 1322 training-samples were generated, each consisting of the 3D displacement of the 831 dynamic nodes. computeProperOrthogonalDecomposition was used to compute
a POD using SVD, that covered 99.99% of the space spanning all training-configurations. The resulting POD consists of 17 modes, 6 of whom are shown in Figure 4.11. The extended modal basis was created by computing the 6 most significant linear modes of the model, shown in Figure 4.12 and then expanding those six modes into a basis of 54 modes. It is worth noting that the modes computed from sampling has a close resemblance with actual tongue-deformations while the linear modes show some deformations that are quite unrealistic. It is also worth noting that all the modes computed from the sampled data are symmetric around the mid-sagittal plane while four of the linear modes are not symmetric. The 9 modes that corresponds to the first linear mode are shown in Figure 4.13. Most of these modes show little resemblance with actual tongue-deformations. Also, since these modes are derived from the first linear mode that is not symmetric around the mid-sagittal plane, they have inherited this property.

After validating the dynamic behaviour of the reduced model, a second sampling procedure was started in order to train the reduced model for hyperreduction. This sampling was done in a way similar to that of the sampling for the reduced basis; the same set of simulations were run and the reduced internal force was recorded at every 4th timestep. In addition to this, one extra simulation was added where the reduced model reacted to gravity and some external perturbation that was generated interactively. This procedure generated a total of 360 training-samples, all consisting of the 17-dimensional internal force generated by the entire model as well as the 17-dimensional force density that was generated by each of the 740 individual elements. The NN-HTP algorithm was then used to analyse the data in order to select an optimal subset of the elements and compute their respective weights. In order to ensure that the relative error was small, the algorithm was set to select 150 elements, which reduced the relative error to 0.11%. Figure 4.14 shows the Tongue model with all the elements selected for hyperreduction being filled in. It is worth noting that the selected elements seem quite uniformly distributed over the model. Interestingly, the selected set of elements is not symmetric around the mid-sagittal plane. Since the reduced basis is symmetric around the mid-sagittal plane, the motions of the hyperreduced tongue will inherit this behaviour anyway but it is worth noting that
Figure 4.11: The six most significant modes from sampling of tongue deformations. Since the samples were generated through muscle activations with left-right symmetry all these modes are symmetric around the mid-sagittal plane.

Figure 4.12: The six most significant modes from linear modal analysis of the tongue. Note that modes 1, 4, 5 and 6 are not symmetric around the mid-sagittal plane.
Figure 4.13: The nine modes generated from the first linear mode through the extension algorithm.
this set of elements would have difficulty producing symmetric motions if it were to be used in combination with a non-symmetric reduced basis.

4.3.2 Dynamic Accuracy

In order to validate the reduction of this model, 10 different simulations were run for each reduced case as well as for the non-reduced model. In each simulation, one of the muscles was excited in the same way as during the training, while all other muscles stayed inactive. Since STY includes some muscle fibres outside of the tongue body, it was omitted from the validation study since the model reduction currently cannot handle the forces from external muscles. Just as for the muscle-driven beam, the displacements of all dynamic nodes were recorded at every timestep. Figure 4.15 shows the Mean Absolute Error (MAE) as a function of time for each of the reduced simulations for each validation case.

Again, the extended modal basis has the least accuracy at almost every timestep in every case despite including the most DOF. It is also very clear that the MAE for the extended modal basis and the muscle-activation peaks almost simultaneously in every simulation. This is explained by the fact that this coincides with the peak deformation of the model in all simulations, at which point the non-linearities are the most significant. The only time when the extended modal basis performs best is just after the muscle activation has been reduced to 0 in a few of the simulations (GGP, MH, HG, SL). The worst performance for all the extended modal basis occurs when exciting GGP, VERT and TRANS for which the MAE almost reaches 4 mm at maximum muscle activation.

4.3.3 Static Accuracy

For all the validation cases, the MAE of the hyperreduced simulation experiences a local maximum after around 1 second. This almost coincides with the time at which the muscle activation reaches back to 0. After this maximum, the MAE goes down again and reaches levels that are comparable to the final MAE of the
Figure 4.15: Mean Average Errors as a function of time for the three different reduction cases for ramp-up ramp-down simulations of the tongue under activation of one single muscle, one simulation for each muscle.
simulations of the other reduction cases. The occurrence of this maximum prompted the question whether it occurs as a consequence of a difference in the dynamics of the model or if there is some other cause. To answer this question, a new set of simulations were run where the displacement of all dynamic nodes were recorded as soon as the model had reached static equilibrium. The input used for these simulations were gravity and muscle activations. In the case of muscle activation, the gravity was omitted and the muscle activation was increased with cubic interpolation over 0.5 seconds and held at a specified level. One simulation was run for each reduction case and muscle, except for STY and the activation levels were set to 15% and 30%. In addition, three simulations were run where muscles were combined using activation levels that correspond to the speech sounds /a/, /i/ and /r/. In these simulations, the muscle activations were also increased with a cubic interpolation, and the final muscle activations were chosen based on previous work, where muscle activations had been found through interactive simulations. Just as for the dynamic validation the displacements were used to compute the MAE at the equilibrium deformation for each of the simulations.

Figure 4.16 shows the MAE for the reduced simulations when deformed under gravity. The MAE of both the reduced simulations using the POD as well as the difference between the MAE of these simulations are in fractions of milimeters in this case, which indicates that both simulations manage to reach a configuration that is very close to the equilibrium configuration of the non-reduced model. The reduced simulation using the extended modal basis produce a MAE that is far greater, but still stays below 1 mm. The MAE for the equilibrium configurations that were produced using 15% muscle activation are shown in Figure 4.17. In these cases, the MAE of the reduced simulations using the POD stays well below 1 mm and often below 0.5 mm. Again, the differences between the simulations using standard reduction and the simulations using hyperreduction is only in fractions of millimeters which indicates that the two reduction cases reach almost the same configurations. In six of the cases, the MAE of the reduced simulations using the extended modal basis reaches above 1 mm and in the other cases it is still higher than the MAE of the other reduction cases. Figure 4.18 shows the MAE for the equilibrium configurations for 30% muscle activation as well as for the configurations for /a/, /i/ and /r/ for the three different reduction cases. The MAE stays below 1 mm for all cases except for /i/, where it reaches above 3 mm for both reduction cases using the POD. In all the cases, the difference between the MAE of the reduced simulations using the POD is in fractions of millimeters. For the reduced simulations using the extended modal basis, the MAE reaches above 1 mm in nine cases and in the other case it is still higher than the MAE of the other reduction cases. The similarities of the equilibrium configurations between the standard reduced simulations and the hyperreduced ones indicate that the observed differences in behaviour between standard reduction and hyperreduction arise due to differences in the dynamics, with damping being the most likely candidate.

As indicated in Figure 4.18 the largest MAEs for all three reduced simulations are produced for the muscle activations that produce /i/. In addition, activation of GGP, VERT and TRANS produces relatively large MAEs for all three reduced simulations, although smaller than for /i/. The configurations of the non-reduced tongue and the reduced tongue for 30% activation of GGP are shown in Figures 4.19. For the
Figure 4.16: Bar chart showing the MAE at equilibrium resulting from gravity for the different reduction cases.

Figure 4.17: Bar chart showing the MAE at equilibrium at 15% muscle activation for the different reduction cases.
reduced simulation using the extended modal basis, the local deviation reaches as high as above 13 mm at the back corners of the root, of the tongue while reaching ca 10 mm at the tongue tip. For the two reduced simulations using the POD, the local deviation stays well below 2 mm across the entire tongue. Figure 4.20 shows the configurations of the non-reduced tongue and the reduced tongue for 30% activation of VERT. For this configuration, the reduced simulation using the extended modal basis reaches a local deviation close to 10 mm at the tongue tip, and above 5 mm at the back corners at the root of the tongue. The two simulations using the POD again show much smaller local deviation, with the simulation using all elements staying below 2 mm across the entire tongue, while the hyperreduced simulation reaches ca 3 mm in the most displaced part of the tongue. The configurations of the non-reduced and the reduced tongue for 30% activation of TRANS are shown in Figure 4.21. The reduced simulation using the extended modal basis produces local deviations around 5 mm across the entire top of the tongue for this configuration, with the largest local deviation being ca 9 mm. The two reduced simulations using the POD again produce lower local deviations, with the simulation using all elements reaching 3 mm in the area around the tip of the tongue. Interestingly, the hyperreduced simulation shows slightly less local deviation in this area, while showing almost the same local deviation across the rest of the tongue, which produces the slightly lower MAE for this muscle activation, as shown in Figure 4.18. Figure 4.22 compares the non-reduced and the reduced simulation for the static configuration produced by the muscle activations that correspond to /i/. The reduced simulation using the extended modal basis produces local deviations above 6 mm across large parts of the tongue, with the largest local deviation being above 13 mm. The two reduced simulations using the POD produce local deviations below 6 mm across most of the tongue, with a continuous increase up to 13 mm at the tip of the tongue.
Figure 4.19: Comparison of equilibriums of full and reduced simulation 30% activation of GGP. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.

Figure 4.20: Comparison of equilibriums of full and reduced simulation 30% activation of VERT. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.

Figure 4.21: Comparison of equilibriums of full and reduced simulation 30% activation of TRANS. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.

Figure 4.22: Comparison of configurations of full and reduced simulations for muscle activations corresponding to the vowel /i/. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.
4.3.4 Computational Speed

Just as for the Muscle Driven FEM Beam, the set of simulations used for training were also used for evaluation of the computational speed-up. Table 4.2 shows the computational time per timestep and the speedup for each of the reduced simulations for every validation case. Just as was the case for the Muscle Driven FEM Beam, the reduced simulations using the extended modal basis are slower than the non-reduced simulations, while the reduced simulations using the sampled POD show a small speedup. The hyperreduced simulations, on the other hand, are more than 3 times faster than the non-reduced simulations and mostly have a smaller computational time than the actual timestep meaning that it runs in real-time. Compared to previous work this is a relatively small speedup, which is mainly attributed to the fact that a very large portion of the elements have been included in the hyperreduction.

4.4 Muscle Driven High Resolution Tongue Model

To be able to evaluate the model reduction for a realistic biomechanical model of high complexity, the model reduction has been applied to a tongue model with much higher resolution than the tongue model in the previous section. This model is still under development, and therefore the actual tongue deformations are not as realistic as for the original tongue model. However, the higher-resolution mesh allows the model to undergo larger and more fine-grained deformations, which makes it a good test case for evaluating model reduction regardless of the biomechanical accuracy of the model.

4.4.1 Model Description

The model shown in Figure 4.23 consist of 2961 nodes that are connected by 4255 elements of varying type (predominately hexahedral elements). The attachments to the jaw and hyoid are modelled by setting 88 of the nodes static (fixed boundary conditions), making 2873 of the nodes dynamic, which in total gives the model 8619 DOF. Just like in the previous section, the material of this tongue model is five parameter Mooney-Rivlin material with $C_{10} = 1037$, $C_{20} = 486$ and $C_{01} = C_{11} = C_{02} = D_1 = 0$. The density is $1040 \text{ kg/m}^2$ and the stiffness- and particle-damping is 0.03 and 40, respectively. The model also uses the same 11 muscles as the tongue model of the previous section. Once again, the evaluation has been applied with the use of muscle-fibres embedded in the elements of the FEM. This time, however, the muscles have been modelled with stress proportional to the muscle activation, where $\sigma_{\text{max}} = 30000 \text{ Pa}$ for all muscles except VERT and TRANS, for which $\sigma_{\text{max}} = 15000 \text{ Pa}$. The simulations of this model were run using implicit integration and a timestep of 10 ms.

The model has been reduced according to the procedure described in Section 3.2.3. Two reduced bases were created: one through sampling of displacement-data that was recorded through snapshots throughout simulations, and one through the creation of an extended modal basis. The snapshots were taken at every
Table 4.2: Summary of the computational time per timestep and speedup for each of the reduced simulations for all tested perturbations.
timestep through 11 different simulations. In each simulation, one selected muscle was excited with left-right symmetry from 0 to 1 and then back to 0 with cubic interpolation over a period of 1 second. The model was then allowed to reach equilibrium due to gravity over the next 0.2 seconds, making each simulation 1.2 seconds long. Through this procedure, a total of 1320 training-samples were generated, each consisting of the 3D displacement of the 2873 dynamic nodes. 

`computeProperOrthogonalDecomposition` was used to compute a POD using SVD, that covered 99.99% of the space spanning all training-configurations. The resulting POD consists of 20 modes, 6 of whom are shown in Figure 4.24. The extended modal basis was created by computing the 6 most significant linear modes of the model, shown in Figure 4.25, and then expanding those six modes into a basis of 54 modes. It is worth noting that the modes computed from sampling have a close resemblance with actual deformations of the model. Since the model is still under development, some of these modes show behaviour that does not reflect realistic deformations of the tongue. It is also worth noting that all the modes computed from the sampled data are close to symmetric around the mid-sagittal plane, while four of the linear modes are not symmetric. The 9 modes that corresponds to the first linear mode are shown in Figure 4.26. Most of these modes show little resemblance to actual tongue-deformations. Also, since these modes are derived from the first linear mode that is not symmetric around the mid-sagittal plane, they have inherited this property.

After validating the dynamic behaviour of the reduced model, a second sampling procedure was started in order to train the reduced model for hyperreduction. This sampling was done in a way similar to that of the sampling for the reduced basis; the same set of simulations were run, and the reduced internal force was recorded at every 2nd timestep. In addition to this, one extra simulation was added where the reduced model reacted to gravity and some external perturbation that was generated interactively. This procedure generated a total of 660 training-samples, all consisting of the 20-dimensional internal force generated by the entire model as well as the 20-dimensional force density that was generated by each of the 4255 individual elements. The NN-HTP algorithm was then used to analyse the data in order to select an optimal subset.
Figure 4.24: The six most significant modes from sampling of tongue deformations. Since the samples were generated through muscle activations with left-right symmetry all these modes are symmetric around the mid-sagittal plane.

Figure 4.25: The six most significant modes from linear modal analysis of the tongue.
Figure 4.26: The nine modes generated from the first linear mode through the extension algorithm.
of the elements and compute their respective weights. In order to ensure that the relative error was small, the algorithm was set to select 600 elements which reduced the relative error to 0.05%. Figure 4.27 shows the tongue model with all the elements selected for hyperreduction being filled in. It is worth noting that the selected elements seems quite uniformly distributed over the model. Interestingly, the selected set of elements is not symmetric around the mid-sagittal plane. Since the reduced basis is symmetric around the mid-sagittal plane, the motions of the hyperreduced tongue will inherit this behaviour anyway but it is worth noting that this set of elements would have difficulty producing symmetric motions if it were to be used in combination with a non-symmetric reduced basis.

4.4.2 Dynamic Accuracy

In order to validate the reduction of this model, 10 different simulations were run for each reduced case, as well as for the non reduced model. In each simulation, one of the muscles were excited in the same way as during the training, while all other muscles stayed inactive. Since STY includes some muscle fibres outside of the tongue body, it was omitted from the validation study since the model reduction currently cannot handle the forces from external muscles. Just as for the validations in the previous sections, the displacements of all dynamic nodes were recorded at every timestep. Figure 4.28 shows the Mean Absolute Error (MAE) as a function of time for each of the reduced simulations for each validation case.

Again, the extended modal basis has the least accuracy at almost every timestep in every case, despite including the most DOF. It is also very clear that the MAE for the extended modal basis and the muscle-activation peaks almost simultaneously in every simulation. This is explained by the fact that this coincides with the peak deformation of the model in all simulations, at which point the non-linearities are the most significant. The only time where the extended modal basis performs best is just after the muscle activation has been reduced to 0 in some of the simulations (GGP, GGM, HG, VERT, TRANS, IL). The worst performance for all the extended modal basis occurs when exciting GGP and VERT, for which the MAE almost reaches
5 mm at maximum activation.

4.4.3 Static Accuracy

Just as for the tongue model investigated in the previous section, the MAE of the hyperreduced simulations experience a local maximum after around 1 second for all the validation cases. Again, this almost coincides with the time at which the muscle activation reaches back to 0, and after this maximum, the MAE goes down again and reaches levels that are comparable to the final MAE of the simulations of the other reduction cases. To further investigate this, a new set of simulations were run where the displacement of all dynamic nodes were recorded as soon as the model had reached equilibrium. The input used for these simulations were the same as that of the tongue model in the previous section, with the difference that the activation levels were held at 50% and 100% in order to assess the accuracy at static equilibrium. In addition, the same set of simulations with combined muscle activation levels that correspond to /a/, /i/ and /r/ as in the previous section were used.

Figure 4.29 shows the MAE for the reduced simulations when deformed under gravity. The MAE of both the simulations using the POD as well as the difference between the MAE of these simulations is in fractions of millimeters in this case, which indicates that both simulations manage to reach a configuration that is very close to the equilibrium configuration of the non-reduced model. The reduced simulation using the extended modal basis produce an MAE that is more than twice as large as that of the other cases. The MAE for the equilibrium configurations that were produced using 50% muscle activation are shown in Figure 4.30. In these cases, the MAE stays well below 1 mm and often below 0.6 mm. Again, the differences between the reduced simulations using the POD is only in fractions of millimeters, which indicates that the two reduction cases reach almost the same configurations. In seven of the cases, the MAE of the reduced simulations using the extended modal basis reaches above 2 mm, and in the other cases it is still higher than the MAE of the other reduction cases. Figure 4.31 shows the MAE for the equilibrium configurations for 100% muscle activation as well as for the configurations for /a/, /i/ and /r/ for the different reduction cases. The MAE stays below 1 mm for all cases, except for /i/, where it reaches above 1.5 mm for both reduced simulations using the POD. In all the cases the difference between the MAE of the reduced simulations using the POD is in fractions of millimeters. For the reduced simulations using the extended modal basis, the MAE reaches above 2 mm in nine cases, and in the other cases it is still higher than the MAE of the other reduction cases.

As indicated in Figure 4.31, the largest MAEs for the two reduced simulation that use the POD are produced for the muscle activations that produce /i/. In addition, activation of GGP, VERT and TRANS produces relatively large MAEs for all three reduced simulations, in particular for the one using the extended modal basis. The configurations of the non-reduced tongue and the reduced tongue for 100% activation of GGP are shown in Figures 4.32. For the reduced simulation using the extended modal basis, the local deviation reaches as high as above 13 mm at the tongue tip, while being around 8 mm across large portions of the tongue. For the two reduced simulations using the POD, the local deviation stays well below 5 mm across...
Figure 4.28: Mean Average Errors as a function of time for the three different reduction cases for ramp-up ramp-down simulations of the tongue under activation of one single muscle, one simulation for each muscle.
Figure 4.29: Bar chart showing the MAE at equilibrium resulting from gravity for the different reduction cases.

Figure 4.30: Bar chart showing the MAE at equilibrium at 50% muscle activation for the different reduction cases.
the entire tongue, especially at the base where the local deviation does not exceed 3 mm. Figure 4.33 show the configurations of the non-reduced tongue and the reduced tongue for 50% activation of VERT. As can be seen in this figure, the tongue deforms heavily already for 50% activation, and hence this activation was chosen for this illustration. For this configuration, the reduced simulation using the extended modal basis reaches a local deviation close to 13 mm at the tongue tip while staying below 5 mm for most parts of the tongue. The two simulations using the POD again show much smaller local deviation that stays below 3 mm across the entire tongue. The configurations of the non-reduced and the reduced tongue for 100% activation of TRANS are shown in Figure 4.34. The reduced simulation using the extended modal basis produces the largest local deviation at the tongue tip, where it reaches above 15 mm while reaching above 7 mm for large portions of the tongue. The two reduced simulations using the POD again produce lower local deviations, with both simulations staying below 3 mm across the entire tongue. Figure 4.35 compares the non-reduced and the reduced simulations for the static configuration produced by the muscle activations that correspond to /i/. The reduced simulation using the extended modal basis produces local deviations above 3 mm across large parts of the tongue, with the largest local deviation being above 7 mm close to the tip of the tongue. The two reduced simulations using the POD produce local deviations above 3 mm across large parts of the tongue, with the largest local deviation reaching ca 6 mm close to the tip of the tongue.

4.4.4 Computational Speed

Just as for the earlier models, the set of simulations used for training were also used for evaluation of the computational speed-up. Table 4.2 shows the computational time per timestep and the speedup for each of the reduced simulations for every validation case. Unlike the models in the previous sections, the reduced
Figure 4.32: Comparison of equilibriums of full and reduced simulation 100% activation of GGP. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.

Figure 4.33: Comparison of equilibriums of full and reduced simulation 50% activation of VERT. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.

Figure 4.34: Comparison of equilibriums of full and reduced simulation 100% activation of TRANS. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.

Figure 4.35: Comparison of configurations of full and reduced simulations for muscle activations corresponding to the vowel /i/. The colouring of the reduced models is based on the local deviation from the non-reduced simulation measured in millimeters.
simulations using the extended modal basis are slightly faster than the non-reduced simulations. The reduced simulations using the POD show a slightly larger speedup due to the POD having less than half as many DOF as the extended modal basis. The hyperreduced simulations are more than 6 times faster than the non-reduced simulations for all cases, and more than 7.5 times faster on average. Unlike for the previous sections, the hyperreduction does not reduce the computational time to less than the actual timestep. Again, a large portion of the elements were used in the hyperreduction, leading to a limited speedup.

4.4.5 Comparisons of Different Hyperreductions

The number of elements used in hyperreduction for the test cases reported above were chosen to achieve reasonably high accuracy. The resulting speedup of 7% for the high-resolution tongue is reasonable, but it is also interesting to assess how that speed and accuracy change with more severe hyperreduction, i.e., using smaller number of elements. Therefore, the NN-HTP algorithm was used to determine two additional subsets of elements, one containing 300 and one containing 200 elements, and their respective weights. The three subsets of elements were then used in simulations of protrusion, retroflexion and retraction in order to compare their accuracy and speedup. Unlike previously presented simulations, that used muscle activations that ramped-up then ramped-down back to rest, for these simulations we chose to simulate muscle activations as a ramp-and-hold in order to evaluate dynamic accuracy during the ramp phase and static accuracy at the end of the hold phase. For each of the three motions, the muscle activations were increased from 0 to the values presented in Table 4.4 with cubic interpolation over a time period of 0.5 s and then held constant. The MAE as a function of time for the three motions for all three hyperreduction cases are shown in Figure 4.36.

The hyperreduction using 600 elements shows the best accuracy for both protrusion and retroflexion. In the simulation of retraction, the 600 element case shows the best accuracy for the first half of the simulation but after the muscle activation becomes constant the 300 element hyperreduction becomes more accurate as the model reaches its static equilibrium. The hyperreduction using 200 elements, on the other hand, is the least accurate for both retroflexion and retraction. In the case of protrusion, the hyperreduction using 200 elements actually shows better accuracy than the one using 300 elements.

To compare the speedup of the three hyperreduction cases the computational time of each simulation time step was measured. The speedups for the three cases are presented in Table 4.5. The speedup is roughly inversely proportional to the number of elements used which is to be expected as the computations of the reduced internal force is the main remaining bottleneck. This knowledge motivates improvement of the hyperreduction training for the class of models investigated in this thesis, either through modifications of the training algorithms or through different procedures when sampling the reduced internal forces.
<table>
<thead>
<tr>
<th>Simulation</th>
<th>Full</th>
<th>Reduced</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Extended Modal</td>
<td>POD - all elements</td>
<td>POD - 600 elements</td>
<td></td>
</tr>
<tr>
<td>Excited Muscle</td>
<td>time (ms)</td>
<td>time (ms)</td>
<td>speedup</td>
<td>time (ms)</td>
<td>speedup</td>
</tr>
<tr>
<td></td>
<td>time (ms)</td>
<td>speedup</td>
<td>time (ms)</td>
<td>speedup</td>
<td></td>
</tr>
<tr>
<td>GGP</td>
<td>mean 281.3</td>
<td>213.4</td>
<td>1.3</td>
<td>133.1</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>std 37.9</td>
<td>23.6</td>
<td></td>
<td>17.3</td>
<td></td>
</tr>
<tr>
<td>GGM</td>
<td>mean 286.7</td>
<td>214.8</td>
<td>1.3</td>
<td>133.3</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>std 36.8</td>
<td>25.0</td>
<td></td>
<td>14.9</td>
<td></td>
</tr>
<tr>
<td>GGA</td>
<td>mean 306.2</td>
<td>215.3</td>
<td>1.4</td>
<td>131.6</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>std 56.6</td>
<td>23.4</td>
<td></td>
<td>21.9</td>
<td></td>
</tr>
<tr>
<td>STY</td>
<td>mean 303.4</td>
<td>214.8</td>
<td>1.4</td>
<td>134.5</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>std 52.2</td>
<td>21.9</td>
<td></td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td>GH</td>
<td>mean 283.0</td>
<td>217.5</td>
<td>1.3</td>
<td>132.9</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>std 44.0</td>
<td>31.5</td>
<td></td>
<td>14.2</td>
<td></td>
</tr>
<tr>
<td>MH</td>
<td>mean 297.5</td>
<td>212.9</td>
<td>1.4</td>
<td>132.5</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>std 50.6</td>
<td>21.5</td>
<td></td>
<td>14.5</td>
<td></td>
</tr>
<tr>
<td>HG</td>
<td>mean 305.4</td>
<td>234.6</td>
<td>1.3</td>
<td>131.3</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>std 56.7</td>
<td>45.9</td>
<td></td>
<td>15.2</td>
<td></td>
</tr>
<tr>
<td>VERT</td>
<td>mean 296.4</td>
<td>215.0</td>
<td>1.4</td>
<td>130.5</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>std 42.0</td>
<td>22.4</td>
<td></td>
<td>18.4</td>
<td></td>
</tr>
<tr>
<td>TRANS</td>
<td>mean 306.3</td>
<td>228.2</td>
<td>1.3</td>
<td>131.2</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>std 55.5</td>
<td>46.0</td>
<td></td>
<td>20.7</td>
<td></td>
</tr>
<tr>
<td>IL</td>
<td>mean 285.2</td>
<td>214.1</td>
<td>1.3</td>
<td>130.6</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>std 35.4</td>
<td>27.9</td>
<td></td>
<td>13.0</td>
<td></td>
</tr>
<tr>
<td>SL</td>
<td>mean 305.6</td>
<td>217.1</td>
<td>1.4</td>
<td>132.4</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>std 53.3</td>
<td>25.3</td>
<td></td>
<td>12.9</td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>mean 296.1</td>
<td>218.0</td>
<td>1.4</td>
<td>132.2</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>std 48.8</td>
<td>30.5</td>
<td></td>
<td>16.5</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.3:** Summary of the computational time per timestep and speedup for each of the reduced simulations for all tested perturbations.

<table>
<thead>
<tr>
<th>motion</th>
<th>GGP</th>
<th>TRANS</th>
<th>SL</th>
<th>HG</th>
<th>IL</th>
</tr>
</thead>
<tbody>
<tr>
<td>protrusion</td>
<td>0.4</td>
<td>0.4</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>retroflexion</td>
<td>-</td>
<td>0.4</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>retraction</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

**Table 4.4:** The peak muscle activations used for tests of protrusion, retroflexion and retraction.
Figure 4.36: Mean Average Errors as a function of time for the three different cases of hyperreduction for ramp-and-hold simulations of protrusion, retroflexion and retraction of the tongue.

<table>
<thead>
<tr>
<th>number of elements</th>
<th>600</th>
<th>300</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>speedup</td>
<td>6.8</td>
<td>12.4</td>
<td>15.6</td>
</tr>
</tbody>
</table>

Table 4.5: The computational speedup for different cases of hyperreduction using different number of elements.

4.4.6 Trained vs Random Hyperreduction

The large number of elements used for the main evaluation of hyperreduction of this tongue model provokes the question of whether or not similar accuracy could be achieved with hyperreduction using randomly selected elements. To answer this question, a subset of 600 randomly selected elements was created. The weights were set the same for all the elements and was set so that the sum of the weights equal the number of elements in the entire model. The same set of simulations as in Section 4.4.5 were used, which also allows for comparisons between the randomly selected subset of elements to smaller subsets produced from training.

Figure 4.37 shows the Mean Absolute Error as a function of time for all three motions for the trained and the randomly selected 600 element hyperreductions. The trained hyperreduction produces better accuracy than the randomly selected hyperreduction for each of the motions, but the difference is only large for retraction. It is also worth noting that the randomly selected hyperreduction shows better accuracy for parts of the motions than the trained hyperreduction using 200 elements that was investigated in Section 4.4.5.
4.5 Discussion

This chapter has presented the evaluation of model reduction to three different muscle driven tissue models, one beam model and two tongue models. In all three cases two different reduced bases were used, one computed by extension of a modal basis and one POD computed through the SVD of displacement-data. In addition, a hyperreduction was used for the POD for all three models, in order to compare the accuracy and computational speed-up. The extended modal bases showed the least accuracy almost exclusively in all three cases, mainly because this type of base only takes non-linear deformations but not non-linear elasticity into account. The hyperreduced simulations showed slightly less accuracy than their respective standard reduced simulations. In particular the hyperreduced simulations showed their largest errors when muscle activations were decreasing towards 0. Additional static measurements indicate that such errors are due to differences in the dynamics.

One of the reasons that the reduced simulations using the POD showed better accuracy than those using the extended modal basis might be the fact that the models used muscle fibres embedded within the elements. This way of modelling muscles means that the internal stress and stiffness of the model change, not only because of deformation, but also because of muscle activation. This limits the accuracy that a modal basis can produce since LMA only take the passive stiffness at rest into account while this type of muscle model can produce a wide range of stresses and stiffnesses for the same deformation. Another aspect of this issue is that the muscle activations cause a change in stress and stiffness locally in the model which cause deformations that are simply not predictable when using LMA. A POD on the other hand, takes this type of muscle model into account naturally by only focusing on the displacements that are produced throughout simulations, either from muscle activations or from external forces.

As expected the computational speed-up was largest for the high resolution tongue model since the model reduction reduced most DOF in that case. In addition there was also a clear difference in computational speed-up between the different reduced bases because of their inclusion of different DOF. The amount of elements required for the hyperreduction to uphold acceptable accuracy was higher for the models explored here than it has been in previous work where it has been applied to inactive materials. This generally caused a smaller computational speed-up than what had otherwise been the case, although the computational speed-up for the two tongue models is still significant. It is also worth noting that a smaller fraction of the total number of elements was required as the complexity of the models increased, indicating good potential for use of hyperreduction on tissue models of even higher complexity.
This thesis has described the implementation and evaluation of different model reduction techniques for biomechanical simulation. In particular, finite element models with constitutive equations representing muscle tissue have been investigated. In this chapter, I review the main contributions of the thesis and describe a few promising directions for further work.

5.1 Contributions

There are three overall contributions of this thesis. First, an open source implementation that includes many of the existing model reduction techniques has been created. Second, model reduction has been applied to muscle driven FEMs instead of those consisting of passive materials, as has been the case until now. Third, the validity and effectiveness of some of the implemented techniques have been compared for muscle driven FEMs.

5.1.1 Implementation of Model Reduction in ArtiSynth

The first contribution of this thesis is the creation of an open source implementation of model reduction for muscle-driven biomechanical models. This implementation includes many of the existing techniques for creating a reduced basis and for further improvement of dynamic simulation efficiency through hyperreduction. The included techniques cover aspects of the entire workflow of model reduction generation, either through linear modal analysis or through sampling, to the solution of the reduced equations of motion and the computation of reduced internal force, either through simple projection of the non-reduced entities or through hyperreduction. The included techniques have been selected with the goal that the framework should be able to handle as general simulations as possible. For this reason, the included techniques are not specific to certain geometries, types of elements or material models. The implementation is open source and freely available, with the hope that it is used and extended by the biomechanical modelling community.

5.1.2 Model Reduction applied to MuscleFemModel

The implementation has been tested on muscle driven tissue models in order to test the validity of model reduction for such FEMs. The results show a successful reduction of muscle driven FEMs where the dynamic
fidelity is within acceptable limits. As expected the computational speed-up from model reduction was
greater for FEMs of higher complexity and even greater after the addition of hyperreduction. Hyperreduction
proved useful for muscle driven FEMs, although it generally required more elements than it usually does for
FEMs consisting of inactive material. The large number of elements required to maintain accuracy for
hyperreduction of muscle FEMs led to somewhat lower computational speed-up as compared to passive
structures alone. Nevertheless, when hyperreduced the high-resolution FEM tongue model ran 7 times faster
when using 600 elements and showed a speedup that was roughly inversely proportional to the number of
elements used. This will have a significant impact on the usability of that model for articulatory speech
synthesis studies.

5.1.3 Comparisons of Model Reduction Approaches

Since model reduction has not been applied to muscle driven FEMs earlier, the performance of the different
techniques has not been compared for this case. For this reason, some of the techniques implemented in
this work have been compared for muscle driven FEMs. Reduced bases produced by sampling performed
better than extended modal bases due to the fact that extended modal bases take non-linear deformations
but not non-linear elasticity into account. Some differences regarding dynamic accuracy was noted between
hyperreduced simulations and their respective standard reduced simulations. After additional comparisons
using static configurations, these differences were concluded to arise from the dynamics, most likely related
to damping. For the tongue models, the best case accuracy resulted in visibly similar tongue postures with
the reduced model and overall accuracy within 2 mm MAE for almost all cases.

5.2 Future Work

5.2.1 Model Reduction for Vocal Tract Biomechanics

The current implementation of model reduction is able to efficiently handle relatively simple simulations of
biomechanics, that is unconstrained FEMs in static frames. With this in mind, the natural next step is
to expand the implementation to be able to handle more advanced biomechanical simulations. In the case
of articulatory speech synthesis, it could be particularly interesting to apply model reduction to a model[2]
that includes all major structures of the vocal tract. This model includes FEMs of the tongue[59], the soft
palate[19], the larynx[37] and the pharynx as well as rigid bodies for modelling the skull, jaw and hyoid bones.
Applying model reduction to this model would require the implementation to handle multi-body simulations
including both constraints and rigid motions. The constraints can be either attachments, such as between
the jaw and the tongue, contacts, for example between the tongue and the soft palate, or connections through
muscles, such as between the tongue and the maxilla. The rigid motions could, for example, be tongue motion
due to jaw motion. In this case, at least parts of the tongue experience purely rigid motion. These types
of situations could be handled by the use of floating frames. The frame of the reduced tongue would then have to be attached to the jaw which would allow it to follow the motions of the jaw while letting the tongue deform at the same time. The nodes of the tongue that are attached to the jaw will not have to be included in the reduced basis but can instead follow the motions of the frame entirely.

5.2.2 Improved Efficiency

For some biomechanical simulations of high complexity, it could be inefficient to create the reduced basis from sampled data since that requires simulation of the non-reduced FEM. It can at the same time be insufficient to use a linear modal basis or an extended modal basis since they, while not requiring any pre-simulations, might not be able to handle non-linearities of the FEM. For this reason, it could be interesting to implement and test techniques for online reduction\cite{29}. This would allow biomechanical simulations to start with non-reduced FEMs and then reduce them as the simulations progresses, with a continuous update of the reduced basis and hyperreduction. The advantage with this approach would be that it potentially combines the accuracy of PODs with the efficiency of not having to pre-simulate the FEMs before reducing them.

Another possible direction to improve the efficiency of model reduction for muscle-driven tissue models is to implement a case-sensitive hyperreduction. This has already been successfully attempted for simulations of self-collisions\cite{61} where the detection of collision and computation of collision forces were computed for subsets of surface points. The selection of which subset to use was based on the configuration of the FEM with the possibility of interpolating between subsets. It is possible that this concept could be transferred to muscle-driven tissue simulations by, for example, creating subsets of elements for each individual muscle exciter. The interpolation could, in this case, be made using the muscle excitations as input parameters. Through this construction, it might be possible to use a smaller number of elements when computing the internal force than has been the case in this thesis.
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