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Abstract

Early detection of *Fusarium* is arduous and highly desired as the detection assists in protecting crops from the harmful potential of plant pathogens which affect the quality and quantity of agriculture products. The thesis work concentrates on searching an approach for *Fusarium* spore detection and developing portable, reliable and affordable *Fusarium* detection device. The system can also promptly and continuously sample and sense the presence of the fungus spores in the air. From the investigation of the *Fusarium oxysporum* Chlamydospores by ATR-FTIR spectroscopy, a distinct infrared spectrum of the Chlamydospore was collected. There are two typical infrared wavelengths can be used for *Fusarium* detection: $1054\text{cm}^{-1}$ (9.48µm) and $1642\text{cm}^{-1}$ (6.08µm).

Infrared (IR) light is a form of electromagnetic wave which its wavelength ranges from around 0.75µm to 1000µm and it is invisible to human eyes. To be familiar with the light concepts and quantities, it is necessary to start working with the visible light which is also a form of electromagnetic wave with the wavelength range from about 0.3µm to 0.75µm. A visible spectrometer, which automatically corrects data error caused by unstable light, was built. By using the Kalman filter algorithm, Matlab simulations and training program, the appropriate coefficients to apply to the Kalman corrector were found. The experiments proved that the corrector in the visible spectrometer can reduce the data error in the spectra at the order of 10 times.

From the knowledge of working with the visible spectrometer and visible light, the task of searching the detecting approach and building the device in the IR spectrum was reconsidered. The *Fusarium* detection device was successfully built. Among other components to build the device, there are two essential thermopiles and one infrared light source. The infrared light source emits an IR spectrum from 2µm to 22µm. The two thermopiles working on the IR wavelengths of $\lambda_1=6.09\pm0.06\mu\text{m}$ and $\lambda_2=9.49\pm0.44\mu\text{m}$ are used for *Fusarium* spore detection analysis. The Beer-Lambert assists in quantifying the number of spores in the sample. The group distinction coefficient supports in distinguishing the *Fusarium* spore from other particulates in the experiments (pollen, turmeric, and starch). Pollen was chosen as it is often present in crop fields, and the other two samples were chosen as they help to verify the work of the system. The group distinction coefficients of *Fusarium* (1.14±0.15), pollen (0.13±0.11), turmeric (0.79±0.07) and starch (0.94±0.07) are distinct from each other.
The size of *Fusarium* spore is from about 10µm to 70µm. To mitigate the influence of the other particulates, such as pollens or dust which their sizes are not in the above range, a bandpass particle filter consists of a cyclone separator and a high voltage trap were designed and built. The particles with the sizes not in the interested range are eliminated by the filter. From simulations by the COMSOL Multiphysics and experiments, the particle filter proves that it works well with the assigned particle size range. The filter is useful as it helps to sample a certain size range which contains the interested bio objects.

As other electronic devices, the *Fusarium* detection device encountered several common types of noises (thermal noise, burst noise, and background noise). These noises along with the thermopile signals are amplified by the amplifiers. These amplifiers have high gain coefficients to amplify weak signals in nV to µV in magnitude. These noises depend on the operating conditions such as power supplies or environment temperature. If the operating conditions can be monitored, the information of the conditions can be used to correct the error data. To perform the correction task, the neural network was selected. To make a NN working, it requires sufficient data to train. In this research, the training data were collected in one week to record as much as possible working conditions. In addition to the thermopile data, the training data also included the environment temperature and the 5V and 9V voltage-regulator data. Then, the trained NN was applied to fix error data. The contribution of this NN method is the use of operating conditions to fix error data.

Although the errors in the data can be corrected well by the trained NN, several other problems still exist. In the samples of *Fusarium*, starch, pollen, and turmeric, the group-distinction coefficients of *Fusarium* and starch are very similar. To distinguish better the samples with similar group distinction coefficients, the existing *Fusarium* detection device was upgraded with a broadband thermopile. The extra thermopile was used along with $\lambda_1$ and $\lambda_2$ thermopiles to analyze the reflecting IR light of the samples. To pre-process the thermal noise and burst noise, an adaptive and cognitive Kalman algorithm was proposed. Burst noise is expressed in the form of outliers in the thermopile data. To detect these outliers, a mechanism of using first-order and second-order discrete differentiation of the data and correcting the burst noise and thermal noise was introduced. To study the effectiveness of this pre-processing, the pre-processed data and raw data were applied in the NN training. The main stopping parameters in the training are the number of epochs, absolute mean error, and entropy. The pre-processed data and the trained NN were used for distinguishing samples. The three-thermopile *Fusarium* detection device led to a use of a validation area to
distinguish the samples with similar group-distinction coefficients. The results prove that the use of three thermopiles works very well.

The research provides a comprehensive approach of designing system, particulate sampling, particulate filtering, signal processing, and sample distinguishing. The results from the experiments prove that the proposed approach can detect not only *Fusarium* but also many other different bio-objects. For further work from this research, the *Fusarium* detection apparatus should be tested in the crop fields infected by *Fusarium* spores. The outcomes of the research can be applied in other areas such as food safety and human living or hospital environment to detect not only *Fusarium* spores but the other pathogens, spores, and molds.
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1. Introduction

1.1. Motivation

*Fusarium* affects the immunization system of both human and animal, and as a result, undesired consequence can happen [C1.1– C1.3]. However, plants are the most influenced by the fungus, because, to the plants, this fungus brings fungal diseases such as crown rot, root rot, *Fusarium* dry rot, *Fusarium* wilt, and in particular, the *Fusarium* head blight (FHB) [C1.4– C1.10]. Canada is one of the top three wheat product exporters in the world, but according to BASF Canada Inc., to maintain this position, Canadian agriculture must confront with FHB and this is one of the biggest yearly challenges [C1.11] and the main factor resulting in *Fusarium* damaged kernels (FDK) [C1.11, C1.12]. Yearly, FHB has resulted in “$50 million to $300 million in losses” for Western Canada since the 1990s [C1.11]. In 2016, Alberta suffered a bad loss of $12.8 million due to FHB and FDK [C1.12]. Therefore, an early detection of the *Fusarium* spore presence in the field in order to have the appropriate treatment is the significant to prevent or mitigate the losses.

Many *Fusarium* detection approaches have been introduced. In [C1.13], G. Schiro et al. used spore traps to sample the air, then applying polymerase-chain-reaction (qPCR) machine and DNASTAR software to analyse the collected samples to detect and quantify the pathogen, such as *Fusarium*. Similarly, in [C1.14], J. S. West et. al pointed out that a qPCR machine can translate the amount of pathogen DNA into a number of *Fusarium* spores or spore density. In [C1.14], thermal images recorded by thermal camera was used to map diseases of the canopy of wheat or cereal plants in the field. In this method, the black and white images are acquired by converting the near infrared images. The infection places have the white color.

In [C1.15], Bauriegel et al. reported the experiments on spraying the pathogen into the wheat plants. The pathogen source of 250,000 *Fusarium* culmorum spores/ml was sprayed at condition of 20±2°C, 70% humidity and 12hour lighted period by SON-T Plus 400W sodium-vapor lamps on three consecutive days. Every week, the wheat spikelets were studied three times using chlorophyll fluorescent imaging (CFI) to evaluate the ratio fluorescent. From the difference in CFI of healthy and infected spikelets, the infection level can be determined.
In [C1.1], *Fusarium* samples were identified by mass spectrometry. The samples were extracted from the patients in the L'hôpital Saint-Antoine, Paris, France. In another research [C1.16], the authors nurtured *Fusarium* samples in nutrient environments, and used mass spectrometry to measure mass-to-charge ratio to record the mass spectrum. The mass spectrum of the samples helps to recognize and categorize *Fusarium* spores as each substance has a distinct spectrum. In other *Fusarium* studies [C1.17, C1.18], infrared spectrum of absorption or emission of the investigated objects were recorded by near infrared and Fourier transform infrared (FTIR) spectroscopies. Analogous with mass spectrum, each infrared spectrum presents for each substance. A database of many substance spectra will help to identify whether the spectrum of the studied sample is of *Fusarium* or not.

Vinayaka et al. in [C1.19] introduced another method of applying impedance values. In this method, an impedance-based mould sensor which is gold electrodes built on a glass base can help to measure impedances of the samples. On the electrode surface, a small chamber containing agar gel is put on it. When the gel catches *Fusarium* spores, the spores develop and induce a gel pH change. This leads to the change in impedance. Methyl red indicator dye is used to monitor the pH change. The work proves that in 24 hours, which is the essential time for the spore development, the spore can be detected.

The effectiveness of these methods was shown through the studies mentioned above, however, several obstacles which may deter them from putting into practice. First, most of the machines are large, so it is cumbersome to have quick tests on the fields. Second, the training for operators is strict, as the operators must manoeuvre the machines properly and precisely. Third, the prices of these devices are high, because they are specialized for particular applications. Last but not least, the maintenance fees of these machines are mostly very high.

1.2. Research objectives

Solving the mentioned obstacles is the target of this thesis work. The focus is in the designing of a low cost, portable, accurate, and reliable device to detect and quantify *Fusarium* in the air. To achieve the target, several outstanding research objectives are set and detailed as follows.

- Developing an error correction module by applying Kalman algorithm to be used in portable device in which small battery is the main power source. The output voltage from the battery decreases with time to a certain value that can affect stability of the light source in a
spectrometer to analyze gas or other samples. In this step, the focus is to build an effective error corrector for the 24-bit visible spectrometer. Along with the use of the Kalman algorithm, the spectrometer is equipped with light source, light sensors, and optical devices such as focus lens, collimated lens, and window filter. The Beer-Lambert law is also required in the developing of the device. This step contributes to the new approach by applying Beer-Lambert law and Kalman algorithm in developing of portable visible spectrometer and other spectrum analysis devices in higher wavelength spectrum, in particular the short-wave and mid-wave infrared spectrometers.

- Developing an approach to detect and analyze *Fusarium* which can be used to build a portable and low-cost device. As mentioned above, the previous detection methods require expensive systems which are not suitable for field detection. Using spectra analysis to detect *Fusarium* spores requires the system which operates in the spectrum in which the spores react to certain wavelengths distinctively. The wavelengths must be found before the system can be designed and data analysis can be conducted. Selection of an appropriate electromagnetic wave range and the detector type is important in the building of the detection device. Beer-Lambert law is to be used to construct a group distinction coefficient in order to distinguish the samples as each substance has a specific coefficient. Spore detection is based on the group distinction coefficient while the quantity of the spores in the sample is estimated by using the absorption relationship of the spore to selected electromagnetic wave range. This step contributes significantly in the developing of a new bio-sensor system which is portable, low cost, low maintenance without the requirement for operators.

- Developing an air sampler to select particular particulate sizes to reduce interference and improve detection accuracy. As *Fusarium* spore sizes are from 10µm to 70µm, it is meaningful and important to select only the particulates in that range floating in the air while removing other unwanted samples. This bandpass particle filter assists in mitigating the “noise” caused by unwanted particulates such as pollens, dust, and other spores. This task requires the participation in many areas including material, physics, mechanical devices, and electricity. Before building a prototype and test, simulation of the complete system must be performed, COMSOL is an appropriate tool in this case. Cyclone and high voltage trap are the main components in such particulate filter. This step contributes in the use of a
combination of mechanical and electrical devices to filter out the unwanted particulates in an air sampler.

- Developing a method to reduce noise to improve decision in the *Fusarium* detection device. As in any electronic system, this device inherits intrinsic and extrinsic noises. Thermal, shot, flicker, and burst noises may cause significant errors in the data which represent the presence of particular substance, for example the *Fusarium* in the sample. Several approaches can be investigated, in which, the improvement of the Kalman algorithm and the use of neural network to remove the noise are appropriate. The focus should be on training of the neural network. The training data must be collected under variety of noise and operating condition before applying into the data to make detection decision. This step contributes in the use of neural network and Kalman algorithm in mitigation noises in spectral analysis systems.

- Developing a method for better distinguishing of two samples with similar group-distinction coefficients. In reality, this similarity results in difficulty and error in detection decision for the substances having similar physical structure and chemical compounds. Further modification and upgrading the device is required in particular hardware. The addition of hardware assists in collecting more information for data analysis. A knowledge of the substance absorption detected by a broadband thermopile combines with the narrow band thermopiles will further separate the group-distinction coefficients. This step contributes in the methodology to improve reliability and detection accuracy.

### 1.3. Organization of the thesis

The rest of the thesis is arranged as follows. As this thesis is of manuscript type, most chapters are independent therefore Chapter 2 is used to provide the background of the methods used for the design of the devices, as well as the formation of the experiments in the project. Chapter 3 is extracted from a journal paper published in 2017. This chapter describes the method and results of the design, development, construction and testing of a visible spectrometer. In this chapter, the Kalman algorithm which is applied for a linear output. The other algorithms such as greedy or divide and conquer algorithm are also used to achieve the best performance. Chapter 4 comes from a journal paper published in 2018. The chapter introduces the developing of a nondispersive thermopile device and its testing results. The Beer-Lambert law, the group distinction coefficient,
and the IR components used in the *Fusarium* detection device are described in detail. In this chapter, the quantification and the detection methods of the *Fusarium* spores are also presented.

A journal paper published in 2019 is used in Chapter 5 to discuss the work and the principle of a bandpass particle filter which is a combination of the HV trap and a quad-inlet cyclone separator. The simulation results of the trap and the separator are described along with the important analysis on the simulation results. Chapter 6 is based on a submitted journal paper which concentrates on the applying of an artificial neural network to process noise for the developed *Fusarium* detection device. In this chapter, the monitoring information of the operating condition and the background noise is utilized as the training data for the neural network. The trained neural network, then, is applied to correct new data under new operating conditions and background information. Chapter 7 is another published journal paper describes the techniques to improve reliability and fidelity of the *Fusarium* detection device. The improvement comes from the upgrading the device with a broadband thermopile to analyze the IR reflection from the sample in the air trap. In addition, an adaptive and cognitive Kalman algorithm and a neural network are applied to process thermal noise, burst noise, and background noise. To evaluate the work of the applied methods, entropy is used to provide an estimation method on the working efficiency of the Kalman algorithm and the neural network. The final chapter summarizes the project and suggests further investigations to continue the research and bring the results to apply in real applications.
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2. Background

In this chapter, the background relating to the research will be introduced and discussed. It includes the function, structure and type of spectrometers, the group-distinction coefficient, air samplers, simulations, and the unstable operation processing by applying Kalman filter and neural network used in this research. More details of the devices, algorithms or simulations can be seen in the sub-sections.

2.1. Optical spectrometer

An optical spectrometer is a device for analysing electromagnetic wavelengths of a large light range spectrum. It is commonly used to analyse sample materials. The phase of samples can be solid, liquid, or gas. The molecules of samples can absorb or reflect the incident light from a certain incident light source. Relating to ultraviolet (UV) or visible (VIS) radiation absorption, the outer electrons are excited and transit from ground states to excited states. The ground state can be $\pi$ bonding, $\sigma$ bonding, or non-bonding molecular orbital. The excited state can be $\pi^*$ or $\sigma^*$ anti-bonding molecular orbital. Generally, an electron transiting between two certain orbitals requires an appropriate excitation photon energy which also relates to a certain wavelength. The photon energy equals the energy gap between the two orbitals. Besides this absorption, infrared absorption is actually more widely used in practice as in the infrared (IR) spectrum, there are many more molecule types which can interact with IR. As IR radiation energy is smaller than ultraviolet and visible energy, IR energy is hardly to provoke an electron transition between the molecular orbitals. It mainly pertains to the vibration and rotation of molecules when they absorb IR photons. The explanation can be based on the interaction of the dipole moment of molecules and the electric or magnetic field of the incident electromagnetic wave. The interaction can cause stretching (symmetric and asymmetric) and bending (rocking, scissoring, wagging, and twisting). In addition to these vibrations, vibrational coupling can happen between a bending vibration and a stretching vibration, two bending vibrations, or two stretching vibrations, …. After interacting with a sample, the interacted light output is analysed. This analysis can reveal the features of the investigated sample \[C2.1–C2.3\].
The light source used to provide electromagnetic wavelength is important, as its spectrum must be large enough for analysis. There are two classes of light sources widely used in spectrometers: continuous sources such as argon, xenon, hydrogen or tungsten lamps, and line sources such as hallow cathode lamps or lasers [C2.4]. Both types of dispersive and nondispersive devices can modify the incident light from a light source to the interested wavelengths. These sources can work in UV, VIS or infrared ranges. To continuous IR sources, based on method and technology, they could be classified into four common types: bulb, wound, filament and micro-electromechanical (MEMs) sources [C2.5]. Based on whether a dispersive or nondispersive device is used in a spectrometer, the spectrometer can be classified as a dispersive or nondispersive spectrometer.

A dispersive spectrometer will have a dispersive element which can be a monochromator grating or a prism to separate the incident light beam. The work of spectrometers can be explained by diffraction, diffusion, and refraction theories [C2.6]. This type of spectrometer can be used to investigate gas, liquid or solid materials. The light beam can be shined through the sample before being dispersed by a prism or a monochromator.

A nondispersive spectrometer will have a nondispersive element which can have a filter to remove undesired wavelengths and allow the necessary wavelengths to go through. The filter can utilize the absorption feature of materials such as glass to filter infrared light or gases such as carbon dioxide, argon or xenon. An optical filter which is a sandwich of thin layers also based on the interference between the incident and reflected lights to select desired wavelengths [C2.7, C2.8]. For instance, in P. Wang et al. [C2.9], germanium and niobium-pentoxide bandpass filters of 160nm and 300nm bandwidths were fabricated by a “microwave plasma-assisted sputter reactor”; the thicknesses of germanium and niobium-pentoxide layers were controlled and monitored by Inficon IC/5, a thin film deposition controller [C2.10]. Nondispersive devices are often applied in gas detection.

Detectors for UV-Vis spectrometers to analyse light intensity of the wavelengths can be photomultiplier tubes, charge-coupled devices and photodiodes [C2.11, C2.12]. In the infrared (IR) range, the IR detectors can be categorized as: “thermal detector which is wavelength-independent type and quantum (or photon which is wavelength-dependent type” [C2.5]. The heat caused by incident IR light heats up thermal detectors and the detector output resistance or voltage will change correspondingly. A quantum detector converts certain photon energy into current, voltage or the photon energy influences the conductivity of the detector [C2.5]. In the thermal detector category,
there could be four subcategories: thermopile/thermocouple, bolometer, pneumatic cell, and pyroelectric detectors. In the quantum detector category, based on the work principles, there are two subcategories: intrinsic and extrinsic detectors [C2.5]. As infrared range is large, it can be divided into three smaller ranges: near IR range of 0.75µm to 3µm, middle IR range of 3µm to 6µm, and far IR range of 6µm to 15µm. To deal with each IR range, there will be certain typical IR detectors.

2.2. Group distinction coefficient

In spectrometer application, the Beer-Lambert law is an important principle, because it provides a method of quantifying a substance by estimating the absorbance of the substance. The absorbance is calculated by applying the latter equation:

\[ A = -\log T = -\log \left( \frac{P_{0,\lambda}}{P_{0,\lambda_1}} \right) \]  

(2.1)

where \( A \) is the absorbance coefficient (n.u.), and \( T \) is transmittance coefficient (n.u.); \( P_{0,\lambda} \) is the IR power of the light source at the wavelength \( \lambda \) (W/Sr); \( P_{\lambda} \) is the power of the light \( \lambda \) going through a sample (W/Sr) [C2.9, C2.12, C2.13]. To determine the quantity of the sample, the following equation can be employed:

\[ A = \varepsilon \cdot c \cdot l \]  

(2.2)

where \( \varepsilon \) is extinction or attenuation coefficient (L/mol.cm); \( c \) is the concentration of the absorbing substance (mol/L); \( l \) is the length of solution which the light passes through (cm). Therefore, if \( A \) can be estimated from equation (2.1), the concentration can be calculated by equation (2.2).

In spectrum analysis, each substance has a distinct spectrum and this feature helps to identify substances. However, investigating spectra of the substances requires a spectrometer or spectroscopy which is expensive and cumbersome. Let’s call \( P_{0,\lambda_1} \), \( P_{\lambda_1} \), \( P_{0,\lambda_1} \), and \( P_{\lambda_2} \) are the monochromatic power measurements (W/Sr) of the light source \( \lambda_1 \), the light \( \lambda_1 \) passing through the sample, the light source \( \lambda_2 \), and the light \( \lambda_2 \) passing through the sample respectively. As we want to use these quantities in detection. Generally speaking, the ratio between \( \frac{P_{\lambda_1}}{P_{0,\lambda_1}} \) and \( \frac{P_{\lambda_2}}{P_{0,\lambda_2}} \) is nonlinear. If the intensity of the light source changes, the ratio will be changed too. As a result, it cannot be used to detect an object. A method to linearize the correlation of these quantities should be found first. From Beer-Lambert law, we found that the group-distinction coefficient of the two carefully-selected wavelengths from the spectrum of the sample can help to identify a particular
sample from the other samples [C2.13]. The group-distinction coefficient is defined as the following equation:

\[
\eta = \frac{\varepsilon_{\lambda_1}}{\varepsilon_{\lambda_2}} = \frac{\log \left( \frac{P_{\lambda_1}}{P_{\lambda_2}} \right)}{\log \left( \frac{F_{\lambda_1}}{F_{\lambda_2}} \right)}
\]  

(2.3)

in which \(\varepsilon_{\lambda_1}\) and \(\varepsilon_{\lambda_2}\) are the attenuation coefficients corresponding \(\lambda_1\) and \(\lambda_2\) respectively. Equation (2.3) is the key to solve the problem of \textit{Fusarium} (\textit{F.}) identification and reduction of expense and dimensions of the \textit{Fusarium} detection device which was designed in this research.

From equation (2.3), to be able to detect and analyse \textit{Fusarium}, \(\lambda_1\) and \(\lambda_2\) should be defined. \textit{Fusarium} was sampled from rotten garlic and then nurtured using Potato Dextrose Agar (PDA). After around 4 to 6 weeks, the nurtured samples form spores and hyphae. These samples were analyzed by a Fourier Transform Infrared (FTIR) spectroscopy. Based on the FTIR spectrum of the \textit{Fusarium} samples, \(\lambda_1\) and \(\lambda_2\) were distinctly determined.

![FTIR spectrum of Fusarium](image)

Figure 2.1. FTIR spectrum of \textit{Fusarium} and the two distinct wavelengths \(\lambda_1\) and \(\lambda_2\).

2.3. Air sampler

\textit{Fusarium} species can be dispersed into the environment by the air phase, water phase, or the combination of the above phases (\textit{Fusarium} in bubbles in water, or in tiny water drops taken away by wind) [C2.13]. As air phase accounts for many serious \textit{Fusarium} contamination cases, the
Fusarium detection method was built by using the air-phase. In this method, the first step is that the air must be sampled.

There are several methods to sample the air, in which these methods can be sorted into two main classes: active air sampler (AAS) and passive air sampler (PAS). Each class has its own advantages and disadvantages. Generally, PASs often have either sticky or high viscosity medium to catch particulates in the air when it flows through the medium. Although a PAS is non-expensive, its temporal resolution is low. It is because PASs depend on wind [C2.14–C2.16]. On the other side, AASs are, generally, more expensive than PASs, but their temporal resolutions are high and stable because of using electric devices, such as vacuum pump, air pump or rotary motor to maintain the sampling rate [C2.15, C2.17]. Practically, AASs are used more widely than PASs.

As Fusarium spores can have the sizes from around 10µm to 70µm, retaining only the particles in that size range is necessary to avoid the interference of the unwanted particles which are not in that range. The combination of a quad-inlet cyclone separator and a high voltage (HV) trap can conduct the task and become a particle bandpass filter as shown in Figure 2.2.

![Figure 2.2. Bandpass particle filter](image)

In the figure, the air goes through the cyclone first and then through the high voltage (HV) trap. The operation of the cyclone can be explained by the gravity, drag, buoyancy, and centrifugal forces [C2.18]. The velocity equation of particles in the cyclone is:

\[ v_p = \frac{d_p^2 \rho_p v_t}{18 \mu_g R} \]  

(2.4)

in which, \(d_p\) is particle diameter (m); \(\rho_p\) is particle mass density (kg/m³); \(v_t\): particle velocity (m/s); \(\mu_g\) is the air viscosity (Ns/m²); \(R\) is the orbital radius. It can be seen that \(v_p \sim d_p^2\), where \(v_p\) points toward the wall the cyclone. Therefore, the large particles are caught by the cyclone and the small particles escape to the output. The cyclone works as a low pass particle filter. As the remaining particles enter the HV trap, they are polarized and interact with the electric field created by the HV. The force exerted on the particle is the dielectrophoretic force:
\[ F_{DEP} = \pi \frac{d_p^3}{4} \varepsilon_m (\varepsilon_p - \varepsilon_m) \frac{\nabla |E|^2}{\varepsilon_p + 2\varepsilon_m} \]  

(2.5)

where, \( \varepsilon_m \) is the medium permittivity; \( \varepsilon_p \) is the particle permittivity [C2.19]. Equation (2.5) shows that \( F_{DEP} \sim d_p^3 \). Consequently, the large particles tend to be caught by the HV trap and the small particles can flee away. The HV trap is a high pass-particle filter. Finally, the combination of these two components will form a bandpass filter of the particle size.

2.4. Simulation

In physical and engineering problems in practice, there are the differential, partly differential, or integration equations. To many reality problems, the traditional method of using calculus theories is difficult to reach the solutions. By using approximation, the problems can be more favorably solved. The development of the approximation-calculation methods has led in forming many well-known simulation softwares such as NASTRAN, ANSYS, CASTEM, or COMSOL Multiphysics. Basically, a simulation program mimics a certain physics phenomenon, a process or a system in reality by applying approximate conditions of that phenomenon or system. Thus, a simulation can be considered as a physical model and the model good or bad is reflected by if the simulation outcomes are close to the real results. A simulation also helps to reduce the time spending for conducting real experiments which can be expensive and time consuming. In addition, it supports in understanding more clearly about the simulated phenomenon or system.

Some well-known approximation methods were introduced such as Euler, Newton, Runge-Kutta, Milne, Hamming, finite difference time domain (FDTD), or finite element methods (FEM). Depending on the type of problem, an approximation method can be chosen to solve. In these methods, FEM is probably the most popular as it can be applied in many types of technical problems. The calculation procedure of FEM is as the following [C2.20]:

**Step 1:** Domain discretization in which the problem domain is divided into subdomains or finite elements. The elements can be straight lines, triangles, quadrilaterals, hexahedrons, and tetrahedrons.

**Step 2:** Forming element equations or approximation equations for finite elements. The original equations will be approximated by the element equations. The element equations can be polynomial or trigonometrical functions. The polynomial functions are often chosen as the differentiation or integration calculation is easier. Additionally, the precision in calculation can
be increased by increasing the order of the approximation polynomial functions [C2.20].

**Step 3:** Equation assembling to obtain global equations.

**Step 4:** Solving the global equations to find the unknowns.

In this research, to design a bandpass particle filter as well as a HV trap for *Fusarium* detection system, before building and integrating them into the system, it is essential to know whether they can work as expected by simulation. To conduct the task, COMSOL Multiphysics was used. This software is a cross-platform one and applies FEM to solve engineering and physical problems [C2.21, C2.22]. The software comprises many modules, namely Fluid and Heat, Mechanical, Electrical, Chemical, Structural and Acoustics, and Multiphysics modules. In each module, there are many submodules, for examples, Electrical: AC/DC, RF, Wave Optics, Ray Optics, ..., or Fluid and Heat: CFD, Mixer, Microfluidics, Subsurface Flow, .... From the software manual book [C2.23], there is a Model Builder which is important to support for 0D or 1D Axisymmetric, 1D, 2D and 3D simulations.

Another advantage of using COMSOL Multiphysics is that the designed-geometrical structure can be exported and saved for later use. The *geometry* in COMSOL can be converted into stereo lithography (STL) file which is a standard file for 3D printing. Therefore, it can help to save time to redesign the structure in another software for further steps after simulation. Alternatively, instead of creating the STL file from *geometry*, this file can be formed by going to the *Mesh* node of the *Component* branch in the *Model Builder*. One useful note, in simulation, the layer thickness of the geometry is often set zero. A 3D printer cannot print out a stable and hard structure in this case. Thus, before exporting the geometry, one should adjust the layer thickness not equal to zero.

**2.5. Unstable operation processing**

To a portable device, a battery is an essential part to power the device. As the device can be used at certain location for a long time, the output of the battery can be unstable at certain time and can impact the fidelity of the device [C2.5, C2.12]. In addition, thermal noise, shot noise, avalanche noise, burst noise, and background noise also impact on the function of the device [C2.13, C2.24, C2.25]. In the device, thermal, burst, and background noises influenced the thermal signals. There are many approaches to process these noises such as analog filter or digital filter. Kalman algorithm can be used to reduce thermal and burst noises by adjusting the process noise for instant, while the
background noise and the influence of the battery are processed by employing neural network [C2.26].

2.5.1. Kalman algorithm

Kalman algorithm was suggested in 1960 by Rudolf E. Kalman and can be applied in many areas such as navigation, tracking objects, or finance [C2.27–C2.29]. In general, a Kalman algorithm has two stages: prediction stage and observation stage. At prediction stage, the current discrete-time state is estimated from the previous observation state. Then, the error covariance is calculated by using the previous process noise covariance and state covariance. In the observation stage, the Kalman gain and the state is calculated by applying the just mentioned state and the error covariance in the prediction stage. Finally, the state covariance is evaluated by employing the error covariance and Kalman gain. As Kalman is an optimal algorithm, its outputs are improved continuously based on a recursive method of evaluating the prediction and covariance. In addition, a system can be either linear or nonlinear, if the state of the system is investigated. Therefore, there are Kalman algorithms which can be applied to different types of the systems.

In the research of Fusarium detection [C2.30], the Kalman algorithm was applied to correct the thermal or Johnson and burst noises. The process noise in the algorithm was adjusted depend on the types of noise (thermal noise, burst noise, and the magnitude). As the burst noise causes outliers, an outlier-detection mechanism was designed. Besides, a recursive mechanism was simply built in the algorithm to recall itself $N$ times. $N$ was a positive-integer number. The process noise and $N$ depended on the magnitude of the burst noise. Based on the background noise correction by applying neural network (NN), the efficiency of the noise correction was evaluated. The evaluation criteria were the training times, entropies, and absolute errors of the non-preprocessed and preprocessed data. The diagram of correction-efficiency evaluation is illustrated in Figure 2.3.
2.5.2. Neural network

Neural network (NN) is a branch of machine learning technology [C2.30]. There are many NN applications such as image processing, remote sensing, or signal processing [C2.31–C2.33]. Basically, a NN system includes many artificial neuron which simulates a biology neuron [C2.34, C2.35]. An artificial neuron may have one or multiple input and output. These inputs will be summed up after being multiplied with weight coefficients and adding a bias coefficient. The sum then is activated by an activation function. The activation function can be sigmoid, ReLU, softplus, or linear function [C2.34-C2.36]. A NN has an input layer, an output layer, and many hidden layers. The number of the neurons or nodes in each hidden layer and the number of the hidden layers are somewhat arbitrarily selected. In reality, these numbers can be selected by experiment and cognition. The weights and biases can be found by NN training and by certain algorithm. There are many algorithms to search the weights and biases such as backpropagation algorithm (BPA), stochastic gradient descent (SGD), Newton algorithm, or Levenberg-Marquardt algorithm (LMA) [C2.30].

To train the NN, a temperature sensor and two voltage monitor modules were installed into the Fusarium detection device. Applying the Kalman algorithm to preprocess raw data and employing NN can reduce undesired noise and error, thereby the Fusarium identification and quantification will be more precise. To have a good correction, it is recommended to collect as many thermopile data as possible in different operating condition.

In training NN, there are stopping criteria to control the training procedure. The criteria can be based on absolute error, mean square error, epoch number, etc. In our training NN, we used epoch number, mean square error, and entropy. In signal processing, entropy is a quantity to measure the uncertainty or the randomness. Since the training NN tends to reduce the background noise, the entropy of the differentiation of the processed data will be improved in comparison with the entropy of the differentiation of the raw data [C2.30].
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As discussed in the previous parts, it is essential to work with the visible light of 0.3µm to 0.75µm wavelength range and to be familiar with optical devices, quantities as well as the Beer-Lambert law. From that purpose, a portable 24-bit visible spectrometer was designed, built, and tested. Through experiments, a difficult problem of controlling the light intensity of the light source happened. The light intensity was not stable and affected the sample analysis procedure. To overcome the problem, a Kalman corrector was designed. In this corrector, a non-linear function and the Kalman algorithm were co-operatively applied. The non-linear function was selected from several functions which were proposed by a hypothesis of the possible forms of correlation function of the corrected data \( Y \), data with error \( y \), and the error \( dx \): 

\[
Y = y + dy = y + f(dx).
\]

In this manuscript, the device and the algorithms are firstly introduced. The method of finding the correction function and the correction coefficients is presented later. The results are shown to prove the efficiency of the corrector module.

The main contribution to this chapter comes from the first author, while the second author supervises the experiment process and the content of the paper.
Using Kalman Algorithm to Correct Data Error of A 24-Bit Visible Spectrometer

Son Pham; Anh Dinh

Abstract

To reduce cost, increase resolution, and reduce errors due to changing in light intensity of the VIS SPEC, a new technique is proposed which applies the Kalman algorithm along with the simple hardware setup and implementation. In real time, the SPEC automatically corrects spectral data error resulting from an unstable light source by adding photodiode sensor to monitor the change in light source intensity. Kalman algorithm is applied on the data to correct the errors. The light intensity instability is one of the sources of error is considered in this work. The change in light intensity is due to the remaining longevity, working time and physical mechanism of the halogen lamp, and/or battery and regulator stability. Coefficients and parameters for the processing are determined from MATLAB simulations based on two real types of datasets, which are mono-changing and multi-changing datasets, collected from the prototype SPEC. From the saved datasets, and based on Kalman algorithm, and other computer algorithms such as divide-and-conquer algorithm and greedy technique, the simulation program implements the search of process noise covariance, correction function and its correction coefficients. Then, these components, which will be implemented into the processor of the SPEC, Kalman algorithm and the light-source-monitoring sensor are essential to build the Kalman corrector. Through experimental results, the corrector can reduce the total error in the spectra in the order of 10 times; at certain typical local spectral data, it can reduce the error up to 60 times. The experimental results prove that accuracy of the SPEC increases considerably by using Kalman corrector in the case of changing in light source intensity. The proposed Kalman technique can be applied to other applications to correct the errors due to the slow change in certain system components.

Index Terms: spectrometer, spectrum, Kalman, filter, noise reduction, corrector.
3.1. Introduction

The VIS SPEC applies Beer-Lambert law to find the substance concentration [C3.1]. Sensitivity and accuracy of a SPEC depend on several factors, one of these is, firstly, the analog-to-digital converter (ADC) which is responsible for digitalizing measured analog signal from the sensors and providing resolution to the spectrometer [C3.2]. Secondly, another important factor affects the accuracy is the system stability such as light intensity, voltage regulator, ambient and operating temperature. The stability of the system can be improved by smoothing techniques and data correction methodology [C3.3, C3.4].

Most of SPECs on the market use 16-bit ADC and charge-coupled device and CMOS sensors which account for the high prices [C3.4, C3.5]. Therefore, to increase the SPEC’s sensitivity and to reduce the cost, ADS1252 [C3.6], and BPW-34 [C3.7] are chosen as they are non-expensive.

Many approaches and techniques have been used to increase quality of the SPEC [C3.3]. The change in the light intensity emitted from the 12V-50W halogen lamp [C3.8, C3.9] and lead acid battery [C3.10], which is used to help the SPEC portable, drift are the causes of error in such devices. Though, the light intensity from the lamp in the device has been controlled by a voltage regulator to keep it stable, yet the emitted light intensity may be fluctuated by some reasons such as the usable-remaining longevity, working time, and physical mechanism of the halogen lamp [C3.8, C3.9] and the battery. In addition, ambient temperature changes can directly affect the light emission from the halogen lamp [C3.9] and to the battery capacity [C3.10] which, finally, possibly, influence the light intensity from the light source. All these factors can cause light intensity unstable at some ranges as the measurement time goes. If this instability happens during a spectral measurement, the intensity of the investigated spectrum will be unstable as well. Thus, the recorded digital data will contain error which corresponds to the light intensity changing.

Noting that the errors in the data, which have the causes previously mentioned, are different from the errors caused by photon shot noise, dark noise, and Johnson or thermal noise [C3.11, C3.12] in which the contribution of shot and Johnson noises dominate the dark noise. For an exposing period, which is smaller than five minutes, the dark noise and dark current are minor and negligible [C3.13]. The Johnson noise can be tackled by applying trans-impedance amplifiers [C3.3, C3.12], whereas the shot noise can be treated by low-pass filter circuits [C3.3] or digital filters such as moving-average filter [C3.14]. Since these noises in a SPEC were previously discussed in the other paper [C3.3] and in other materials [C3.11, C3.12], in this work, the noises
or also-called errors of data possibly caused by the light intensity instability and quantization are investigated.

Through experimental observation, two main types of light intensity change which were seen during experiments are the mono-trend style which can be the result of the gradual weakness of the battery, or the physical-working mechanism of the halogen, and the multi-trend style which can be caused by the waving-output voltage for the lamp and is not as quick as a shot noise. Although the output voltage has been regulated by a voltage regulator, small or uncommon-large amplitudes of oscillation can be seen, that may result from unideal conditions such as unsteady temperature, unstable load, or poor-quality capacitors [C3.15]. As the halogen lamp is 12V-50W and the operating voltage is around 12V, the average current goes through the lamp is around 4A. Moreover, the lamp must be warmed up at least 15 minutes to 30 minutes before using [C3.16, C3.17]. In addition, after a 15-minute warm-up, the output voltage of the battery, which is full charge before use, starts dropping [C3.12]. In the next period of 33 minutes, the voltage drop will be approximate to 1V, i.e., about 30mV/min.

Consequently, the instability can affect the quality of the spectral measurement without awareness. As a result, it is essential to monitor the light source intensity to compensate for the change in intensity in order to reduce error in a SPEC. In this design of the SPEC, a second photodiode is inserted in the light path to monitor its potential light intensity change. On the other hand, observing the light intensity change, spectral data and its error caused by the light change, one can recognize the correlation between them. Thus, by studying such correlation, the spectral error can be corrected or minimized. This study is implemented by using MATLAB simulations, in which the program uses the Kalman algorithm and the proposed correction functions to find necessary parameters such as process noise covariance. The parameters and coefficients are to be used in hardware implementation of the SPEC.

3.2. Methodology

In this work, the VIS SPEC structure is shown in the diagram of Figure 3.1. The system is separated into device 1 and device 2 for convenience in implementation, experiment, and observation.

In device 1, the battery supplies energy for the halogen lamp through an adjustable voltage regulator having 3 power 2N1544 transistors [C3.18] to provide load current and the regulator
LM317 [C3.19] to control the output voltage. The maximum current through these three transistors is around 15A and the output voltage can be adjusted from around 6V to 12V. In device 1, lens 1 and lens 2 with the focuses of about 61.5 ± 0.5mm and 36.0 ± 0.5mm respectively collimate the light from the halogen lamp. Figure 3.2 shows more details of device 2.

In device 2, the collimated light from the device 1 goes through the slits units which are designed by metal blades. These slits are used to decrease the cross section of the light into thin-slit light to reduce the diffractive effect [C3.20]. In between the first two slits, there is a sample holder whereby a 1mm-wide-quartz cuvette is inserted. When the light goes through the sample, the sample absorbs the energy of certain wavelengths of the incident light and the remained light provides useful information about the sample. However, to get this information, this transmitted light must be continuously processed by another process where the light shines onto a monochromator, which is a reflective grating, and the light is separated into mono lights. The period of the grating is 747 ± 11nm. The grating can be deviated from the incident light by the stepper motor [C3.20] having 4096 steps/round. Moreover, the modified-5V 28BYJ-48 stepper motor [C3.21] having 82,944/round can drive the grating to deviate from the incident light. Thus, each rotating step equals to 75.752 x 10^{-6} radian or 0.0043 degrees. Based on the grating, the wavelength of the light can be calculated by using the relating formula among incident light, mono diffracted light and the grating period:

\[ m\lambda = d(sin\theta_i + sin\theta_m) \]  \hspace{1cm} (3.1)

where \( m \) is diffraction order, \( d \) is grating period, \( \theta_i \) is incident angle, and \( \theta_m \) is diffraction angle.

Figure 3.1. Block diagram of the VIS SPEC. Device 1 provides visible light and device 2 analyzes sample spectrum and sends digital data to a computer.
The mono lights are then directed to sensor 2 which is a photodiode, BPW-34, the diode is used to measure the intensity of the mono lights. Signal from sensor 2 is then properly amplified and filtered by the amplifier and the two low pass filters before collected, processed and filtered again to eliminate noise by the 24-bit ADC and the Atmel328P microcontroller [C3.22]. From Figure 3.1, the signals from sensor 1 and sensor 2 after amplified and filtered by the electronic circuits are sent to ADCs and the digital signals then enter the microcontroller.

Now the details of the error correction mechanism are presented. Basically, the light-source monitoring sensor 1 collects the light-source intensity data, $x$, and the spectral sensor 2 records spectral data, $y$, to send to the microcontroller for further processing. In case, the light-source intensity is stable, there are no errors for both $x$ and $y$. Therefore, $x = x_{\text{real}}$, and $y = y_{\text{real}}$, where $x_{\text{real}}$ and $y_{\text{real}}$ are the real value of $x$ and $y$ respectively. If the light intensity is unstable, then $x \neq x_{\text{real}}$, and $y \neq y_{\text{real}}$. The difference of these values can be defined as error values, and:

$$dx = x - x_{\text{real}}; \ dy = y - y_{\text{real}}$$

(3.2)

From experiment, when the light intensity is decreased, the spectral intensity is also decreased; and, inversely, when the light intensity is increased, the spectral intensity is also increased. Therefore, $y$ is proportional with $x$.

Figure 3.2. Device 2 components: (a) light entrance, (b), (d) slits on the two sides of each unit, (c) sensor 1, (e) grating and its close view, (f) gears are used to increase the scanning steps, one gear is attached to the grating, (g) 5V regulator circuit supply energy for other electronics units inside the device 2, and the driver circuit using ULN2003 IC controls the stepper motor, (h) power supply input, (i) digital data output, (j) metal box protects inner circuits, (k) sensor housing, (l) amplifier circuits are combined two low-pass filters which filter out noise greater than 50Hz, (m) wall protects the sensor 2 area from the light entrance area, (n) sample cuvette.
Consequently, from equation (3.2), it can be seen that \(dy\) is proportional with \(dx\), so \(dy \sim dx\). Thus, 

\[
Y = y + dy = y + f(dx)
\]  

(3.3)

where \(Y\) is the corrected data, and \(f(dx)\) is considered as correction function. \(f\) can be proportional with \(dx, |dx|^2 \cdot \frac{dx}{|dx|}, dx^3, \ldots, |dx|^{1/2} \cdot \frac{dx}{|dx|}, dx^{1/3}, \ldots\). Because the form of \(f\) is not known yet, let assume:

\[
f(dx) = C_o \cdot dx + C_1 \cdot |dx|^2 \cdot \frac{dx}{|dx|} + C_2 \cdot dx^3 + \ldots + C'_1 \cdot |dx|^{1/2} \cdot \frac{dx}{|dx|} + C'_2 \cdot dx^{1/3} + \ldots
\]  

(3.4)

where, \(C_o, C_1, C_2, \ldots, C'_1, C'_2, \ldots\) are proportional constant values which must be estimated by simulation on MATLAB software to have optimal coefficients. \(\frac{dx}{|dx|}\) has only two values, -1 or +1, and indicates \(dx\) is negative or positive. To support for a successful simulation, some algorithms and technique are manipulated.

### 3.2.1. Greedy technique

The way to find out these constants’ values are simple. It is based on the greedy technique [C3.23] in which equation (3.4) is used in the simulation. At first, all \(C_o, C_1, C_2, \ldots, C'_1, C'_2, \ldots\) are set to zero. Then, \(\Delta C_o, \Delta C_1, \Delta C_2, \ldots, \Delta C'_1, \Delta C'_2, \ldots\) are the increment values of \(C_o, C_1, C_2, \ldots, C'_1, C'_2, \ldots\) respectively, and set to certain small values. With the greedy technique, the simulation program will start to find a certain proportional constant. Let’s start with \(C_o\). The program will add \(\Delta C_o\) into \(C_o\), then substitute \(C_o\) into equation (3.4) to calculate \(dy = f(dx)\). After that, put \(dy\) into equation (3.3) to have the corrected data, \(Y\), and then compare \(Y\) with \(y_{real}\) to see whether \(Y\) is good or not. Theoretically, \(Y\) is good when \(Y\) equals to \(y_{real}\). However, it is impossible, when there are many other factors such as circuit noise can influence to the estimation process. Thus, to know when the proportional estimation process should stop, some criteria such as absolute error (AR), relative error (RE), error (ERR), least square (LS), or correlation parameter (CP) [C3.14] have been applied, where the definitions of AE, RE, ERR, or LS are:

\[
AE = \sum_{i=1}^{N} |Y(i) - y_{real}(i)|; \quad RE = \frac{\sum_{i=0}^{N} |Y(i) - y_{real}(i)|}{y_{real}} ; \\
ERR = \sum_{i=1}^{N} (Y(i) - y_{real}(i)) ; \quad LS = \sum_{i=1}^{N} (Y(i) - y_{real}(i))^2
\]  

(3.5)
where $i$ is the index of data vector $Y$ and $y_{\text{real}}$, and $N$ is the number of data points, as $Y$ and $y_{\text{real}}$ are discrete data. Let’s take AE for instance, after estimate the AE, a prior AE is compared with a posterior AE. If a posterior AE $< a$ prior AE, then the estimation of $C_o$ still need to be processed again by adding it with $\Delta C_o$. Inversely, the program will stop to search for $C_o$ and move to another proportion constant. This process keeps going until all $C_o, C_1, C_2, \ldots, C'_1, C'_2, \ldots$ are found to fulfill $f$.

The advantage of the greedy technique is feasible to apply, but the disadvantage is that the solution, $f$, and its correction coefficients results from the simulation program, is probably not the best one. For example, with a certain suggested $f$, if the order of searching the correction coefficients for $f$ is $C_o, C_1, C_2, \ldots, C'_1, C'_2, \ldots$ respectively, then the result is supposedly $f_1$. Again, changing the order of searching into $C_2, C_1, C_o, \ldots, C'_2, C'_1, \ldots$, one can get $f_2 \neq f_1$. Thus, if $n$ orders of searching are conducted, there can be $n$ different forms of $f$. To determine which $f$ is the better one, the above criteria are looked at. Consequently, among these forms there should be the best one.

In practice, when the form of the correction function is long and complicated, then it is not efficient to code in a microcontroller. Moreover, it also increases running time in the measurement which may lead to further error. For example, the running time for a measurement of more than five minutes raises dark noise [C3.11] and/or potential light-intensity error during that time. Therefore, in practice, several cognitive short forms of $f$ are proposed for the simulation program.

3.2.2. Divide and conquer algorithm

From experiment, the correction function found from the Greedy technique cannot effectively and adequately corrects the range of the interested spectrum. To circumvent the difficulty, the investigated range is divided into smaller subdomain. At each of these subdomains, there will be a correction function and corresponding parameters to conquer it. This technique is called divide-and-conquer algorithm [C3.24]. Therefore, data error of each subdomain will be mitigated by the function. Supposedly, there are $n$ sub ranges, and so, there are $n$ correction functions. In the operation program, the main data domain $R$ is cut into twelve subdomains, $R_i$.

$$\begin{cases} R_1, R_2, \ldots, R_{11}, R_{12} \leq R \\ R_1 \cup R_2 \cup \ldots \cup R_{11} \cup R_{12} = R \end{cases} \quad (3.6)$$
Theoretically, the smaller the sub ranges are divided, the better the corrected data are. However, when the number of the sub ranges increases, the time which is used to process data will be longer. There must be a balance among measuring time, the number of sub ranges, and the measured data. In this work, through experiments, twelve sub ranges are formed to perform the data correction task. As mentioned above, to achieve the best results, MATLAB simulation will be used to search for them. In the MATLAB code, some sub recursive functions are built and recalled continuously in the simulation. In general, the problem is just shrinking into smaller domains to get better simulation results which serve for the later steps.

3.2.3. Kalman algorithm

There is one more obstacle still able to intervene the searching of best $C_0, C_1, C_2, \ldots, C'_1, C'_2, \ldots$. In practice, after running the searching simulation with the raw data $x$, to get $f$, and applying it to correct the spectral data, the results are not satisfied as expect. Since, when the raw light-source-monitoring data, $x$, which could have noises [C3.11, C3.12, C3.13], quantization error [C3.14], and unstable light-intensity error, are sent to $f$, not only is the unstable light-intensity error transformed by $f$ but also by the mixture of noises and quantization error. These noises and quantization error will make the operating criteria (AE, RE, ERR, LS, or CP) work ineffectively and inadequately. Consequently, $x$ must be treated by certain approaches before use.

Moreover, the chosen approach should be applicable and feasible for the microcontroller code and satisfies real-time application without any processing lag and procrastination. For feasibility, two outstanding there are algorithms moving average [C3.14] and Kalman algorithm [C3.23, C3.25, C3.26]. For real-time applications, Kalman algorithm has been proved by some simple experiments that dominates the moving average algorithm. After being treated by the Kalman algorithm, ideally, $dx$ ($dx = x - x_{real}$) containing only unstable light-intensity error, which is useful information, will be ready to serve for the correction process.

Details of the Kalman algorithm can be found in [C3.23, C3.25, C3.26], it is necessary to focus on some equations and quantities of the theory for later applying explanation. First, the system is supposed to be linear [C3.26, C3.27], so its state equation has the form of:

$$X_k = A_k X_{k-1} + B_k U_k + W_k$$  \hspace{1cm} (3.7)
where \( X_k \) and \( X_{k-1} \) are the state vector, and \( X \in \mathbb{R}^n, A_k \), is the \( n \times n \) state transition matrix, \( B_k \) is the optional \( n \times l \) control input matrix, \( U_k \) is the control vector, and \( \in \mathbb{R}^l \), and \( W_k \) is the process noise vector. The observation vector of the system is:

\[
Z_k = H_k X_k + V_k
\]

in which \( Z_k \) is the observation or measurement vector, and \( X \in \mathbb{R}^m \), \( H_k \) is the \( m \times n \) observation matrix, and \( V_k \) is the measurement noise vector. Then, the noise happening in the device is assumed to be white noise in the frequency domain, while in the time domain, its probability density has the Gaussian shape at each point on the time axis [C3.27]. The normal probability distributions of \( W_k \) and \( V_k \) are:

\[
\begin{align*}
p(W_k) &\sim N(0, Q_k) \\
p(V_k) &\sim N(0, R_k)
\end{align*}
\]

(3.9)

where \( Q_k \) and \( R_k \) are process-noise covariance and measurement-noise covariance, respectively. Their normal probability density functions have the form of:

\[
f(x) = \frac{1}{\sqrt{2\pi\sigma_x}} exp \left[ - \frac{x^2}{2\sigma^2} \right]
\]

(3.10)

where \( x \) stands for one state of the state vector or one observation of the observation vector. \( \sigma_x \) is the standard deviation of \( x \) [C3.29]. Besides that, from stochastic theory, in a deviation range and a three-time deviation range from the mean, there will contain 68.27 percent, and 99.73 percent of the measured values, respectively [C3.27, C3.30]. Therefore, from the comment and the experiment error theory [C3.31], the error can be approximated to the three-time deviation. From [C3.29, C3.32], the standard deviation of the sample is:

\[
\sigma = \sqrt{\frac{\sum_N (x_j - \bar{x})^2}{N}}
\]

(3.11)

with:

\[
\bar{x} = \frac{1}{N} \sum_N x_j
\]

(3.12)

According to [C3.14], “a priori and a posteriori estimate errors” can be defined respectively as:

\[
e^-_k = X_k - \hat{X}_k^-
\]

(3.13)

\[
e^+_k = X_k - \hat{X}_k^+
\]

(3.14)

where \( \hat{X}_k^- \in \mathbb{R}^n \) is a priori estimate at discrete time \( k \) providing information of the previous process, and \( \hat{X}_k^+ \in \mathbb{R}^n \) is a posteriori estimate at discrete time \( k \) providing information of the measurement
From (3.13) and (3.14), the covariance of a priori error and the covariance of a posteriori error are respectively:

\[ P_k^- = E[ek e_k^-T] \]  
\[ P_k^+ = E[e_k^+ e_k^+T] \]  

* A posteriori estimate has the form \([C3.11, C3.12, C3.14]\) of:

\[ \hat{X}_k^+ = \hat{X}_k^- + K_k (Z_k - H_k \hat{X}_k^-) = (1 - K_k H_k) \hat{X}_k^- + K_k Z_k \]  

where \((Z_k - H_k \hat{X}_k^-)\) is the residual or measurement innovation which shows the difference between the measurement and a priori estimate, and \(K_k\), named Kalman gain or blending factor, is chosen by minimizing the covariance in (3.16). From \([C3.26, C3.27, C3.32]\), \(K_k\) is:

\[ K_k = P_k^- H_k^T (H_k P_k^- H_k^T + R_k)^{-1} \]  

From (3.18), when the measurement noise covariance is small, \(Z_k\) has high fidelity and Kalman gain will be large. At that time, from (3.17), the weight coefficient of \(Z_k\) is greater than the weight of \(\hat{X}_k^-\), so \(\hat{X}_k^+\) will “believe” more in \(Z_k\) than \(\hat{X}_k^-\). Inversely, as \(P_k^-\) is small, Kalman gain will be small and \(\hat{X}_k^+\) will “believe” more in \(\hat{X}_k^-\) than \(Z_k\). Figure 3.3 shows the operation loop of Kalman algorithm.

In practice, \(Q_k\) and \(R_k\) can be estimated before applying the Kalman filter. In the study, \(R_k\) is calculated by several rough measured data, but \(Q_k\) is determined by MATLAB simulation to get the best results. These values, during operation, can be constant, so be presented without discrete-time subscript \(k\). From \([C3.23, C3.25, C3.26]\), one can see that \(R_k = \sigma^2\). In practice, \(R_k\) is easily determined by using equation (3.11) and equation (3.12).
3.2.4. Performance description

In this section, all the processes manipulated to process data with the order of correction function, process noise covariance, and correction coefficients findings, by MATLAB simulation are presented.

First, in equations (3.1), (3.2), and (3.4), the values of real data of sensor 1 and sensor 2 were mentioned and known. However, that is only a hypothesis to help establish the processing algorithm. In practice, the values measured in stable conditions are considered approximately equal to the real values and are reference values to serve for comparison and calculation in simulation. The flowchart in Figure 3.4 shows the core algorithm for simulation program, where $Y_1$ and $Y_2$ are spectral data measured in unsteady conditions and good conditions respectively, whereas $X_1$ and $X_2$ are light intensity data recorded in these two cases. Conventionally, $X_1$ and $Y_1$ are data with unstable-light-intensity data with error, and $X_2$ and $Y_2$ are reference data.

Second, noticing that $Y_1$ and $Y_2$ are 24-bit data, while $X_1$ and $X_2$ are 10-bit data. Then, $Q_1$, $e_{11}$, and $\Delta Q$, respectively are process noise covariance, measurement error, and the decrement of $Q_1$ sequentially. Especially, $e_{12}$ takes two roles, a posterior error and a priori error in the Kalman module. Many data, $X_1$, $X_2$, $Y_1$, and $Y_2$, were measured and saved in datasets before the simulations. $LS_{current}$ and $LS_{save}$ are the least square parameters which are used to operate the loop. $b_1$, $b_2$, …, and $b_5$ which are the fixed values are set to satisfy the condition:

$$0 < b_1 < b_2 < ... < b_5 < Y_{max}$$

and they are considered as “boundary” values to help divide the grand spectral data domain into subdomains. In the simulation program, the maximum potential number of the subdomains which are non-empty is 12, if the minimum data value is smaller than $b_1$, the maximum data value is greater than $b_5$, and at any range of $(0, b_1)$, $[b_1, b_2)$, …, $[b_4, b_5)$, $[b_5, Y_{max}]$ both positive and negative $dX$ values exist. $C_1$, $C_2$, …, $C_{12}$ are the correction parameters, whereas $dC$ is the increment of these parameters.

3.2.4.1 Correction function finding

As discussed above, to make the correction function feasible and applicable, several short forms of equation (3.4) are proposed. They are sequentially replaced into the simulation program which is illustrated by the flowchart in Figure 3.4. Thus, the simulation program will help to find the
correction coefficients for the suggested functions. After finishing each simulation, the program will return not merely $Q_1, C_1, C_2, \ldots, C_{12}$, but also AE, ERR, LS, or CP which can be used as the quality assessment criteria of the correction functions. Therefore, which correction function with the prominent assessment parameters is to be adopted. The simulation program starts by loading data $X_1, X_2, Y_1,$ and $Y_2$ from the assigned datasets and initiating the values for $Q_1, e_{11}, e_{12}, \Delta Q, LS_{\text{current}}, LS_{\text{save}}, b_1, b_2, \ldots, b_5,$ and $dC$.

In the flowchart, $X_1$ and $X_2$ are processed by the Kalman algorithm to mitigate the quantization error and electronic noises, which may remain, albeit being filtered by hardware filters, to keep the light-source-intensity information as clean as possible. The searching simulation is not successful if the light-source data still have high quantization error and noises. Furthermore, to empower the corrector to work effectively and adequately, the data from sensor 1 and sensor 2 should be collected by applying unstable-light-intensity styles from gradual to fast changes and from mono-changing, to multi-changing styles with large enough fluctuation amplitudes to use in the simulation. However, at this stage, the correction coefficients of the correction function are the priority, so $Q_1$ is cognitively set to a certain value that is good enough for the simulation and of course, larger than $Q_{\text{min}}$. $\Delta Q$ is set to zero to not influence on $Q_1$.

Let’s look at the operation in the flowchart of Figure 3.4. At first, $LS_{\text{current}} = 0 < LS_{\text{save}} = 1$ and $Q_1 > Q_{\text{min}}$ satisfy the main condition in the flowchart. Then, $Q_1$ is decreased by a $\Delta Q = 0$, so it does not change. $X_1$ and $X_2$ are smoothed by the Kalman module that returns $\bar{X}_1$ and $\bar{X}_2$ respectively prior to calculate $dX = \bar{X}_1 - \bar{X}_2$. Then, the Division function is called to divide $dX$, $Y_1$, and $Y_2$ into smaller domains. At this point, the divide-and-conquer algorithm is applied to separate the grand data domain into smaller domains which are more easily to conquer and to find the solution. The way to divide the data is illustrated in the flowchart of Figure 3.5.

In this function, there are thirteen indexes, $i, j, k, l, m, n, o, r, s, t, u, v, w$ to address data points in the vector $dX, Y_1,$ and $Y_2$. Initially, $i$ is smaller than the number of data elements of $Y_1$ that is checked by the first condition in Figure 3.5. $i$ is increased one unit and the condition of whether $dX(i)$ is positive is checked. With either “Yes” or “No” this first data element, $Y_1$ is compared with $b_1, b_2, b_3, b_4,$ and $b_5$ to see to which data subdomain it must belong to. The difference here is that if $dX(i) > 0$, the first six subdomains, $\bar{Y}_{1,1}, \bar{Y}_{1,2}, \ldots, \bar{Y}_{1,6}$ for $Y_1, \bar{Y}_{2,1}, \bar{Y}_{2,2}, \ldots, \bar{Y}_{2,6}$ for $Y_2, \bar{dX}_{1,1}, \bar{dX}_{1,2}, \ldots, \bar{dX}_{1,6}$ of $dX$, are used for the arrangement. In case $dX(i) < 0$, the second six subdomains, $\bar{Y}_{1,1}, \bar{Y}_{1,2}, \ldots, \bar{Y}_{1,6}$ for $Y_1, \bar{Y}_{2,1}, \bar{Y}_{2,2}, \ldots, \bar{Y}_{2,6}$ for $Y_2, \bar{dX}_{1,1}, \bar{dX}_{1,2}, \ldots, \bar{dX}_{1,6}$ of $dX$, are used for the
assembly. When \( dX(i) = 0 \), the running point will jump back to the first condition. Then, the same procedure is repeated until \( i \), loop index, is larger than the number of the data elements of \( Y_1 \). Especially, when all vector \( dX = 0 \), the division will return twelve empty subdomains. In this case, there is no need to fix spectral data. When all \( dX > 0 \), from Figure 3.5, the left side condition boxes will be conducted. Consequently, the first six subdomains are none-empty, and the second six subdomains are empty. Inversely, when all \( dX < 0 \), the second six subdomains are none-empty, and the first six subdomains are empty.

![Diagram](image)

Figure 3.4. The simulation flowchart to find correction parameters or process noise covariance \( Q_1 \).

Again, from Figure 3.4, after receiving the returned twelve data subdomains, the main simulation program will call the **Finding** function to find the correction coefficients. The simulation initiates index \( i \) from 1 to 12 to access data in the subdomains. The algorithm of this module is shown in Figure 3.6. The data subdomain of order \( i \), \( Y_1,i, Y_2,i, dX,i \), are loaded. In this process, \( L_{current} \) and \( L_{save} \) are also the least square values to serve for operating the loop. When
Let $ls_{current} < ls_{save}$ and $\bar{Y}_{1,i}$ is different from null, $C_i$ is increased by a $dC$. $ls_{current} < ls_{save}$ condition means the currently corrected sub-data is better than the previous corrected data, so this sub-data still can be better amended. Then, the suggested correction function is applied to fix $\bar{Y}_{1,i}$ and returns $\bar{Y}_{1,i}$. Next, the subprogram will call Assessment function to calculate LS, AE, ERR based on equation (3.5), the corrected data, $\bar{Y}_{1,i}$, and reference data, $\bar{Y}_{2,i}$, and updates $ls_{save}$ with $ls_{current}$, and $ls_{current}$ with LS. Then, the subprogram keeps going back to the operating condition until $ls_{current} > ls_{save}$ which means the current corrected data cannot be further corrected. From the flowchart in Figure 3.4, the finding module is called twelve times to access all the subdomains without noting of whether they are null or not.

Figure 3.5. The diagram is presented for Division function.

After escaping from the finding module and having all correction coefficients, the main simulation program will apply these values to correct all the sub-data, $\bar{Y}_{1,1}$, $\bar{Y}_{1,2}$, ..., $\bar{Y}_{1,6}$, of the grand spectral data, $Y_1$ by calling the Correction function which is built from the suggested correction function, $f$. The equation is in the form:
\[
\bar{Y}_{1,i}(j) = \bar{Y}_{1,i}(j) + C_t \ast f(\bar{dX}_i(j), \bar{Y}_{1,i}(j))
\] (3.20)

Then, the **Assessment** will help to evaluate LS, ERR, AE, or CP by using \( Y_1 \) and \( Y_2 \). Thus, it is similar to the above description of how the least square criterion works that the program will not stop when \( LS_{\text{current}} < LS_{\text{save}} \) ....

Finally, in the end, the simulation will return many coefficients, but the most interesting coefficients are LS, ERR, AR, and CP. Therefore, with each suggested short-form correction function, there are the most interesting coefficients. Assessing these coefficients, the best one is chosen to be used in the correction function.

![Finding flowchart for correction parameters](image)

**Figure 3.6.** The *Finding* flowchart for correction parameters

### 3.2.4.2. Process noise covariance finding

After finding the appropriate correction function from the suggested functions, the simulation program is applied again to find the process noise covariance, \( Q_1 \). Although, \( Q_1 \) used above is good enough, it may not be the best to assure the light-source-intensity data as clean as possible. As mentioned above, many types of data will be used to serve the simulation. Currently, \( \Delta Q \) is cognitively set to a certain value which is small enough for the searching simulation. The procedure exactly repeats what is described in section 2.4.1, except for the main operating condition must account for the condition \( Q_1 < Q_{\text{min}} \), and at every loop, \( Q_1 \) is decreased by a \( \Delta Q \). When the condition \( LS_{\text{current}} < LS_{\text{save}} \) and \( Q_1 < Q_{\text{min}} \) cannot be satisfied, the simulation program will cease.
to return $Q_1$. This value of process noise covariance is to be expected that can keep the best light-source data from the noise.

**3.2.4.3. Correction coefficients finding**

After the above crucial steps, the main simulation program, which having the flowchart depicted in Figure 3.4, simply reinstalls the found correction function and $Q_1$ back into itself to find $C_1, C_2, \ldots, C_{12}$. Before that, $\Delta Q$ is set to zero. At the end, it returns correction coefficients.

**3.2.4.4. Application**

After the simulation step, all necessary key components, correction function, correction coefficients, and process noise covariance are provided and ready to apply in the device and to build the Kalman corrector. Figure 3.7 illustrates the procedure of collecting and processing data. The light intensity signal from sensor 1 enters the 10-bit ADC and the spectral intensity signal from sensor 2 goes to the 24-bit ADC.

![Figure 3.7. The main roles of Kalman algorithm and their correlation with other parts](image)

These signals are digitalized to become digital data. $X$ is filtered out noises and quantization error by $Q_1$ to become $\bar{X}$. Next, the compare block will calculate $dX$ which $dX = X_o - X$, where $X_o$ is a loosely optional value. $X_o$ can be equal to a certain standard value or a measured value which is measured ahead before any spectral measurement. Then, $dX$ and $Y$ values will be delivered by the subdomain deliver to assigned data subdomains which are characterized by $b_1, b_2, \ldots, b_5$ and controlled by $dX$. Here, the subdomain deliver works similar to the division. It will base on whether $dX$ is positive or negative and to what range among $[0, b_1), [b_1, b_2), \ldots, [b_4, b_5), [b_5, Y_{max}]$ $Y$ belongs to. $Y$ is then sent to the correction function which is governing the data subdomain corresponding with that range (section 2.4.1 and Figure 3.6). For example, if $dX > 0$, and $0 < Y < b_1$, then $Y$ is sent to the corresponding subdomain, where is governed by a data correction function.
of $Y_1$ founded by the previous simulation, to be thoroughly amended. This is performed in real time, so $dX$ and $Y$ are no longer data vector but rather discrete-time data measured at each discrete time.

3.3. Results

The light source in this study is visible, its spectrum is from 450nm to 750nm. For convenience in the following figures, on the vertical axis, the unit for the light intensity or spectra is an arbitrary unit (a.u). With the spectral intensity plot, the horizontal axis presents the step unit corresponding to the scanning steps of the stepper motor instead of wavelength unit or number wavelength unit which can be changed among them by using equation (3.1). The step value is changed to rotation angle and the angle is translated into wavelength. However, in the light-source intensity plots, the step value on the horizontal axis simply corresponds to the discrete time values in the sampling signal.

As described earlier, light intensity may increase or decrease randomly when the voltage regulator is not working well or changes due to other reasons such as physical conditions, ambient air temperature, lamp temperature, or warm up and working time. The changes can also be in mono trend by some conditions such as the drift of the battery. Before running the simulation program, many experimental data have been recorded to serve the simulations. The recorded data are collected under the un-change and slightly change working conditions to simulate the unstable factors as mentioned in the introduction which can lead to the slightly change in light intensity. Then data recorded in well working conditions (external stable power supply) serve as reference data for the assessment process.

3.3.1. Initial $Q_1$ selection for simulation

In Figure 3.8, the red-dot line is the recorded raw 10-bit data of the light intensity source which was slightly adjusted to simulate unstable light source. Several values of $Q_1$ are tested to study the features of $Q_1$. One may see that the smaller the $Q_1$ is, the smoother output data from the Kalman function will be. This leads to that $X_1$, the blue line, is so smooth, when $Q_1$ is so small, for example $Q_1 = 10^{-8}$ (it is matching with this type of data and measurement error). Thus, not only the
electronics noises and quantization error are removed but also some useful and crucial information from the light source. Obviously, this will ruin the process of the data correction and simulation.

Figure 3.8. Raw intensity data and its filtered data with different $Q_1$ values.

When $Q_1 = 10^{-3}$, the filtered data, $\bar{X}_1$, plot is the cyan line. Currently, $\bar{X}_1$ keeps much light-intensity information, but also some electronic noises and quantization error as well. If using this filtered data for simulation, the results, such as correction coefficients, or corrected spectral data, may not be the best.

Therefore, neither too large nor too small $Q_1$ can lead to good results which are demonstrated by plot groups of Figure 3.9. (a), and Figure 3.9. (b), respectively. In both cases, the corrected data are not close to or similar to the reference. Section 2.4.2 shows how to obtain an appropriate and adequate $Q_1$. To serve for the simulation of finding correction function which will be discussed in the next section, $Q_1$ is set to $10^{-3}$.

3.3.2. Correction function choice

A multi-changing data set $I$ is loaded for test. The general initial values are: $b = 7*10^5$, $b_1 = b$, $b_2 = 2*b$, $b_3 = 3*b$, $b_4 = 3.6*b$, $b_5 = 4*b$, $Q_1 = 10^{-3}$, $e_{11} = e_{12} = 1$, and $e_{21} = e_{22} = 500$ (experimentally determined by equation (3.11) and equation (3.12)). With each correction function which is chosen, the increment, $dC$, of the correction parameters must be cognitively adjusted to a certain appropriate value that assures that the finding function will be called at least several times. This value should not be so small because the simulation process may last too long without better results. In the next section, four typical correction functions are investigated to select the most appropriate one in these. These proposed functions are based on experiment, evaluation, and observation of the results to adjust logically. Objectively, these correction functions are tested with
the same dataset 1. Notice that, LS, AE, ERR, and CP are the controlling criteria that are also used as effective and qualitative parameters for the decision.

![Figure 3.9](image)

Figure 3.9. Results of measurement data and processed data (a) the three plots of data in the case of $Q_1=0.9$, and (b) the three plots of data in case of $Q_1\approx 1.27*10^{-21}$.

In Table 3.1 below, in Table 3.1 below, $f_A$, $f_B$, $f_C$, and $f_D$ are short correction function forms. The formulas of these functions are in Appendix A.

<table>
<thead>
<tr>
<th></th>
<th>LS</th>
<th>AE</th>
<th>ERR</th>
<th>CP($Y_1$, $Y_2$)</th>
<th>CP($\tilde{Y}_1$, $Y_2$)</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_A$</td>
<td>$2.159*10^{11}$</td>
<td>$1.483*10^7$</td>
<td>$2.773*10^6$</td>
<td>0.999608</td>
<td>0.999968</td>
<td>Medium</td>
</tr>
<tr>
<td>$f_B$</td>
<td>$1.846*10^{11}$</td>
<td>$1.3747*10^7$</td>
<td>$3.3367*10^6$</td>
<td>0.999608</td>
<td>0.9999769</td>
<td>Low</td>
</tr>
<tr>
<td>$f_C$</td>
<td>$1.9372*10^{11}$</td>
<td>$2.3045*10^7$</td>
<td>$3.3367*10^6$</td>
<td>0.999608</td>
<td>0.9999725</td>
<td>Low</td>
</tr>
<tr>
<td>$f_D$</td>
<td>$1.840*10^{11}$</td>
<td>$1.3719*10^7$</td>
<td>$2.8859*10^6$</td>
<td>0.999608</td>
<td>0.9999756</td>
<td>High</td>
</tr>
</tbody>
</table>

The LS, AE, and ERR are expected as small as possible, i.e., the corrected spectral data are similar to the reference spectral data. For CP, if the two signals of the data are very close to each other, CP will be approximate to one. In the table, an auxiliary index is the feasibility. Simply, it takes the values of relative evaluation which is based on the form of the correction function. If this
index is high, the function is easily applied. In some cases, this index can strengthen a decision, albeit merely auxiliary one. In the table, the prominent values are highlighted. Observing Table 3.1, one possibly sees the most outstanding correction function is \( f_D \), and the second one is \( f_B \), finally, \( f_D \) is selected.

### 3.3.3. Process noise covariance search

After the correction function, \( \tilde{Y}_{1,i}(j) = Y_{1,i}(j) + C_i \cdot d\tilde{X}_i(j) \cdot \tilde{Y}_{1,i}(j) \), has been chosen, the process noise covariance, \( Q_1 \), search is the next step. As previously discussed, to achieve an appropriate and adequate of \( Q_1 \), many datasets which were measured under different light-intensity-changing styles are used. The multi-changing dataset 2 to dataset 19 (named by the authors) are chosen to be loaded into the simulation program. Table 3.2 provides the values of \( Q_1 \) gathered after the simulations.

Table 3.2. \( Q_1 \) values of multi-changing datasets

<table>
<thead>
<tr>
<th>dataset 2</th>
<th>dataset 3</th>
<th>dataset 4</th>
<th>dataset 5</th>
<th>dataset 6</th>
<th>dataset 7</th>
<th>dataset 8</th>
<th>dataset 9</th>
<th>dataset 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_1 )</td>
<td>0.0071</td>
<td>0.0321</td>
<td>0.0561</td>
<td>0.0147</td>
<td>0.0112</td>
<td>0.0076</td>
<td>0.0352</td>
<td>0.0119</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>dataset 11</th>
<th>dataset 12</th>
<th>dataset 13</th>
<th>dataset 14</th>
<th>dataset 15</th>
<th>dataset 16</th>
<th>dataset 17</th>
<th>dataset 18</th>
<th>dataset 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_1 )</td>
<td>0.0144</td>
<td>0.0349</td>
<td>0.0124</td>
<td>0.0203</td>
<td>0.0126</td>
<td>0.0249</td>
<td>0.0107</td>
<td>0.0165</td>
</tr>
</tbody>
</table>

From the above \( Q_1 \) search simulations corresponding with multi-changing data sets, a \( Q_1 \) will be chosen. There will be some points of view in choosing \( Q_1 \). For instance, one may suppose that the average \( Q_1 \) partly satisfies all the cases of light intensity change or the greatest \( Q_1 \) of the found values is the safe solution as the Kalman filter can catch up the possibly fastest and, obviously, slowest intensity change of the studied data sets. However, with the later philosophy, \( Q_{1,\text{max}} \) will be greater than the average one, \( \bar{Q}_1 \), and then the corrected data pertaining to \( Q_{1,\text{max}} \) is probably not as smooth as the corrected data of \( \bar{Q}_1 \). If \( Q_{1,\text{min}} \) is selected, there will probably be some quick-changing-light intensity not detected well by the Kalman. To implement in the device, the selected process noise covariance is \( \bar{Q}_1 = 0.0203 \). After selecting the best correction function and the
appropriate $Q_1$ for the Kalman module, the next process is to load the mono-changing data sets to find the correction parameters, $C_i$.

### 3.3.4. Correction parameters finding

In this section, the mono-changing datasets are viewed. In these datasets, there are two subtype data where one has spectral and light intensity data greater than the reference spectral and light intensity data, and the other one has spectral and light intensity data smaller than the reference spectral and light intensity data. Thus, with these types of the dataset, after division module is called, there should be six continuous empty data subdomains and six continuous non-empty data subdomains. The upper-subdomain data and lower-subdomain data are investigated separately to find the correction parameters. The full tables of the correction parameters are attached in Appendix B. Table 3.3 and Table 3.4 provide short results of the tables.

#### Table 3.3. $C_i$ values of upper-subdomain data.

<table>
<thead>
<tr>
<th>Data set</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
<th>$dX$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00386</td>
<td>0.00264</td>
<td>0.00245</td>
<td>0.00233</td>
<td>0.00208</td>
<td>0.00207</td>
<td>5.7078</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>30</td>
<td>0.00396</td>
<td>0.00254</td>
<td>0.00222</td>
<td>0.00229</td>
<td>0.00216</td>
<td>0.00211</td>
<td>28.5594</td>
</tr>
</tbody>
</table>

#### Table 3.4. $C_i$ values of lower-subdomain data.

<table>
<thead>
<tr>
<th>Data set</th>
<th>$C_7$</th>
<th>$C_8$</th>
<th>$C_9$</th>
<th>$C_{10}$</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$dX$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00355</td>
<td>0.00231</td>
<td>0.00219</td>
<td>0.00187</td>
<td>0.0019</td>
<td>0.00188</td>
<td>-20.2399</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>30</td>
<td>0.00347</td>
<td>0.00239</td>
<td>0.00215</td>
<td>0.0021</td>
<td>0.00197</td>
<td>0.00198</td>
<td>-29.5559</td>
</tr>
<tr>
<td>Average</td>
<td>0.00351</td>
<td>0.00239</td>
<td>0.00210</td>
<td>0.00206</td>
<td>0.00201</td>
<td>0.00197</td>
<td></td>
</tr>
</tbody>
</table>

Notice that $dX$ is adjusted from around the range of -40 to 30 units corresponding to the potential change of the light intensity. Each unit corresponds to approximately 4.9mV difference when the 10-bit ADC of the microcontroller is used. For a small change in light intensity, the relationship of $dX$ and $C_i$ is expected to be linear with that the best applied correction function, $\bar{Y}_{1,i}(j) = \bar{Y}_{1,i}(j) + C_i \cdot dX(j) \cdot \bar{Y}_{1,i}(j)$. When $dX$ is adjusted to different positive and negative values which correspond to the simulations of different voltage increases and decreases, one can see from the
plots of Figure 3.10 and Figure 3.11 that $C_i$ and $dX$ relationship is linear as expected and the slope angle is zero. In this case, one can take the mean values of $C_i$ to make it as the correction coefficients of the corresponding subdomains.

### 3.3.5. Practice

Through experiments and simulations, the correction function below is used:

$$\bar{Y}_{1,t}(j) = \bar{Y}_{1,t}(j) + C_t \cdot dX_t(j) \cdot \bar{Y}_{1,t}(j),$$

and the noise process covariance, $\tilde{Q}_1 = 0.0203$, and the correction coefficients, $C_1 = 0.003709$, $C_2 = 0.002577$, $C_3 = 0.002278$, $C_4 = 0.002368$, $C_5 = 0.002242$, $C_6 = 0.002215$, $C_7 = 0.003694$, $C_8 = 0.002449$, $C_9 = 0.002103$, $C_{10} = 0.002155$, $C_{11} = 0.002084$, $C_{12} = 0.002036$, have been found through the simulation described in the previous sections.

![Figure 3.10. The plots of correction coefficients and $dX$ of upper-subdomain data](image1)

![Figure 3.11. The plots of the correction coefficients and $dX$ of lower-subdomain data](image2)
3.3.5.1. Dataset correction simulation

Now with all the parameters and function found, one can check to see how the output data from the corrector is better than the uncorrected data. For the process assessment, two new quantities are added:

\[
|dY_1| = |Y_2 - Y_1| \quad (3.21)
\]
\[
|dY_2| = |Y_2 - ̄Y_1| \quad (3.22)
\]

Equations (3.21) and (3.22) are the absolute errors of the uncorrected data and corrected data, respectively. Figure 3.12 shows the plots of the new quantities, |dY_1|, |dY_2| of the multi-changing data and mono-changing data of the two different styles datasets. The expectation here is that the absolute error plots is as close to the zero line as possible. From the plots, the corrected data is better than the uncorrected data. The intensity plots only illustrate how the light intensity was changed to simulate possible reality situations.

![Figures 3.12](image)

Figure 3.12. (a): |dY_1| and |dY_2| plots of multi-changing dataset 24; (b): |dY_1| and |dY_2| plots of lower-mono-changing dataset 1

3.3.5.2. Measurements on air, H_2O, and KMnO_4 samples

After the simulation testing, the correction function and the parameters are applied into the device for further test. For the test, the reference data are still required. The light intensity of the light source is adjusted similarly when the data with error were recorded to serve for the above simulations. The difference here is the data with error will be corrected immediately by the
corrector module which is coded into the Atmel328P processor. To check the effectiveness and ability of the corrector, several different types of samples are required (air, H₂O, and KMnO₄ samples) under the light intensity changes in both mono-changing and multi-changing strategies. From experiment data, spectral data, light intensity data, and errors are plotted, Experimental results prove that the corrector module works well as can be seen in Figure 3.13. Note that there are four types of different samples and three types of plots in the figure to illustrate the work of the corrector. The errors of the data after the correction are also plotted.

Figure 3.13. Experimental data of different samples. (d): 0.011g KMnO₄ and 30ml distilled H₂O; (b): air; (c): 0.021g KMnO₄ and 25ml distilled H₂O; (d): distilled H₂O.
By defining the simple formula, \( r = \frac{|dy_1|}{|dy_2|} \), indicates how many times the corrector reduces the light-intensity error. According to calculation from the measured data, \( r \approx 10 \) times. At some local data points, it could reach to 60 to 70 times. This coefficient is used as a merit to evaluate the effectiveness of the Kalman corrector. However, it just shows much meaningful when there is much light-intensity error happening, albeit a good coefficient.

3.4. Discussion and Conclusion

In general, the Kalman algorithm is modified as a corrector to compensate for the data error caused by the unstable light source in a VIS SPEC. The single-beam-24-bit visible spectrometer, which is empowered by an auxiliary photodiode sensor, an appropriate correction function, and Kalman algorithm, can automatically correct the error caused by the light-source-intensity instability which happens randomly or by drifting of the sources. In average, when there is error in the spectral data, it can be reduced approximately by 10 times. The results show a good performance both in simulations and experiments.

One drawback of the technique is the using of average of \( Q_{1,min} \) to \( Q_{1,max} \) from simulation. Section 3.3 provides a range of the applicable values of the noise process covariance. For being able to adapt to the diversity of light-intensity instability, the mean value of the range is selected. Consequently, the data with error may not be perfectly corrected due to either the lack of or not enough light-intensity error information and/or quantization errors still remaining in the light-intensity data.

To improve the ability of the corrector module, other methods can be applied along with this technique to achieve better results. For example, one can use moveable boundaries, instead of applying the currently fixed boundaries. With moveable boundaries, LS, AE, ERR, and correlation coefficient are still the operation criteria.

Appendix A

The short correction forms of the formulas used in section 3.2, Table 3.1:

\[
\begin{align*}
    f_A &= \bar{Y}_{1,i}(j) + C_i \cdot dX_i(j) \cdot \bar{Y}_{1,i}^2(j), \\
    f_B &= \bar{Y}_{1,i}(j) + C_i \cdot \bar{X}_i(j) \cdot \sqrt{\bar{Y}_{1,i}(j)},
\end{align*}
\]
\[ f_C = \bar{Y}_{1,l}(j) + C_i * \bar{dX}_l(j) * \bar{Y}_{1,l}^{3/2}(j), \]

\[ f_D = \bar{Y}_{1,l}(j) + C_i * \bar{dX}_l(j) * \bar{Y}_{1,l}(j). \]

Noticing that the form of \( f_A, f_B, f_C, \) and \( f_D \) is slightly different from equation (3.4). As in the experiments, authors found that the correction function work much more effectively if \( \bar{Y}_{1,l}^n(j) \) is inserted, where \( n \) is 1, 2, 3, …, or 1/2, 1/3, 3/2. Thus, there is a relation between the correction function \( f \) with not only \( dX \) but also \( Y \).

**Appendix B**

The values of \( C_i \) of the upper-subdomain and lower-domain data are collected by simulation and used in section 3.4.

**Table 3.3: \( C_i \) values of upper-subdomain data.**

<table>
<thead>
<tr>
<th>Data set</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>( C_5 )</th>
<th>( C_6 )</th>
<th>( dX )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00386</td>
<td>0.00264</td>
<td>0.00245</td>
<td>0.00233</td>
<td>0.00208</td>
<td>0.00207</td>
<td>5.7078</td>
</tr>
<tr>
<td>2</td>
<td>0.00345</td>
<td>0.00261</td>
<td>0.00202</td>
<td>0.00246</td>
<td>0.00231</td>
<td>0.00230</td>
<td>4.9686</td>
</tr>
<tr>
<td>3</td>
<td>0.00392</td>
<td>0.00240</td>
<td>0.00231</td>
<td>0.00231</td>
<td>0.00206</td>
<td>0.00206</td>
<td>4.4369</td>
</tr>
<tr>
<td>4</td>
<td>0.00377</td>
<td>0.00283</td>
<td>0.00204</td>
<td>0.00243</td>
<td>0.00240</td>
<td>0.00227</td>
<td>4.6495</td>
</tr>
<tr>
<td>5</td>
<td>0.00356</td>
<td>0.00238</td>
<td>0.00201</td>
<td>0.00248</td>
<td>0.00229</td>
<td>0.00226</td>
<td>10.3858</td>
</tr>
<tr>
<td>6</td>
<td>0.00359</td>
<td>0.00242</td>
<td>0.00196</td>
<td>0.00213</td>
<td>0.00206</td>
<td>0.00202</td>
<td>9.8095</td>
</tr>
<tr>
<td>7</td>
<td>0.00364</td>
<td>0.00226</td>
<td>0.00227</td>
<td>0.00230</td>
<td>0.00222</td>
<td>0.00216</td>
<td>9.8672</td>
</tr>
<tr>
<td>8</td>
<td>0.00328</td>
<td>0.00256</td>
<td>0.00247</td>
<td>0.00222</td>
<td>0.00212</td>
<td>0.00218</td>
<td>9.5766</td>
</tr>
<tr>
<td>9</td>
<td>0.00345</td>
<td>0.00264</td>
<td>0.00236</td>
<td>0.00233</td>
<td>0.00220</td>
<td>0.00230</td>
<td>8.5105</td>
</tr>
<tr>
<td>10</td>
<td>0.00391</td>
<td>0.00267</td>
<td>0.00238</td>
<td>0.00248</td>
<td>0.00229</td>
<td>0.00231</td>
<td>15.2758</td>
</tr>
<tr>
<td>11</td>
<td>0.00393</td>
<td>0.00272</td>
<td>0.00234</td>
<td>0.00225</td>
<td>0.00216</td>
<td>0.00213</td>
<td>14.6995</td>
</tr>
<tr>
<td>12</td>
<td>0.00380</td>
<td>0.00277</td>
<td>0.00238</td>
<td>0.00230</td>
<td>0.00224</td>
<td>0.00217</td>
<td>14.5844</td>
</tr>
<tr>
<td>13</td>
<td>0.00398</td>
<td>0.00272</td>
<td>0.00247</td>
<td>0.00224</td>
<td>0.00215</td>
<td>0.00210</td>
<td>14.0529</td>
</tr>
<tr>
<td>14</td>
<td>0.00391</td>
<td>0.00265</td>
<td>0.00215</td>
<td>0.00257</td>
<td>0.00238</td>
<td>0.00233</td>
<td>12.1743</td>
</tr>
<tr>
<td>15</td>
<td>0.00340</td>
<td>0.00249</td>
<td>0.00246</td>
<td>0.00232</td>
<td>0.00215</td>
<td>0.00219</td>
<td>12.7739</td>
</tr>
<tr>
<td>16</td>
<td>0.00341</td>
<td>0.00260</td>
<td>0.00236</td>
<td>0.00255</td>
<td>0.00236</td>
<td>0.00236</td>
<td>16.4325</td>
</tr>
<tr>
<td>17</td>
<td>0.00341</td>
<td>0.00265</td>
<td>0.00233</td>
<td>0.00234</td>
<td>0.00224</td>
<td>0.00219</td>
<td>15.8561</td>
</tr>
<tr>
<td>18</td>
<td>0.00357</td>
<td>0.00259</td>
<td>0.00242</td>
<td>0.00230</td>
<td>0.00215</td>
<td>0.00212</td>
<td>15.3245</td>
</tr>
<tr>
<td>19</td>
<td>0.00371</td>
<td>0.00274</td>
<td>0.00252</td>
<td>0.00240</td>
<td>0.00227</td>
<td>0.00224</td>
<td>16.5607</td>
</tr>
<tr>
<td>20</td>
<td>0.00342</td>
<td>0.00228</td>
<td>0.00210</td>
<td>0.00249</td>
<td>0.00234</td>
<td>0.00231</td>
<td>11.2676</td>
</tr>
</tbody>
</table>
Table 3.4: $C_i$ values of lower-subdomain data.

<table>
<thead>
<tr>
<th>Data set</th>
<th>$C_7$</th>
<th>$C_8$</th>
<th>$C_9$</th>
<th>$C_{10}$</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$dX$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00355</td>
<td>0.00231</td>
<td>0.00219</td>
<td>0.00187</td>
<td>0.0019</td>
<td>0.00188</td>
<td>-20.2399</td>
</tr>
<tr>
<td>2</td>
<td>0.00355</td>
<td>0.00226</td>
<td>0.00182</td>
<td>0.00225</td>
<td>0.00218</td>
<td>0.00209</td>
<td>-13.4950</td>
</tr>
<tr>
<td>3</td>
<td>0.00343</td>
<td>0.00253</td>
<td>0.00248</td>
<td>0.00189</td>
<td>0.00189</td>
<td>0.00187</td>
<td>-6.5176</td>
</tr>
<tr>
<td>4</td>
<td>0.00336</td>
<td>0.00232</td>
<td>0.00211</td>
<td>0.00209</td>
<td>0.00209</td>
<td>0.00196</td>
<td>-18.0569</td>
</tr>
<tr>
<td>5</td>
<td>0.00373</td>
<td>0.00242</td>
<td>0.00211</td>
<td>0.00206</td>
<td>0.002</td>
<td>0.00196</td>
<td>-13.2514</td>
</tr>
<tr>
<td>6</td>
<td>0.00381</td>
<td>0.00241</td>
<td>0.00203</td>
<td>0.00207</td>
<td>0.002</td>
<td>0.00197</td>
<td>-13.7458</td>
</tr>
<tr>
<td>7</td>
<td>0.00307</td>
<td>0.00226</td>
<td>0.00213</td>
<td>0.00194</td>
<td>0.00193</td>
<td>0.00188</td>
<td>-13.3111</td>
</tr>
<tr>
<td>8</td>
<td>0.00307</td>
<td>0.00236</td>
<td>0.00228</td>
<td>0.00203</td>
<td>0.00205</td>
<td>0.00202</td>
<td>-12.9464</td>
</tr>
<tr>
<td>9</td>
<td>0.00323</td>
<td>0.00199</td>
<td>0.00171</td>
<td>0.00186</td>
<td>0.00181</td>
<td>0.00172</td>
<td>-10.6810</td>
</tr>
<tr>
<td>10</td>
<td>0.00358</td>
<td>0.00251</td>
<td>0.00204</td>
<td>0.00234</td>
<td>0.00223</td>
<td>0.00213</td>
<td>-13.0744</td>
</tr>
<tr>
<td>11</td>
<td>0.00309</td>
<td>0.00239</td>
<td>0.00205</td>
<td>0.00197</td>
<td>0.00195</td>
<td>0.00201</td>
<td>-17.5519</td>
</tr>
<tr>
<td>12</td>
<td>0.00351</td>
<td>0.00229</td>
<td>0.00215</td>
<td>0.00183</td>
<td>0.00186</td>
<td>0.00183</td>
<td>-13.5530</td>
</tr>
<tr>
<td>13</td>
<td>0.00306</td>
<td>0.0021</td>
<td>0.00161</td>
<td>0.00195</td>
<td>0.00189</td>
<td>0.00185</td>
<td>-11.2250</td>
</tr>
<tr>
<td>14</td>
<td>0.00368</td>
<td>0.0023</td>
<td>0.00218</td>
<td>0.00185</td>
<td>0.00183</td>
<td>0.00187</td>
<td>-14.6510</td>
</tr>
<tr>
<td>15</td>
<td>0.00335</td>
<td>0.00238</td>
<td>0.00223</td>
<td>0.00187</td>
<td>0.00184</td>
<td>0.00188</td>
<td>-13.2710</td>
</tr>
<tr>
<td>16</td>
<td>0.00389</td>
<td>0.00253</td>
<td>0.00215</td>
<td>0.00205</td>
<td>0.00198</td>
<td>0.00196</td>
<td>-17.3292</td>
</tr>
<tr>
<td>17</td>
<td>0.00374</td>
<td>0.00249</td>
<td>0.00207</td>
<td>0.00227</td>
<td>0.00216</td>
<td>0.00209</td>
<td>-23.2423</td>
</tr>
<tr>
<td>18</td>
<td>0.00364</td>
<td>0.00248</td>
<td>0.00209</td>
<td>0.00219</td>
<td>0.0021</td>
<td>0.00201</td>
<td>-24.7748</td>
</tr>
<tr>
<td>19</td>
<td>0.00373</td>
<td>0.0026</td>
<td>0.00222</td>
<td>0.00214</td>
<td>0.00208</td>
<td>0.00205</td>
<td>-26.7884</td>
</tr>
<tr>
<td>20</td>
<td>0.00364</td>
<td>0.00255</td>
<td>0.00233</td>
<td>0.002</td>
<td>0.00199</td>
<td>0.00197</td>
<td>-22.6055</td>
</tr>
<tr>
<td></td>
<td>Column 1</td>
<td>Column 2</td>
<td>Column 3</td>
<td>Column 4</td>
<td>Column 5</td>
<td>Column 6</td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----</td>
</tr>
<tr>
<td>21</td>
<td>0.00347</td>
<td>0.00232</td>
<td>0.00204</td>
<td>0.00217</td>
<td>0.00212</td>
<td>0.00208</td>
<td>-35.0176</td>
</tr>
<tr>
<td>22</td>
<td>0.00341</td>
<td>0.00253</td>
<td>0.00227</td>
<td>0.00205</td>
<td>0.00202</td>
<td>0.00203</td>
<td>-22.3267</td>
</tr>
<tr>
<td>23</td>
<td>0.00382</td>
<td>0.00246</td>
<td>0.00207</td>
<td>0.00217</td>
<td>0.0021</td>
<td>0.00202</td>
<td>-32.2190</td>
</tr>
<tr>
<td>24</td>
<td>0.00373</td>
<td>0.00243</td>
<td>0.00202</td>
<td>0.00217</td>
<td>0.00209</td>
<td>0.00202</td>
<td>-41.6049</td>
</tr>
<tr>
<td>25</td>
<td>0.00347</td>
<td>0.00231</td>
<td>0.00191</td>
<td>0.00210</td>
<td>0.00201</td>
<td>0.00194</td>
<td>-39.7620</td>
</tr>
<tr>
<td>26</td>
<td>0.00379</td>
<td>0.00242</td>
<td>0.00198</td>
<td>0.00215</td>
<td>0.00206</td>
<td>0.00199</td>
<td>-29.6439</td>
</tr>
<tr>
<td>27</td>
<td>0.00309</td>
<td>0.00242</td>
<td>0.0022</td>
<td>0.00204</td>
<td>0.00197</td>
<td>0.00196</td>
<td>-22.4463</td>
</tr>
<tr>
<td>28</td>
<td>0.00361</td>
<td>0.00242</td>
<td>0.00214</td>
<td>0.00217</td>
<td>0.00213</td>
<td>0.00208</td>
<td>-35.0595</td>
</tr>
<tr>
<td>29</td>
<td>0.00383</td>
<td>0.00254</td>
<td>0.00227</td>
<td>0.00219</td>
<td>0.00208</td>
<td>0.00208</td>
<td>-31.3988</td>
</tr>
<tr>
<td>30</td>
<td>0.00347</td>
<td>0.00239</td>
<td>0.00215</td>
<td>0.0021</td>
<td>0.00197</td>
<td>0.00198</td>
<td>-29.5559</td>
</tr>
<tr>
<td></td>
<td><strong>Average</strong></td>
<td><strong>0.00351</strong></td>
<td><strong>0.00239</strong></td>
<td><strong>0.00210</strong></td>
<td><strong>0.00206</strong></td>
<td><strong>0.00201</strong></td>
<td><strong>0.00197</strong></td>
</tr>
</tbody>
</table>
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Inheritance from the previous work described in Chapter 3, an innovative device and method to detect *Fusarium* are presented in this chapter. A group distinction coefficient was derived from the Beer-Lambert law. The coefficient was applied to distinguish *Fusarium* spore from the other samples which were investigated in this work. The device was built using thermopiles working at two special wavelengths as the main sensors. These two special wavelengths were determined from the FTIR spectrum which were provided by investigating the *Fusarium* sample described in Chapter 2. The *Fusarium* sample was nurtured in the laboratory conditions and by a specific procedure. The detail of the device structure and components is described in the following manuscript. Additionally, a mechanism of sampling the air and analyzing the collected sample is also presented.
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A Nondispersive Thermopile Device with An Innovative Method to Detect Fusarium Spores

Son Pham, Anh Dinh, and Khan Wahid

Abstract
Early detecting for Fusarium spore in the air is highly desired as it helps to protect crops from the potential of dangerous fungal disease. This study focuses on developing a method and building a portable, reliable, and affordable device which can promptly and continuously detect the presence of Fusarium spores in the air. Based on Beer-Lambert law and the distinct infrared absorbance spectrum of substances, a specification logarithm ratio formula for two different wavelengths is developed. This is the main principle of the detection technique and design of the device. In the system, there are two sensitive infrared thermopiles which work on two specific infrared wavelengths, including $\lambda_1=6.09\pm0.06\mu m$ and $\lambda_2=9.49\pm0.44\mu m$. The thermopiles are used to measure infrared light intensity emitted by an infrared light source (2µm to 22µm) for Fusarium spore detection analysis. The detection is based on the group distinction coefficient. Beer-Lambert law also assists in the approximate estimation of the quantity of the spores. For testing detection ability of the system and method, besides Fusarium spore, other substances such as sunflower pollen, polyphenol, and starch were also used in the experiments. The experimental results indicate that the Fusarium group-distinction coefficient (1.14±0.15) is distinct from the other investigated substances (pollen: 0.13±0.11, turmeric: 0.79±0.07, and starch 0.94±0.07). The results prove that the system and the proposed method can be used to detect and quantify not only for Fusarium but also for other spores, molds, and specific pathogens.

Index Terms: Biosensor, Beer-Lambert law, group distinction coefficient, Fusarium spore, thermopile, detection method

4.1. Introduction

Fusarium can cause infection on human and animals by impairing the host immunization system and resulting in different undesired outcome [C4.1- C4.3]. The fungus impacts most on plants by leading to fungal diseases such as Fusarium head blight [C4.4- C4.6], Fusarium wilt [C4.7- C4.9],
Fusarium dry rot [C4.9], crown rot, and root rot [C4.6, C4.10]. Therefore, an early detection of the spore appearance to have the treatment is the key to prevent Fusarium diseases from causing damages. The destruction caused by fungus disease has been seen around the world on many types of plants [C4.8- C4.12].

In the past, many methods and techniques to detect Fusarium have been proposed. In Bauriegel et al. [C4.11], after spraying 250,000 Fusarium culmorum spores/ml, the pathogen source, on three continuous days into wheat plants at condition of 20±2°C, 70% humidity and 12h lighted period by SON-T Plus 400W sodium-vapor lamps, the plant spikelets were visually investigated three times per week to see the infection degree by using chlorophyll fluorescent imaging (CFI) to calculate the ratio fluorescent indicator [C4.11]. Based on the difference in chlorophyll fluorescent imaging of a healthy spikelet from the infected one, levels of disease will be classified. The authors have proven that the method is helpful in identifying Fusarium culmorum infection [C4.11].

Another method has been proposed in [C4.13], in which spore traps and quantitative polymerase-chain-reaction (qPCR) machine were used. The spore traps catch the particle samples in the air, then the samples are analyzed in a qPCR to identify quantity of pathogen DNA. The pathogen quantity is converted into the number of spores per air sampled cubic. Thermal camera to record images of the canopy of wheat or cereal plants in the field was also suggested. Then, the black and white images can be acquired by converting the near infrared images. The white areas show the infection places. The authors conclude that qPCR method is useful for onsite, as the device is portable, and the thermal imaging method is useful to detect early infection for many pathogens.

Mass spectrometry device was applied in [C4.1] to identify clinical Fusarium isolates, in which the samples were extracted from the patients in the L'hôpital Saint-Antoine, Paris, France. In Marchetti-Deschmann et al. [C4.14] the study used Fusarium samples nurtured on nutrient environment, and mass spectrometry was used to identify and classify Fusarium types as well. The authors used mass spectrometry to measure mass-to-charge ratio and provide mass spectrum to identify as well as classify Fusarium spores. In other Fusarium studies [C4.15- C4.16], Fourier transform infrared (FTIR) spectroscopy and near infrared spectroscopy were applied to measure infrared (IR) spectrum of absorption or emission of the investigated objects. Similar with mass spectrum, each substance also has its own infrared spectrum. The spectra of the object were compared with the database to come to the decision of whether the objects are Fusarium infected and of the degree of infection if it happens. In Vinayaka et al. [C4.17], another interesting approach
was presented by using an impedance-based mold sensor which is gold electrodes built on a glass base. A reaction cavity which contains agar gel is located on the electrode surface. When the spores are transferred to the gel, it will grow up and cause the pH of the gel change. The pH change makes the impedance of the gel also change. To monitor the pH change, the methyl red indicator dye was used. According to the research, the method can detect the presence of spore or mold at least 24 hours, as it requires enough time for the spore to develop.

Although these described methods have been proven effectively, there are still some obstacles which may prevent them from applying in many practical applications. Most of the devices are large and requires tedious set-up, so it is difficult to have onsite tests for a quick result. The operators, who are assigned to operate the devices correctly and properly, must be well trained as the operations of these devices require strict procedures and are somewhat complicated. Consequently, these methods require not only the high cost to own the system but also the budget for operating and maintenance. To address and find the solutions to overcome the above obstacles, in this work, a method of using Beer-Lambert law and group distinction coefficient was proposed and a system was built to test the detection of Fusarium oxysporum and other objects. The rest of the paper is organized as follows. Section 2 provides the background of the method required for the design of the detection system. Section 3 describes the system in detail. Section 4 presents testing results and discussions about the challenges and achievements of the proposed method and designed system. Additionally, in this section, the setup target of the early detection of Fusarium and the method of using Beer-Lambert law and the group distinction coefficient to distinguish Fusarium from some other different substances are shown. Finally, Section 5 concludes the work.

4.2. Background

Fusarium species are fungal; the spores are dispersed through air and water and both media collaborate in spreading the spore [C4.18- C4.19]. The spreading also occurs in only one medium as the fungi try to exploit in order to convey themselves away. There are two dispersals: primary dispersal, by which the spore is carried away from the parent body, and secondary dispersal, by which any subsequent distribution happens after it comes to rest. In primary dispersal, the one-phase system has merely air or water while the two-phase system has both media involved in form of bubbles or the tiny drops containing the spores, conveying by the air [C4.18, C4.20- C4.23]. The single air phase takes the most responsibility for fungus dispersal. Consequently, in this work, the
single air phase is chosen to investigate because of not only the most distribution of the spores, but also the feasibility in practical detection in the fields.

Fusarium graminearum spores on grain spikes or crop remainders can be dislocated by wind or ejection mechanisms. They can flee from the air laminar into the atmospheric turbulence featured by wind speed distribution and direction [C4.23- C4.25]. Once spores go to the turbulence, they can sneak through the canopy layer or flee into either the troposphere or stratosphere for long-distant journeys up to 400km [C4.19, C4.26]. The distance of the spores taken away by wind and by ejection mechanism depends on spore sizes, weights, and initial velocities [C4.23- C4.24]. After dispersal, the spores will be deposited by dry deposition (air currents and gravitation settling) or wet deposition (rain droplets) on the new hosts [C4.23].

Ascospore and macroconidia, in the air, can be caught for studying by using passive air sampling (PAS), in which free air flows into or onto a specific medium to collect sample [C4.27- C4.28]. PAS is inexpensive and does not need electricity; the disadvantages of this method is low temporal resolution due to low rates of air fluxes sampling and time consuming. Conversely, active sampling (AAS) trades cost of operation and maintenance for high temporal resolution and stable-adjustable air flow. AAS dominates PAS in practical applications [C4.28].

Since prompt detection of ascospore or macroconidia is one of the criteria, this work used AAS method as a part of the solution. Referred the AAS traps proposed in [C4.13], [C4.29- C4.31] and in the laboratory manual book of EMSL Analytical Inc. [C4.32], one of the common points is that all of them use surfaces having ability in catching bio-objects. The surfaces can be tape (AIR-O-CELL filter cassette), sticky rod, or wet agar (Andersen trap). In most cases, air samples collected by the AAS traps must be taken out or transferred to another medium for further processing such as microscope observation, FTIR spectroscopy or mass spectrometer. This step requires high skill and trained personnel, regardless time-consuming. In addition, the surfaces cannot be reused. One solution to solve those difficulties is to include the detectors inside the traps to analyze the samples. This work proposed an electrostatic interaction by using an electronic device to catch the spores. The catcher was included in the detection system. This solution keeps the features of catching spores and allows an add-on-reuse ability to the surface.
As mentioned, FTIR spectroscopy can provide IR spectra by analyzing the IR light interacting with substances or samples. The spectra assists in identifying the samples based on the differences in their spectra [C4.33- C4.34]. On a certain field such as wheat or corn fields, other biological objects (pollen or spore) often co-exist in the air. Some typical absorption or
transmission peaks of the IR spectra of the objects are standing out and used for distinguishing the biological objects. These typical peaks correspond typical IR wavelengths, from which special IR detectors can work at these IR wavelengths. In general, an IR detector is a broadband device. A narrow bandpass (NBP) filter is used in front of the detector to retain the desired wavelengths. Detectors applying this technique are called nondispersive (NDIR) detectors and frequently used in gas sensing system. NDIR requires a steady or pulsed broadband IR source depending on the type of detectors [C4.35- C4.36]. In our proposed Fusarium detecting system, along with NDIR detectors, an appropriate broadband IR source must be carefully chosen.

Figure 4.1(a) illustrates the spores spreading methods in searching for the new hosts [C4.19, C4.23- C4.26]. Figure 4.1(b) provides the measured absorption spectra of the Fusarium oxysporum Chlamydospores (Chl.) which was investigated by the ATR-FTIR spectroscopy set up in the Chemical Department, Engineering College, University of Saskatchewan, Canada. The two typical wavenumbers 1054cm⁻¹ (9.48µm), which is caused by Glycogen C-O stretching, and 1642cm⁻¹ (6.08µm), which is caused by Amide C=O stretching, are targeted in the detection mechanism in this work. Based on the above description, the system was designed and the detection method was developed.

4.3. System Design and Detection Methodology

4.3.1. Design

The working flowchart and the functional description of the detection system are shown in Figure 4.2. The works and typical parameters of the design are presented in the followings.

- Vacuum pump: The pump is a micro-air pump (3V-6V DC, 620mA). The pump draws the external air into the trap at a flow of 2.5L/min using inlet/outlet tubes of 4.3mm in diameter.
- Trap: The trap is one of the most important parts of the system as it captures the samples for detection. Figure 4.3 provides an illustration of the trap structure and design. A polymethyl methacrylate (PMMA) box was divided into two smaller chambers by a blade. One chamber was used as a reference chamber, which was illustrated as hidden side of the sketch, to monitor IR light source, and the other one was used as air sampling trap which was the viewing side or the front side. On each chamber, two parallel silver-coated metal mirrors were attached onto
the bottom and the top surfaces. PMMA was used because of its low thermal conductivity to minimize the heat conduction from the IR source [C4.37]. Experiments prove that the PMMA plate can stop the mentioned wavelengths from the external environment.

From Figure 4.3(a), in the trap chamber or air sampling chamber, the light from an IR source will reflect on the silver-coated metal mirrors (dimensions: 20mm×5mm×1mm; reflectance spectrum: 400nm to 20µm). The light then goes through a Zinc Selenide (ZnSe) window (dimensions: 10mm×10mm×2mm; clear aperture: 90%; parallelism: <1; surface quality: 50-40) to reflect again on another orientation silver-coated mirror before being split by an uncoated beam splitter ZnSe plate. This plate has a dimension of 20mm×20mm×3mm; spectrum: 0.6µm to 16µm; at 45°, the transmission is 70%, and the reflection is 30% [C4.38]. This light will then pass through two IR filter windows, Northumbria Optical Coatings Ltd [C4.39], to excite the photo detectors. In the reference trap, the difference in the comparison with the sampling chamber is that the IR beam is not split by the beam splitter before going into the reference thermopile.

As the IR source was used for both chambers, Figure 4.3(b-i) shows the radiant surface of the IR source which was split by a blade at 3/4 ratio using for trap chamber and 1/4 ratio using for the reference chamber. The reason for these unbalancing ratios is that the photo bandwidth of the reference thermopile is much larger than the bandwidths of $\lambda_1$ and $\lambda_2$ thermopiles. Additionally, the IR beam assigned to the two thermopiles was split into two weaker beams for each thermopile. Therefore, it can receive more energy of the incident IR light. Figure 4.3(b-ii) also shows the top view structure of the thermopiles. The lengths of the light path going through the trap chamber to $\lambda_1$ and $\lambda_2$ thermopiles are D1 and D2, where D1=D2=58mm.
Electrostatic: The mirrors were connected to a high voltage (HV) circuit (10KV output from 3.6V to 6V input) by a switch controlled by the microcontroller (µC). The mirrors, with electrostatic, can catch spores or light objects brought into the box by the vacuum pump. Another switch was used to drain all the electrostatic to ground after sampling. Then the system goes to the measurement step to avoid potential of electrostatic noise. When the electrostatic is removed, the samples still reside on the mirror due to Van der Waals and/or gravitational forces [C4.40]. Turning on a cleaning vacuum pump and turning off the HV circuit will help to clean the trap chamber from the previous measured samples.

![Diagram of the trap chamber](image)

Figure 4.3. (a) Side view of the designed-trap-chamber sketch and IR light trajectory; (b-i) top view of the IR source; (b-ii) top view of the thermopile.
Pulsing circuit: The circuit was mainly designed from a npn transistor and an IRFD9120 MOSFET [C4.41] which has an IS of 1A to tolerate the current of 141.4mA drawn by the IR light source. The FET is controlled by the µC. The pulsing circuit is also called IR pulse circuit, as it helps to control IR source. In this work, the period of the IR pulses was 5s with a duty cycle of \( \tau = 20\% \). Therefore, the modulation frequency was only 0.2Hz.

IR source: The chosen IR source was the 2.2mm×2.2mm JSIR350-4-AL-C-D3.7-2-A5-I using MEMS technology [C4.42]. The active emitter layer had a multilayer nano amorphous carbon (NAC) membrane, and the base is silicon membrane [C4.43]. In the experiment, the setup voltage of the MEMS IR source was 5.65V with a current of 141.4mA. The input power was about 800mW, and the IR source temperature was 1,173K (900°c) [C4.42]. The emissivity spectrum of the light source is from 1µm to 20µm, and its lifespan is at least 50,000hr when the operating power is below 850mW. The time constant of the IR source is 17ms. In practice, a real object radiation is always less than a blackbody. The coefficient featuring that phenomenon is called extinction coefficient. According to [C4.43], the average extinction factor (\( \bar{\varepsilon} \)) is around 0.89 and from [C4.44] the total radiation energy per second of one unit area is:

\[
R_{\text{eff}}(T) = \bar{\varepsilon} \int_{0}^{\infty} r(\lambda, T) d\lambda = \varepsilon_{\lambda} \int_{0}^{\infty} \frac{2hc^{2}}{\lambda^{5}} \cdot \frac{1}{e^{hc/\lambda k_{B}T} - 1} d\lambda = \varepsilon_{\lambda} \sigma T^{4} = 30\text{kW/sr.m}^{2} = 3\text{W/sr.cm}^{2}
\]

IR filter: IR filter windows select the incident IR light to the needed wavelength [C4.39] illustrated in Fig 1(b). One filter has the center wavelength (CWL) at \( \lambda_1 = 6.088\mu m \), the bandwidth (BW) of 49nm, and the transmission of 82.42% at CWL. The other filter CWL, BW, and transmission at CWL are \( \lambda_2 = 9.487\mu m \), 443nm, and 86.03% respectively. If the wavelength ranges from the CWLs are larger than twice BWs, the transmission is zero. From [C4.42] and [C4.43], the extinction factors at 6µm and 9.5µm wavelengths, are approximately 0.84 and 0.98.

NDIR detectors: The 2mm×2mm 2M thin film-base single element thermopiles of Dexter Research Inc. were selected [C4.45]. Their spectral response is flat from 100nm to 100µm; the internal thermopile impedance, Rd, is about 10kΩ; the reaction time constant, tc, was 85ms, and the responsivity, R, was 18.9V/W. Noise equivalent power (NEP) is a useful quantity
which is defined as the minimum measurable photo power of incident IR light to have signal-to-noise ratio (SNR) of unity in a 1Hz output bandwidth [C4.46- C4.47]. From Hamamatsu material [C4.48], as Johnson noise dominates shot noise (uncorrelated electrons) the NEP of the thermopiles is:

\[
\text{NEP} = \sqrt{\frac{S_n}{R}} = 0.68\text{nW/Hz}^{1/2}
\]

in which \(S_n = 4k_B T R d B\); \(S_n\) is noise spectral density [C4.48]. In Hamamatsu material, the typical NEP of a thermopile with the active area of 1cm\(^2\) is 1.66nW/Hz\(^{1/2}\). Also, from the estimation, the actual incident powers that the reference, \(\lambda_1\) and \(\lambda_2\) detectors can receive are 0.183mW, 338.63nW and 194.767\times10^{-8}\text{W}\) respectively. In practice, NEP should be as small as possible, and much smaller than the incident light powers. Thus, this NEP proves the detectors are sensitive for this application. Similarly, the SNRs of the three cases are 87.6dB, 28dB and 43.25dB. The datasheet in [C4.45] provides the damage threshold value of \(P_{\text{thres}}=0.5\text{W/cm}^2\). From the above incident IR powers to the thermopiles, they are smaller than \(P_{\text{thres}}\). Thus, the device safely operates without damaging. At a glance, from equation (4.1), the radiance from the source is \(R_{\text{eff}}=3\text{W/sr.cm}^2\) which is greater than \(P_{\text{thres}}\). Consequently, it is mandatory not to expose the detectors directly to the IR light source under any circumstances.

- Thermopile amplifications: As the output signals from \(\lambda_1\), \(\lambda_2\) and reference detectors were so weak, the signals must be pre-amplified, the op-amp used for this was the AD8629 from Analog Devices [C4.49]. Because \(\lambda_1\) signal was too small \((V_{in,\lambda_1} = 6.4\mu\text{V})\), the signal of the output of \(\lambda_1\) pre-amplifier was connected to another amplifier which was also built from the AD8629. Then, the output from this amplifier and the other two signals of the preamplifiers were linked to three inputs of a multiplexer which was controlled by a micro controller Atmega328 on the Arduino board. The common output of the multiplexer were connected to an OPA320 amplifier [C4.50]. Thus, the OPA320 amplifier was shared by the three signals from the thermopiles. The gain of each signal channel is: \(G_{\lambda_1,\text{total}}=106.85\text{dB}\), \(G_{\lambda_2,\text{total}}=86\text{dB}\), and \(G_{\text{reference, total}}=52\text{dB}\).

- Multiplexer: The 74HC4051D [C4.51] was used to select one input from the input pins connected to the pre-amplifiers and connect it to the output pin as seen in Figure 4.2. The three selecting pins were controlled by the \(\mu\)C.

- ADC: The ADC was LTC2400 IC [C4.52] which was a 24-bit and was set to work at 4.096V with very low offset (0.5ppm) and noise (0.3ppm). The ADC digitizes the analog signal from
the OPA320 at the sampling rate of 153.6kHz. This digitizer can reach a 23-bit absolute dynamic range of ±223 from a resolution of 0.488µV.

- µC: The µC was an Atmega328 on an Arduino board. This µC controlled the relays, which conveyed electric power to the electrostatic circuit and the vacuum pump. The µC also controlled the pins of the pulsing circuit and the multiplexer on setting up the timing of the working unit as shown in Figure 4.2. The working sequence and the timing could be described as:

  Phase 1: Turning on the electrostatic (ES) and the pump for 1 min to pump 2.5L of the air through the trap chamber for sampling purpose.
  Phase 2: Turning on the pulse circuit (Pulse) to supply power to the IR source in 8s to warm up. Set up: m=1, where m is used to monitor the measuring times; n=1, where n=1 is set for the reference thermopile; n=2: λ₁ thermopile; n=3: λ₂ thermopile.
  Phase 3: Turning off IR in 4s; simultaneously, connecting the nth thermopile signal to the multiplexer for recording data; keeping reading data from ADC and sending data to a computer.
  Phase 4: Turning on IR in 1s. n=n+1;
  Phase 5: If n≤3, then back to Phase 3
  Phase 6: If m≤5, then m=m+1 and reset n=1, back to Phase 3
  Phase 7: Resetting m=1 and n=1; resting in 10s before backing to phase 1 again for the next batch.

At a certain point in time, the trap chamber should be completely cleaned by connecting the metal mirror to the ground by a relay in 3 second to remove any electrostatic left. The cleaning pump is then turned on in 1 minute or longer to clean the sample in the trap. After that, the system should be standardized again to eliminate the effect of any sample residue. Experiment has shown that the pump can clean pretty well the HV trap. The timing and the measurement mechanism can be adjusted to observe and to find optimum performance.
4.3.2. Analyzing formula

Beer Lambert law [C4.53] is crucial in this work. There are several transformed forms of the law. In this project, the transmittance definition was used, and it was modified to meet the practical purpose without losing the meaning of the law:

\[ T = \frac{P_{\lambda}}{P_{o,\lambda}} = 10^{-\varepsilon_{\lambda} D S} \]  \hspace{1cm} (4.3)

where: \( P_{o,\lambda} \): IR radiant power of the light source (W/sr)
\[ P_{\lambda} \]: IR power of the light going through a sample (W/sr)
\( \varepsilon_\lambda \): Extinction coefficient (1/obj.)

\( D \): Sample density (obj./cm²)

\( S \): Area of the sample (cm²)

obj.: Object is studied and caught on S area.

\( P_{0,\lambda} \) and \( P_\lambda \) were measured by the thermopiles. From Figure 4.2 and the definition, if \( P_{0,\lambda} \) is considered as the IR radiant power of the light source, then the reflection coefficient of the silver-coated mirrors and transmission coefficient of the ZnSe filters must equal to 1 to let the thermopiles transform the total \( P_{0,\lambda} \) into a certain voltage. Obviously, in practice, the coefficients are always less than unity.

The substances have their own typical absorbance factors responding to different IR wavelengths, so it is convenient to build up a NDIR system to detect them. However, as mentioned, to detect Fusarium, it needs at least two wavelengths to determine the distinction factor from other different substances. Supposing that a certain substance is caught by the trap, at two certain IR wavelengths, \( \lambda_1 \) and \( \lambda_2 \), the transmission \( T_{\lambda_1} \) and \( T_{\lambda_2} \) can be found:

\[
T_{\lambda_1} = \frac{P_{\lambda_1}}{P_{0,\lambda_1}} = 10^{-\varepsilon_{\lambda_1}D.S}
\]
\[
T_{\lambda_2} = \frac{P_{\lambda_2}}{P_{0,\lambda_2}} = 10^{-\varepsilon_{\lambda_2}D.S}
\]

After transformation, a factor can be defined as:

\[
\eta = \frac{\varepsilon_{\lambda_1}}{\varepsilon_{\lambda_2}} = \frac{\log \left( \frac{P_{\lambda_1}}{P_{0,\lambda_1}} \right)}{\log \left( \frac{P_{\lambda_2}}{P_{0,\lambda_2}} \right)}
\]  \hspace{1cm} (4.4)

Because, \( \varepsilon_{\lambda_1} \) and \( \varepsilon_{\lambda_2} \) are constant, so \( \eta = \text{constant} \). Theoretically, with a group of investigated substances and appropriately chosen \( \lambda_1 \) and \( \lambda_2 \), the ratio of \( \eta = \frac{\varepsilon_{\lambda_1}}{\varepsilon_{\lambda_2}} \) of the substance can be differentiate from other substances. Thus \( \eta \) can be defined as a distinct factor of a group, or for conciseness, \( \eta \) is named as group-distinction factor.

On the other hand, from Beer-Lambert law, the density \( D \) of a sample can also be determined. First, \( D \) of the sample was determined by a microscope. Then, \( T_{\lambda_1} \) was calculated by using \( P_{\lambda_1} \) (or \( P_{\lambda_2} \)) and \( P_{0,\lambda_1} \) (or \( P_{0,\lambda_2} \)) which were measured by \( \lambda_1 \) thermopile (or \( \lambda_2 \) thermopile). Thus:

\[
\varepsilon_{\lambda_1} = -\frac{\log \left( \frac{P_{\lambda_1}}{P_{0,\lambda_1}} \right)}{D*S}
\]  \hspace{1cm} (4.5)
Now, with an unknown density \( D_x \) of the sample, the density can be determined by the formula:

\[
D_x = \frac{\log \left( \frac{P_{x_1 \lambda_1}}{P_{x_0 \lambda_1}} \right)}{\varepsilon_{\lambda_1} S} = D^* \frac{\log \left( \frac{P_{x_1 \lambda_1}}{P_{x_0 \lambda_1}} \right)}{\log \left( \frac{P_{x_1 \lambda}}{P_{x_0 \lambda_1}} \right)}
\]

### 4.3.3. Data processing

There are bias currents at the inputs of the amplifiers and the internal resistors in the thermopiles. The currents going through the internal resistors cause DC offset voltages at the inputs of the amplifiers. Moreover, due to the high gains and tolerant values of the resistors, the gains of the amplifiers are not stable. As a result, the DC outputs are unstable and influence the output signals of the amplifiers. Therefore, the DC voltages are considered as DC errors. On the other hand, noise caused by the amplifiers, the ADC, and crosstalk from the nearby wires also contribute to the challenge in data processing. Data processing techniques can be used to correct the data under the influenced by the DC error.

From the previous descriptions, when a certain sample stable data sets are analyzed, \( \eta \) should be a constant (i.e., does not variate from the mean value). Data processing technique is not presented here since this article just focuses on hardware design and detection mechanism. Thus, the results introduced here are used to prove the proposed hypothesis that \( \eta = \)constant and it is group-distinction coefficient.

### 4.3.4. Testing material

There are around seventy Fusarium species and it is not an easy task in distinguishing them [C4.5]. F. oxysporum is a cosmopolitan bio-object which was the main subject in this work. From [C4.5, C4.16, C4.54], the rotten garlic are mainly affected by F. proliferatum, F. culmorum, and F. oxysporum, among which F. proliferatum causes bulb rot, and the other two cause basal rot. Based on these features, rotten garlic bulbs were collected and their fungi were transmitted onto Potato dextrose Agar (PDA) Petri dishes which were prepared by a procedure described in The Fusarium Laboratory Manual [C4.5]. The dishes were placed in a handmade inoculation chamber for nurture and safety purposes. After 2-4 weeks, Fusarium samples were at their mature state. Using the microscope, the following fungi were distinguished: F. culmorum (Macroconidia: around 25\( \mu \)m wide and straight shape, from orange to brown colour; Microconidia: lack) and F. oxysporum
Macroconidia: around 50 µm wide and straight shape, from white to pale violet colour; Microconidia: oval, elliptical or kidney shape, and plenty of false head on short monophialides [C4.5].

At the mature state, the hyphae of F. oxysporum produces abundant Chlamydospores (Chl.) on PDA surface. The absorption spectrum of the Chl. is shown in Fig 1(b). In the experiments, the F. oxysporum Chl. was used as it is easy to manually transfer the spores into the device through a funnel. Figure 4.5 shows the microscopic photographs of the hyphae and the F. oxysporum Chl. after 4 weeks of nurturing. Figure 4.5(b) and 4.5(c) show Chlamydospores and their size between 15µm to 20µm.

As shown in Figure 4.1(b), the two typical wavelengths are \(\lambda_1=6.088\mu m\) (\(\nu_1=1,054cm^{-1}\)), \(\lambda_2=9.487\mu m\) (\(\nu_1=1,642cm^{-1}\)) for Fusarium detection purpose. As mentioned in the previous section, other substances should be involved in the test to verify if the bio-device can differentiate F. oxysporum from the other chosen substances. The selected substances include sunflower pollen, turmeric, and starch powders. Thus, there were totally five data categories for samples and no-sample. In the four data categories of samples, each one had more data sub-categories which were recorded at different sample densities.

4.4. Results and Discussions

The output data from the ADC are not only related to the incident power, \(P_{inc}\), but also to the DC error and noise. After data processing to remove DC error, \(P_{inc}\) can be calculated from its digital output, \(N_{dig}\), by:

\[
P_{inc} = \frac{N_{dig}*resolution(\mu V)}{Responsivity(V/W)*Gain} \quad (\text{Watt})
\]
4.4.1 Device test

The testing procedure is introduced here. First, the data were collected in without-sample and with samples. Figure 4.6 shows five patches of data that were measured without sample. It can be seen that the DC errors or the backgrounds of $\lambda_1$ and $\lambda_2$ thermopiles were not steady. As a result, the outputs at the final amplifier of $\lambda_1$ and $\lambda_2$ thermopiles varied due to DC errors. This introduced more challenges to process and retrieve useful information from the collected data. The noise and DC error of each type of signal can be calculated from the recorded data. As previously mentioned, the processing data approach is not presented in this paper.

![Figure 4.6](image)

Figure 4.6. Collected data from the three thermopiles in case of no-sample. (a): measurement patches of five data groups. Each group includes data from each thermopile; (b): Noise and DC background of the reference thermopile; (c): Noise and DC background of $\lambda_1$ thermopile; (d): Noise and DC background of $\lambda_2$ thermopile.
4.4.2. Sample test

- Background data and peak data correlation

The total output at the final amplifiers varies with the change in DC error and background. By viewing the data in many cases to learn the movement laws of the amplifier outputs of $\lambda_1$ and $\lambda_2$ thermopile, it can help to reduce error in data. Four typical data of the four samples are introduced. Figure 4.7 shows the peak data and DC errors measured in the four cases of F. oxysporum, pollen, turmeric, and starch. The left plots of Figure 4.7(a), (b), (c) and (d) belong to the reference thermopile. In this case, it can be seen there was no correlation between peaks and DC errors. The middle and right plots of Figure 4.7(a), (b), (c) and (d) belong to $\lambda_1$ and $\lambda_2$ thermopiles. In these cases, there are clear correlations between the peaks and the DC errors.

Table 4.1 provides the correlation values between peaks and DC errors of the mentioned cases above. It supports for the upper statements. These values were calculated based on the practical data of Figure 4.7.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Reference correlation</th>
<th>$\lambda_1$ correlation</th>
<th>$\lambda_2$ correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fusarium</td>
<td>-0.2014</td>
<td>0.9577</td>
<td>0.9673</td>
</tr>
<tr>
<td>Pollen</td>
<td>0.5945</td>
<td>0.9914</td>
<td>0.9935</td>
</tr>
<tr>
<td>Starch</td>
<td>-0.0201</td>
<td>0.9883</td>
<td>0.9581</td>
</tr>
<tr>
<td>Turmeric</td>
<td>-0.0028</td>
<td>0.9660</td>
<td>0.9764</td>
</tr>
</tbody>
</table>

In the reference correlation column of Table 4.1, except the pollen case, the other show that there was no correlation with negative values. That exception is caused by the outliers due to DC error. The outliers can be eliminated by data processing. The strong correlation in the cases of $\lambda_1$ and $\lambda_2$ can help to correct data which were affected by the DC error.
Figure 4.7. DC error and peak data correlation corresponding the four types of samples which are studied. (a): Fusarium (left: reference thermopile; middle: $\lambda_1$ thermopile; right: $\lambda_2$ thermopile); (b): Pollen (left: reference thermopile; middle: $\lambda_1$ thermopile; right: $\lambda_2$ thermopile); (c): Starch (left: reference thermopile; middle: $\lambda_1$ thermopile; right: $\lambda_2$ thermopile); (d): Turmeric (left: reference thermopile; middle: $\lambda_1$ thermopile; right: $\lambda_2$ thermopile);
As mentioned briefly in Data processing, there was a correlation among the change of average DC values and the peak data. Knowing the relationship between the DC error and the peak data can help to fix data with error. Figure 4.8 depicts the plots of the uncorrected and corrected data in the cases of F. oxysporum, pollen, starch and turmeric. It can be seen that the correction was effective. The corrected data now can be used in analysis. Table 4.2 shows \( \eta \) and its errors from the corrected data. The relative error of \( \eta \) of pollen sample case was large, because \( \eta \) and the absolute error were close to each other. The parameters in the table were extracted from the definition (4.4) of \( \eta \):

\[
\eta = \frac{\log \left( \frac{p_{\lambda_1}}{p_{\lambda_2}} \right)}{x_1 \log \left( \frac{p_{\lambda_1}}{p_{\lambda_2}} \right)} = \frac{x_1}{x_2}
\]

so:

\[
\varepsilon_\eta = \frac{\Delta p_{\lambda_1}}{x_1} \frac{p_{\lambda_1}}{x_1} + \frac{\Delta p_{\lambda_2}}{x_2} \frac{p_{\lambda_2}}{x_2}
\]

Here, the total absolute error of the direct measurement of the quantity \( P_{\lambda_1} \) (or: \( P_{0,\lambda_1}, P_{\lambda_2}, P_{0,\lambda_2} \)) was calculated by:

\[
\bar{\Delta P_{\lambda_1}} = \frac{1}{N} \sum_{i=1}^{N} \Delta P_{\lambda_{1i}}
\]

where:

\[
\Delta P_{\lambda_{1i}} = \left| P_{\lambda_{1i}} - \bar{P}_{\lambda_1} \right|
\]

and:

\[
\bar{P}_{\lambda_1} = \frac{1}{N} \sum_{i=1}^{N} P_{\lambda_{1i}}
\]

\( \Delta P_{\lambda_{1i}} \) is the absolute error at the \( i \)th measurement of \( P_{\lambda_1} \), and \( \bar{P}_{\lambda_1} \) is the mean value of \( N \) measurement times of \( P_{\lambda_1} \).

Table 4.2. \( \eta \) values and its errors of the samples

| Samples   | \( \eta \) | \( \pm \Delta \eta \) | \( \varepsilon_\eta \)(%)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fusarium</td>
<td>1.144</td>
<td>0.153</td>
<td>9.54</td>
</tr>
<tr>
<td>Pollen</td>
<td>0.136</td>
<td>0.116</td>
<td>85.0</td>
</tr>
<tr>
<td>Starch</td>
<td>0.939</td>
<td>0.0732</td>
<td>7.8</td>
</tr>
<tr>
<td>Turmeric</td>
<td>0.794</td>
<td>0.1387</td>
<td>17.5</td>
</tr>
</tbody>
</table>
Figure 4.8. Illustration of uncorrected data and corrected data. (a): $\lambda_1$ and $\lambda_2$ data of Fusarium sample case; (b): $\lambda_1$ and $\lambda_2$ data of Pollen sample; (c): $\lambda_1$ and $\lambda_2$ data of Starch sample; (d): $\lambda_1$ and $\lambda_2$ data of Turmeric sample.

Figure 4.9 is the visualization of Table 4.2. From the table and the bar chart, it can be seen that the group-distinction coefficients are different from each other. It proves that the device can successfully distinguish F. oxysporum from the other substances.

Now, let’s name $N_i = D_i \cdot S$, where $D_i$ is spore density of F. oxysporum at the $i^{th}$ experiment, $S$ is mirror areas (there are two mirrors, top and bottom), and $N_i$ is the number of spores on the mirrors or in the trap chamber. The plots in Figure 4.10 were plotted from Table 4.3. The plots have proven that the data successfully satisfy Beer-Lambert law. When $N_i$ changes, $x_1$ and $x_2$ must also change. The correlation of $x_1$ and $x_2$ is 0.9986. Thus, based on the Beer-Lambert law, the amount of Fusarium oxysporum can be determined by either $\lambda_1$ signal, $\lambda_2$ signal, or combination of the two thermopiles to increase precision.
From the study on Fusarium long distance dispersal in corn fields in American [C4.19], the min and max values of the Fusarium spore densities in different months are $D_{\text{min}}=6\times10^4/L$ and $D_{\text{max}}=271\times10^4/L$. The total time for a measurement patch is $T=135s$ and the vacuum pump effectiveness is 2.5L/min. Based on Figure 4.10, one can set up that the system will give alert at $N_{\text{alert}}=2.5\times10^5$ spores in the trap. In case of $D_{\text{min}}$, Table 4.4 shows that after around 270s the device can give alert. In case of $D_{\text{max}}$, Table 4.4 shows that after 135s the device will give alert.

Table 4.3. $x_1$, $x_2$, their absolute errors and $N_i$

<table>
<thead>
<tr>
<th>i</th>
<th>$N_i$</th>
<th>$x_1$</th>
<th>$\pm \Delta x_1$</th>
<th>$x_2$</th>
<th>$\pm \Delta x_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.545*10^5</td>
<td>-0.5101</td>
<td>0.0325</td>
<td>-0.3501</td>
<td>0.0487</td>
</tr>
<tr>
<td>2</td>
<td>3.82*10^5</td>
<td>-0.7849</td>
<td>0.0610</td>
<td>-0.6482</td>
<td>0.0914</td>
</tr>
<tr>
<td>3</td>
<td>5.09*10^5</td>
<td>-0.9404</td>
<td>0.0272</td>
<td>-0.7636</td>
<td>0.0707</td>
</tr>
<tr>
<td>4</td>
<td>10.18*10^5</td>
<td>-2.0936</td>
<td>0.1411</td>
<td>-1.6924</td>
<td>0.1229</td>
</tr>
</tbody>
</table>

Table 4.4. Alert time

<table>
<thead>
<tr>
<th>$N_i$*</th>
<th>$D_{\text{min}}=6\times10^4/L$</th>
<th>$D_{\text{max}}=271\times10^4/L$</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5\times10^5&lt;N_{\text{alert}}</td>
<td>No</td>
<td>67.7\times10^5&gt;N_{\text{alert}}</td>
<td>Yes</td>
</tr>
<tr>
<td>3\times10^5&gt;N_{\text{alert}}</td>
<td>Yes</td>
<td>135.5\times10^5&gt;&gt;N_{\text{alert}}</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$N_i^*=i\times2.5L*D_{\text{min}}$; $N_i^{**}=i\times2.5L*D_{\text{max}}$.  

Figure 4.9. Bar chart of the distinct coefficients of the studied samples.
4.4.3. Discussions

Although, there is a very small interference between the distinct coefficients of Fusarium and starch sample, with a higher number of measuring patches, the device can accurately identify which object is present in the trap. Besides, in the experiments, starch and turmeric were added to test the ability of the device, they are barely existing in the fields. In the wheat field, either Fusarium spores and/or pollens can be present. In this case, distinguishing Fusarium spores and pollen is much easier as illustrated in Figure 4.9.

Results from the last two figures show that the system can also determine the number of F. oxysporum Chl. in the trap. If the extinction coefficient ($\epsilon_\lambda$) is known ahead by experiments, then the estimation of $\log\left(\frac{P_\lambda}{P_{0,\lambda}}\right)$ will help to determine the spore number or spore density ($D_i=N_i/S$). Thus, this feature possibly empowers the device to provide density information that is more meaningful.

![Figure 4.10](image)

Figure 4.10. (a): Plot of the relation of number of F. oxyporum spores in the trap and x1; (b): Plot of the relation of number of F. oxyporum spores in the trap and x2.

DC errors play a role in the detection of the system. To assist the device working more reliable and providing better results, standard DC values can be determined from the typical bias currents given by the manufacturers of the preamplifiers and/or from the experimental observations.

The reflecting mirrors in the trap chamber and the reference chamber also contribute in the sensitivity of the device. First, the mechanism of the detection is based on the difference among the incident IR power which a thermopile can receive in case of no-sample ($P_{0,\lambda}$) and with sample ($P_\lambda$). With an unchanged sample density, the greater number of times that the IR light reflects on
the mirrors, the more difference the IR powers are. This poses a limitation on the length of the mirrors. With a long mirror length, the IR light is extremely weak when it lands on the detectors.

At a certain time, the trap needs to be cleaned, and IR power of incident light to the thermopile should be standardized to eliminate the influence of potential residue samples. The time when the trap needs to be cleaned can be determined by monitoring the signal level in the chamber.

Processing the recorded data is complex because of the high gain, DC error, and noise. Therefore, the careful selection of amplifiers and other components are essential to mitigate DC error and noise.

Note that the two chosen wavelengths are based on not only the F. oxysporum Chl. absorption spectrum but also on the atmosphere spectrum to avoid undesired IR interference from the air.

This method can be applied for other bio-objects detection with appropriate light spectrum, light source, and detectors. The device was tested in the laboratory environment to measure the samples. In the field environment including high air temperature and humidity, the system should operate normally with the chosen components and parts when the modules were built. There are some unexpected spikes from the data which cannot be explained at this time; this may occur only on this first prototype. However, these can be easily eliminated by using simple data processing techniques.

4.5. Conclusions

To protect crops from threat of dangerous fungal pathogen, an early detecting approach for Fusarium spores in the air was proposed and tested. This study provides a new approach in detecting based on group-distinction coefficient, \( \eta = \frac{\varepsilon_{\lambda_1}}{\varepsilon_{\lambda_2}} \). This factor is defined from Beer-Lambert law. One can see that \( \eta \) is the key for the successful work of the system and the detection mechanism has not been previously developed. The experimental results prove that the system can distinguish F. oxysporum from other samples. As far as the idea of using NDIR detectors, electrostatic and AAS to detect Fusarium is concerned, the system differs from other existing biosensor methods.

The NDIR device is portable, reliable, and affordable which can quickly and consecutively sense the presence of Fusarium spore in the atmosphere. The recent reviews on biosensor trends published in 2016 [C4.55] and in 2018 [C4.56] describe many types of sensors. A common feature
of these biosensors is that they require bio-receptors (antibodies, enzymes, nucleic acids, organelles, etc.) which is used to catch the target objects. These biosensors also need transducers which transform sensing events into measurable signals. The new approach of this work removes the above tedious tasks and complexities. Stand-alone device with embedded system can be easily installed in the field to monitor the presence of Fusarium. The system can also be connected to IoT ready devices to transfer the data or the results to the cloud for certain agriculture applications.
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Sampling the air flowing into the sensing system by applying electrostatic charge also catches undesired particles. These particles can interfere to the *Fusarium* analysis procedure. To reduce the unwanted interference, a quad-inlet cyclone separator was installed at the front of the high voltage trap. These two components form a bandpass particle filter to select only particles having the size of the *Fusarium* spores. In this chapter, the features and parameters of the *Fusarium*, turmeric, and starch were used in simulation. The relative dielectric coefficients of these samples were proposed and used in the simulations. The simulation provided appropriate dimensions of the cyclone separator and high voltage trap. The experiments and results proved the device work as expected. The combination of a cyclone separator and a high voltage trap to form a bandpass particle filter is novel and can be used in any air sampler.
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Air Sampler with Particle Filter Using Innovative Quad-Inlet Cyclone Separator and High Voltage Trap

Son Pham, Anh Dinh

Abstract

The air sampler collects all the floating particles in the air. These particles are different in size and it is necessary to retain only the size range of the interested objects in the sampler. With the interest of sampling the Fusarium spores, which have particle diameter range of around 10µm to 70µm, and eliminating particles smaller than 10µm and particles larger than 70µm, in this study, a novel method of combining a quad-inlet cyclone separator and a high voltage trap is proposed. At small size, such cyclone separator is a new design having four inlets to facilitate the cyclone to intake the particles from any direction. The quad-inlet cyclone separator filters away the large size particles (low pass). By applying di-electrophoretic force in the high voltage portion, the trap can eliminate the small size particles (high pass). The combination of these two devices creates a system which works as a particle bandpass filter. To investigate the features as well as to study the appropriate parameters of the cyclone and the trap, the numerical simulations for the trap work have been performed by COMSOL Multiphysics. In the simulations, wheat, turmeric and Fusarium spore objects were investigated. From the simulation, the bandpass ranges of the wheat, turmeric and Fusarium samples are [19.5µm-75µm], [14.5µm-52.5µm] and [15.5µm-67µm], respectively. The experimental results have consolidated that the device can reduce the presence of small size particles, and especially filter well the particles which have size larger than 70µm. In addition, with homogeneous electric field in the HV trap, the sample distribution on the electrodes was fairly smooth which is useful in later quantifying Fusarium spores. By using a strong vacuum pump, the internal air sample could be cleaned easily for the next sampling. The designed particle trap can be widely applied in air sampling and analysis applications.

Index Terms— Air sampler, particle trap, cyclone, high voltage, simulation.
5.1. Introduction

Particle size is a significant factor for powders, aerosols, emulsions and suspensions as it influences the material properties such as dissolvability, flowability, penetrability, or viscosity [C5.1]. The size is also a property which assists in determining airborne allergens, pollutants, and pathogens which could be from molds, spores, pollens, flour, dust, smoke, virus or bacteria [C5.1-C5.7]. These airborne particulates are different in size ranges, in which the virus size is from around 0.005µm to 0.09µm [C5.6], or pollen size is from about 9µm to 120µm [C5.8]. If the sizes of investigated airborne objects are in a foreknown range, it is meaningful to build the sampler only samples the particles in the air in the range to mitigate noise interference from the other objects. An air sample is required to collect fungus spores in the field in order to reveal their existence. This is essential in the detection of *Fusarium* (*F.*) spore causing head blight disease in wheat. The size of the spore is in the range which is normally from 10µm to 70µm and a few of them can be around 100µm, such as *Fusarium Equiseti* macroconidia spore [C5.9, C5.10]. Therefore, the sampling device should be able to consecutively work in the range of 10µm to 70µm. In addition, the sampler should be portable and re-usable as the device must be installed in the field.

The air can be sampled by several methods where every method has its own advantages and disadvantages. Sampling devices can be divided into two categories, passive air sampler (PAS) and active air sampler (AAS). According to [C5.11 - C5.13], the aerosol particles can be caught by allowing the air flow onto a particular medium which is high viscosity or sticky in a PAS. The advantages of the PASs are cheap and non-electricity, but the temporal resolution of these samplers is low because of their wind dependence and time consuming. On the contrary, an AAS must have at least a supporting electrical device such as vacuum pump [C5.12] or rotating motor [C5.14] which can maintain good resolutions of sampling tempo. One of the disadvantages of AASs is generally more expensive than the PAS. In practice, AASs overwhelm PASs.

To find the appropriate solution for the upper mentioned requirements, in this paper, active air sampling method has been chosen because of the advantages of the AASs. After investigating AASs, the cyclone air sampler has been selected to work as a pre-filter to eliminate the large particles (i.e., low-particle-size-pass filter). The advantage of this one in comparison with the other AASs is that there is no need for adhesive material. Then, based on the ability of electrostatic, a high voltage trap has been designed to work as the high-particle-size-pass filter. Both of the filters work together to collect desired particles in the size range from 10µm to 60µm.
The contents of the paper are set up into five sections. The second section is the background of the method used in the sampling. The third section is the experiment and simulation methods which provides in detail how the experiment and simulation were performed. The fourth section provides results and discussion about the achievement and the challenges in experiment and in simulation. In this section, the results will prove if device can work on the target bandpass. The final section concludes the work.

5.2. Background

In our *Fusarium* detection project, it requires sampling the air and analyzing the air sample [C5.15]. As mentioned above, *Fusarium* spore size range is [10µm - 70µm], the particles which are out of this range should be filtered away. In the air, the aerosol particulates are different in source, type, size and quantity which probably depend on the studied site and time. For instance, in Granada where is the non-industrialized city and located in the southeast of Spain, from March 2006 to February 2007, the authors of the research about aerosol particles in the city found that the quantity of particulate matters (PM) which are finer than 10µm (PM$_{10}$) and 1µm (PM$_{1}$) were not the same in the four seasons (spring, summer, autumn and winter) [C5.16]. Moreover, PM$_{1}$/ PM$_{10}$ ratios of these particles generally were smaller than one during the year [C5.16].

Another research in 2006 about “Trends in primary particulate matter emissions from Canadian agriculture” pointed out that PM$_{10}$ and PM$_{2.5}$ (particulate matter is finer than 2.5µm) contributed 82% and 76% to PM emission from Canadian agriculture respectively [C5.17]. In addition, in that research, the authors also identified other sources for PM emission. These include activities from wind, harvest, land preparation, animal feeding operations, fertilizer,…, from animal (poultry, pullet, broiler, turkeys, dairy cow …), crops (forage seed, buckwheat, canola, grain corn, silage corn, flaxseed, …) [C5.17]. Furthermore, the research has shown that pollen, spore and bacteria also contribute to PM of the atmosphere. Therefore, in the application of *Fusarium* detection, it is essential to eliminate PM$_{10}$, PM$_{2.5}$, bacteria and most of pollen having the size either smaller than 10µm or larger than 60µm. The elimination assists in mitigation the noise interference caused by the above-mentioned PM, but still keep *Fusarium* spore in the system for detection and monitoring. As shown in Figure 5.1, the cyclone separator and high voltage trap are arranged in order and used to sample the air.
5.2.1. Cyclone separator

Two basic forms of cyclone separators are the axial inlet [C5.18] and the tangential inlet [C5.19] separators which are widely used in industry to filter out harmful particles. The cyclone separators also use to clean the air in the house. In these separators, gravity, buoyancy, drag, and centrifugal forces are exerted on the particles [C5.20]. For any type of cyclone, generally, it can be analyzed as the following:

The gravity force, \( F_G \) (N), of a particle with diameter \( d_p (\text{µm}) \), mass \( m_p (\text{kg}) \) and particle mass density \( \rho_p (\text{kg/m}^3) \), is:

\[
F_G = m_p g = \frac{\pi d_p^2 \rho_p g}{6},
\]

where, \( g = 9.8 \text{m/s}^2 \) is gravity acceleration.

Buoyancy force \( F_B \) is caused by the displacement of the air, and \( F_B \) resists gravity force: \( F_B = m_g g = \frac{\pi d_p^2 \rho_g g}{6} \), in which \( m_g (\text{kg}) \) is the mass of the displaced gas, and \( \rho_g = 1.2 \text{kg/m}^3 \) is the mass density of the air. As \( \rho_g \) is practically much smaller than \( \rho_p \), \( F_B \ll F_G \). Thus, \( F_B \) can be neglected.

The drag force \( F_D \) is caused by the interaction of the particle with the gas. This interaction changes the momentum of the particle, so \( F_D \) equals to the momentum per unit time by the impartment of the gas:

\[
F_D = \frac{A_p \rho_g V_p^2 C_D}{2} = \frac{\pi d_p^3 \rho_g V_p^2 C_D}{8},
\]

(5.1)

where, \( A_p = \frac{\pi d_p^2}{4} \) (m\(^2\)) is cross sectional area of the particle; \( C_D \) is drag coefficient without unit; \( V_p = \frac{\pi d_p^3}{6} \) (m\(^3\)) is particle volume. The flow pattern and velocity of the particle can affect the drag coefficient. The flow pattern is defined by dimensionless coefficient \( Re \) which is called Reynolds number introduced in chapter 16 in [C5.20] and:

\[
Re = \frac{\text{inertial forces}}{\text{viscous forces}} = \frac{d_p \nu_p \rho_g}{\mu_g}
\]

(5.2)

where, \( \nu_p (\text{m/s}) \) is the particle velocity; \( \mu_g = 17.9 \mu\text{Pa/s} \) is the gas viscosity at 20°C and 101.3kPa [C5.21]. When \( Re > 1000 \), the flow of fluids can be sorted into the turbulent or Newton region.
Otherwise, the flow is in the laminar or Stoke region. According to chapter 30 in [C5.20], if \(d_p > 3\mu m\) and \(Re < 1\), then \(CD = 24/Re\); if \(1 < Re < 1000\), then \(CD = 18.5/Re^{0.6}\); if \(Re > 1000\), then \(CD = 0.44\). In Stoke region, the drag force [C5.21] is:

\[
F_D = 3\pi d_p \cdot \mu_g \cdot v_p
\] (5.3)

With any type of cyclone separator, the centrifugal force exerted on a particle is determined by the motion curvature (\(R\) is radius of the motion curvature), mass (\(m_p\)), and tangential velocity (\(v_t\)) of the particle in the cyclone:

\[
F_C = m_p \frac{v_t^2}{R}
\] (5.4)

In practice, with a standing cyclone, \(F_D\) and \(F_C\) are mainly used to analyze the work of cyclone separators as the gravity force is perpendicular to the particle trajectory and the buoyance force is too small. From the feature of \(F_D\) and \(F_C\), it can be seen that \(F_D \uparrow \downarrow F_C\) [C5.20]. When \(F_D\) equals \(F_C\), then \(F = F_C - F_D = 0\). Thus, the particle velocity in cyclone is:

\[
v_p = \frac{d_p^2 \cdot \rho_p \cdot v_t}{18 \mu_g \cdot R}
\] (5.5)

Consequently, the particle velocity moving toward the cyclone wall is proportional to the square of the particle diameter. Therefore, the removal efficiency (DRE) of the cyclone trap is higher when the particle diameter is larger. The definition of DRE [C5.20] is:

\[
\text{DRE} = \frac{M_{\text{in}} - M_{\text{out}}}{M_{\text{in}}} \times 100\%
\] (5.6)

where, \(M_{\text{in}}\) and \(M_{\text{out}}\) are total mass of particle at certain diameter going in and out of the cyclone.

If fine PM which \(d_p < 3\mu m\), then it is necessary to add “Cunningham coefficient slip correction factor” (Cc) [C5.20] into equation (5.5):

\[
v_p = \frac{C_c \cdot d_p^2 \cdot \rho_p \cdot v_t}{18 \mu_g \cdot R}
\]

In the process flow of the device, the air, after going through the cyclone separator, will enter the high voltage trap.

### 5.2.2. High voltage trap

Tai et al. [C5.22] suggested to use high voltage (HV) to trap aerosol particulates, or is sometime preferred to use, such as in to sample bacteria. Bowker et al. [C5.23] also used HV to research the electrostatic charge on pollen. In these two examples, the important force influencing on the particulates is the dielectrophoretic force (\(F_{\text{DEP}}\)). If \(E\) is the electric field created by the applied
HV, and there is a particle flowing into the electric field, the $F_D$ exerted on the particle is:

$$F_{DEP} = \frac{\pi \, d_p^3 \, \varepsilon_m (\varepsilon_p - \varepsilon_m)}{4 \, \varepsilon_p + 2 \varepsilon_m} \nabla |E|^2$$  \hspace{1cm} (5.7)

where, $\varepsilon_m$ is the relative dielectric or permittivity of the medium; $\varepsilon_p$ is the relative dielectric of the particle [C5.24]. Equation (5.7) is built by an assumption that the particle is spherical with diameter $d_p$. From the equation, it can be seen that $F_{DEP}$ is proportional to third order of $d_p$.

5.3. Materials, part design, simulation and experiment

5.3.1. Material

For the test, wheat powder, turmeric powder, and *Fusarium* (*F.* oxysporum) *Chlamydospore* (*Chl.*) were used. The turmeric powder was chosen as its mass density is similar to the *Fusarium* spore density. The wheat powder was chosen as its mass density (657kg/m$^3$) [C5.25] is pretty different from the mass density of turmeric (1341kg/m$^3$) [C5.26] and *Fusarium* spore (1,000kg/m$^3$) [C5.27]. Thus, it benefits in checking if the results of the simulation and practice are matched with each other. For *Fusarium* sample preparation, *Fusarium oxysporum* hyphae was taken from garlic infected by *Fusarium oxysporum*, and nurtured in Potato Dextrose Agar (PDA) at 25°C in an incubator [C5.15] for safety [C5.9]. To investigate the particulate size contribution, an OLYMPUS U-MSSP Japan Microscope [C5.28] was used.

5.3.2. Part design and simulation

In the system, the cyclone separator is the prefilter and must be able to pass the particulates with $d_p < 70\mu$m to the second stage. Thus, its role is as a low-particle-pass filter (LPPF). The HV trap will be the second stage for the air flow. It will catch the particles with $d_p \geq 10\mu$m and eliminate the particles with $d_p < 10\mu$m. Therefore, its role is as a high-particle-pass filter (HDPF). To realize a desired structure which can satisfy the above requirements, COMSOL Multiphysics 5.3 software was used to simulate the operation of a cyclone separator and a HV trap. Simulation helps to form the design structure for the parts. The procedure to have final designs for the discussed devices above is as the following steps:
- Step 1: form a temporary simulation structure in the simulation software and run the simulation.
- Step 2: analyze the simulation results to see if the devices can filter undesired particles. If not, then adjusting the diameters of the inlets, outlet and cyclone chamber of the cyclone separator, or the diameters of the inlet, outlet, or the dimensions of interaction chamber of the HV trap.
- Step 3: re-run simulation again, then repeat Step 2 until the results show desired features from the devices.

Before simulations, it is essential to estimate the Reynolds number to know what is the flow region which has to be applied in the simulation. From equation (5.2), the Reynolds number is estimated, and \( \text{Re} \approx 1.7 \ll 1000 \), where, \( d_p = 10\mu m; \) \( v_p = 1m/s \) is the velocity of the gas, which is an average wind speed in the Province of Saskatchewan, Canada [C5.29, C5.30]. Thus, in this case, the particle flows in the Stoke region. The \textit{Single-Phase Laminar Flow} (SPLF) physics module was deployed in the simulations for both types of the devices. The air was compressible with \( \text{Ma} < 0.3 \) which was the condition applied in the simulation; \( \text{Ma} \) is the Mach number and is the ratio of local flow velocity and the speed of sound in the medium [C5.31, C5.32]. Actually, as \( \text{Ma} < 0.3 \), either incompressible or compressible conditions can be applied for this simulation [C5.32].

- \textit{Cyclone separator}: We define \( d_{\text{High, 50}} = 70\mu m \) as the cut-off particle diameter at which the number of 70\( \mu m \) particles at the outlet is half of the number of that particles at the inlet. From equation (5.3), (5.4) and (5.5), \( d_{\text{High, 50}} \) can be affected by the curvature trajectory radius, gas velocity, gas viscosity or mass of particle. The gas velocity, pressure at the inlet and pressure at the outlet are selected or calculated by referencing the parameters of the vacuum pump which is a 2.5L/min and 12V pump, or the practical parameters, such as the velocity of the cyclone inlets, \( v = 1m/s \). This velocity value was based on the wind speed in [C5.29, C5.30]. In this application, to achieve the desired \( d_{\text{High, 50}} \), the factors which were adjusted are the radius of the cyclone chamber, and the dimensions of the inlets and outlet. As mentioned before, the cyclone was designed to have four inlets located at four different directions which could receive the air sample from any direction. To study the particle trajectory, the \textit{Particle Tracing for Fluid Flow} (PTFL) module was used. From the simulation, the final structure and the practical design are shown in Figure 5.2. Figure 5.2(a), (c) and (d) show the simulation
structure, and Figure 5.2(b) is the experimental part built by the Prusa i3 MK3 3D printer. To have a printable version, the simulated cyclone structure was modified to add outer layers, because in the simulation, the thickness was zero.

Figure 5.2. Quad-inlet cyclone simulation and its structures. (a): 3D simulation view of the cyclone separator and its reservoir; (b): the cyclone printed by a 3D printer; (c): projection of the quad-inlet cyclone on the x-y plane; (d): projection of the quad-inlet cyclone on the x-z plane.

- **High voltage trap**: $d_{\text{Low, 50}} = 10\mu m$ is defined as the low-cut-off diameter for the trap. Adjusting the high voltage applied onto the electrodes or the dimensions of the trap can influence on $d_{\text{Low, 50}}$. In the design, the height of the HV trap is limited to maximum around 5mm. The electric field inside the trap is simulated by Electric Currents (EC) module.

The HV was set at 10kV. The SPLF module in COMSOL was used to investigate the velocity and pressure of the gas and the PTFL module was used to study the particle trajectory. After
simulations, the appropriate dimensions of the trap were found. Figure 5.3(a), (c) and (d) shows the simulation view and the dimensions of the trap. Figure 5.3(b) is the prototype version for the experiment. It was made from Poly methyl methacrylate plates and epoxy resin to form the HV chamber. The bottom and top electrodes were simply made from the printed circuit board.

5.3.3. Experiment setup

After the cyclone separator and the HV trap were built, these parts were connected with each other to make a system filter (an air sampler). The outlet of the cyclone separator was linked to the inlet of the HV trap by a 90° brass connector and a soft plastic pipe. In the system, there were two vacuum pumps with different functions. Vacuum pump 1 is a 12V and 2.5L/min air flow pump, which is mainly used to draw the air into the system for sampling. Vacuum pump 2 was a 16V and
40L/min which was mainly used to clean the HV trap chamber. The two vacuum pumps were connected with each other by a brass T-connector. The rest inlet of the T-connector was attached to the outlet of the HV trap by a soft plastic pipe.

The entire setup diagram for the experiment is shown in Figure 5.4(a), and the practical setup is Figure 5.4(b). The inner of box 1 is shown in Figure 5.4(c), where the cyclone separator and the two fans can be seen. The testing system had two boxes, box 1 and box 2 with dimensions of 42cm × 50cm × 25cm (width × length × height) and 28cm × 48cm × 18cm (width × length × height) respectively. In the larger box, there were two fans which could create turbulent air flow to drag powder samples put on the bottom of the box 1. Fan 1 worked at 12V, and it span at 9,996rpm ± 7rpm. Fan 2 worked at 120V, and its spin was 6,397rpm ± 5rpm. The function of box 2 was simply to keep the particulates released from the outlet of the vacuum. A three relay circuits were controlled by an Atmega-328P Arduino board. The relays turned on/off the vacuum pumps and the HV circuit connected to the HV trap.

To perform the experiment, a procedure was set up. The procedure for the experiment is as the followings:

- **Phase 1**: Turning on Fan 1 and Fan 2 → turbulent air will take the powder sample off from the bottom of box 1 → it will result in powder mist in box 1.
- **Phase 2**: Turning on HV circuit to supply around 10kV for HV trap, and at the same time, turning on pump 1 to sample the air in box 1 → the cyclone filters out large particulates and passes the rest particulates to the HV trap → the trap catches the large particulates in the coming air → the small particulates will be released into box 2.
- **Phase 3**: After 1 minute, turning off both of HV circuit and pump 1. Investigate the sample in the HV trap by the Olympic microscope (actually, at this step, another HV trap device, which is installed thermopile detectors, infrared source and silver mirrors, will start to measure infrared intensity for later analysis. This work is to be published in another paper).
- **Phase 4**: Turning on pump 2 in 5 seconds to clean the HV trap chamber.

After the experiment for a certain sample is finished, box 1 must be cleaned for a new sample test. The next section shows the results from simulations and from the experiments.
5.4. Results and discussion

5.4.1. Simulation

5.4.1.1. Cyclone separator

Running SPLF module provides the velocity and pressure of gas in the cyclone. The necessary parameters for the simulation have been discussed in previous section. Figure 5.5 shows the magnitude of the gas velocity and the gas pressure in the cyclone. Figure 5.5(a) mainly shows the gas velocity magnitude in the cyclone chamber and the outlet pipe, as the velocity changes in these parts. At the top center area of the outlet, the velocity of the gas is largest. The velocity in that area is around 8m/s. Figure 5.5(b) describes the velocity magnitude distribution along the red line which
goes from the bottom of the reservoir to the outlet. The X-axis is the arc length from the bottom of
the reservoir to the outlet. In Figure 5.5(b), zero point corresponds to the bottom of the reservoir,
50mm point is around the center point of the cyclone chamber, and the highest point with the
coordinate of 80mm, is the center point of the outlet. From Figure 5.2(d) the lowest edges of the
inlets are at 54mm. At the points from 50mm to 0mm, Figure 5.5(b) shows that the velocity is 0m/s.
Consequently, the particulates falling into the space lower than that point will settle down onto the
bottom of the dust reservoir by gravity. Again, it can be seen from Figure 5.5(b) that the gas velocity
at the outlet center is largest, and the gas velocity decreases quickly to the center point of the
cyclone chamber.

Figure 5.5(c) describes the air velocity magnitude and its streamline on x-y plane which is
perpendicular to the quad-inlets and goes through z = 56 mm. From the figure, the gas velocity close to
the cyclone wall is very weak. It can be seen the spinning radius of gas reduce when it goes close
to the center. Figure 5.5(d) and (e) illustrate the gas pressure in the cyclone separator. From the
legend of Figure 5.5(d), it can be seen that the gas pressure is strongest from the cyclone chamber
to the reservoir and the pressure is unchanged in this space. Figure 5.5(e) provides more detail of

Figure 5.5. Plots of the velocity and pressure of the gas inside the cyclone separator. (a): gas
velocity magnitude; (b): gas velocity magnitude distributing from the reservoir bottom to the
outlet; (c): gas velocity magnitude and its streamline distributing on x-y surface going through z
= 56 mm; (d): pressure in the cyclone; (e): pressure distributing from the bottom to the outlet.
the gas pressure distributed from the reservoir bottom corresponding zero point to the outlet corresponding 80mm point on the x-axis.

In the followings, the simulation of the powder particles and Fusarium spores are presented. The mass density of wheat powder is 657kg/m³ [C5.25], turmeric is 1,341kg/m³ [C5.26], and Fusarium spore is 1,000kg/m³ [C5.27]. In the simulations, the number of particles released into the cyclone through the inlets was 500 particles. In the simulation, the numbers of the particles in the cyclone chamber, the reservoir and the outlet pipe were monitored to study the change and movement of the particles by applying PTFL module. Figure 5.6 depicts the simulation of particle trajectories in the cases: $d_p = 20\mu m$, $d_p = 40\mu m$, $d_p = 75\mu m$, $d_p = 140\mu m$ and $d_p = 200\mu m$ when investigating the wheat powder sample was conducted.

It can be seen that no particulate settles down into the reservoir for $d_p = 20\mu m$. When $d_p = 40\mu m$, $d_p = 140\mu m$ and $d_p = 75\mu m$, the wheat particulates can be seen both in the outlet and the reservoir. However, the larger the particles, the less they can be seen in the outlet. When $d_p$ is large enough, such as $d_p = 200\mu m$, there will no wheat particles presenting in the outlet. These trends are not different from the turmeric and Fusarium cases, except happening at different particle sizes.

![Figure 5.6. Wheat particle trajectories. (a): $d_p = 20\mu m$; (b): $d_p = 40\mu m$; (c): $d_p = 75\mu m$; (d): $d_p = 140\mu m$; (e): $d_p = 200\mu m$.](image)

From simulations, the wheat particle movements in the parts of the cyclone separator can be studied. Figure 5.7 shows the simulations of the wheat particle movements at different sizes in the cyclone separator. The blue, red and green lines describe the particulate numbers in the cyclone, through the outlet and in the reservoir respectively.
In Figure 5.7(a), (b) and (c), when $d_p$ is smaller than 30µm, the particles would be hardly going to the reservoir. Moreover, when $d_p$ is too small, such as $d_p = 1µm$, the particle hardly goes into the reservoir, but not all of them can go to the outlet. It is because a part of the in-coming particles will be stuck in the cyclone chamber or bounced back to the inlets from the opposite walls. Figure 5.7(c) shows that when $d_p$ is large enough, most of them will go to the outlet, such as $d_p = 3µm$. Finally, in Figure 5.7(g), (h) and (i), when particles are large, then the particles mainly go to the reservoir.

![Figure 5.7](image)

**Figure 5.7.** Plots of the wheat particulate numbers in the cyclone, through the outlet and in the reservoir at different diameters. (a): $d_p = 1µm$; (b): $d_p = 3µm$; (c): $d_p = 30µm$; (d): $d_p = 40µm$; (e): $d_p = 50µm$; (f): $d_p = 75µm$; (g): $d_p = 90µm$; (h): $d_p = 120µm$; (i): $d_p = 140µm$;

For the turmeric and *Fusarium* cases, the changing trends are pretty similar to the wheat case. The difference in the changing trends depends on the particle diameter and the particle mass density.

From monitoring the particle movements in the parts of the cyclone separator above, the correlation functions between the outlet particle number and the particle diameter of the wheat, turmeric and *Fusarium* cases are formed. Figure 5.8 shows the correlation functions in three cases. From Figure 5.8(a) and (b), when investigating the wheat case, $d_{High, 50} = 75µm$; $d_{High, 50} = 52.5µm$, when the turmeric case is studied. In *Fusarium* case, $d_{High, 50} = 67µm$ which is shown in Figure 5.8(c).
The necessary physics modules of COMSOL for the HV trap simulation are EC module to simulate the electric field caused by the HV, SPLF module to simulate the gas flow inside the trap, and PTFL. These modules also help to simulate the interaction between the particles and the electric field, the gravity effect and the particle trajectories. Because the cyclone separator and the HV trap are connected to each other, the velocity simulation result, which is around 8m/s, at the outlet of the cyclone will be the velocity at the inlet of the HV trap. Running EC and SPLF physics modules provide the electric field, gas velocity and pressure in the trap. Figure 5.9 shows the electric field, the gas velocity magnitude and the pressure in the HV trap. From Figure 5.9(a), the electric field is almost homogeneous inside the space between the two plates. The magnitude is \(0.37 \times 10^7\) V/m. In Figure 5.9(b), the red arrows are the velocities of the inner air. It can be seen there are two main

![Figure 5.8. Plots of the relation of outlet particle numbers and diameter logarithm. (a): wheat powder case; (b): turmeric powder case; (c): Fusarium case.](image)
spinning zones. One spinning zone is small and the other zone is larger. Although, the inlet gas velocity is set up at 8m/s, the maximum gas velocity inside the trap chamber is just around 4.2m/s. In Figure 5.9(c), although the green lines separate the different pressure layers, they can be grouped into three main pressure zones, in which the two-end zones are almost the same in pressure which can be seen through yellow darkish color. The middle zone has greenish color which means its pressure is weaker than the other two zones. The difference in pressure can explain for the reason why there are two main spinning zones observed in Figure 5.9(b). This difference results in air movement inside the trap.

![Figure 5.9](image)

Figure 5.9. Plots of the physics quantities in the HV trap. (a): electric field (V/m); (b): gas velocity (m/s); (c): pressure (Pa).

From equation (5.7), to simulate the interaction between particulates and electric field, it is essential to determine relative dielectric of the medium, $\varepsilon_m$, and relative dielectric of the particulate, $\varepsilon_p$. The investigated medium is the air, so $\varepsilon_m = 1$ [C5.33]. Therefore:

$$F_{DEP} = \pi \frac{d_p^3}{4} \frac{(\varepsilon_p - 1)}{\varepsilon_p + 2} \nabla |E|^2$$

(5.8)

Equation. (5.8) shows that when $\varepsilon_p$ increases, $\frac{(\varepsilon_p - 1)}{\varepsilon_p + 2}$ will also increase, but the slope will gradually decrease. When $\varepsilon_p$ increases to a large value, $\frac{(\varepsilon_p - 1)}{\varepsilon_p + 2}$ will move close to value 1. Therefore, the change of $\varepsilon_p$ does not change $F_{DEP}$ as much as $d_p$, because $F_{DEP} \sim d_p^3$.

From the studies on wheat permittivity in [C5.34, C5.35], the average value of $\varepsilon_p$ can be taken at 5 for simulation. Figure 5.10 shows the particle trajectories in the HV trap at four typically
different diameters. From the simulation results, in the trap, the particle distributions corresponding different particle sizes are different from each other. The large particles, such as $d_p = 100\mu m$, mainly distribute close to the inlet area, and the medium particle, such as $d_p = 50\mu m$, distribute from the area close to the inlet to the furthest side of the trap. The small particles, such as $d_p = 2\mu m$, will suffer less $F_{DEP}$, more particles escape through the outlet.

Conducting simulations and monitoring the numbers of the particles of the three sample cases in the inlet, in the HV trap, on the electrode surfaces and through the outlet for the all cases, the relation functions between the particles in these parts can be built. In the simulations, the number of the particles released into the inlet was 500 particles. Figure 5.11(a), (c) and (e) illustrates the relation functions of the particles in the inlet and the particles in the chamber or on the electrodes of the HV trap of wheat, turmeric and *Fusarium* respectively.

To find the transfer functions for the HV trap in the three sample cases, the later equation is used:

$$R_{HVtrap} = \frac{N_{d_p}}{N_{d_p, in}}$$  \hspace{1cm} (5.9)

where $N_{d_p}$ is the number of the particles with diameter $d_p$ caught by the device; $N_{d_p, in}$ is the number of the particle with diameter $d_p$ coming into the inlet. In the simulation, $N_{d_p, in} = 500$ particles. Equation (5.9) is also applied for the cyclone separator simulation to find the transfer function, $R_{cyclone}$. Now, the transfer function of the system which includes the HV trap and the cyclone separator can be found by:

$$R_{system} = R_{cyclone} * R_{HVtrap}$$  \hspace{1cm} (5.10)

Figure 5.10. Particle trajectories. (a): $d_p = 2\mu m$; (b): $d_p = 19.5 \mu m$; (c): $d_p = 50\mu m$; (c): $d_p = 100\mu m$;
The transfer function plots for wheat, turmeric and *Fusarium* are respectively shown in Figure 5.11(b), (d) and (f). In these figures, the transfer function plots of the cyclone separator and the HV trap are also depicted.

Noticing that, there is not much information about the dielectric coefficients of turmeric and *Fusarium* samples. Because turmeric powder texture is very similar to wheat powder, it can be assumed that the turmeric and wheat dielectrics are the same. Thus, the turmeric relative dielectric value used in the simulation was 5. For *Fusarium*, another assumption was considered. As both of *Fusarium* spore and *Bacillus megaterium* spore have nucleus and lipid in their bodies according to [C5.36- C5.38], their relative dielectric values can be considered similar. Based on the relative average permittivity of *Bacillus megaterium* spore, which is around 120 [C5.39], so the relative dielectric of *Fusarium* spore equals to that value.
5.4.1.3. System response

From the cyclone separator and HV trap simulations, the particle bandpass ranges and the slopes of the two sides of the transfer functions of wheat, turmeric and *Fusarium* are shown in Table 5.1. In this table, the bandpass ranges were calculated by using $D_{Low, 50}$ and $D_{High, 50}$.

Table 5.1. Particle bandpass and slopes

<table>
<thead>
<tr>
<th>Sample</th>
<th>Left slope (particle/ µm)</th>
<th>$D_{Low, 50}$ (µm)</th>
<th>$D_{High, 50}$ (µm)</th>
<th>Right slope (particle/ µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheat</td>
<td>44.25</td>
<td>19.5</td>
<td>75.0</td>
<td>5.9</td>
</tr>
<tr>
<td>Turmeric</td>
<td>58.25</td>
<td>14.5</td>
<td>52.5</td>
<td>9.5</td>
</tr>
<tr>
<td>Fusarium</td>
<td>61.2</td>
<td>15.5</td>
<td>67.0</td>
<td>8.8</td>
</tr>
</tbody>
</table>

5.4.2. Experiment

In the experiment, to be able to view the particulates caught by the HV trap, a piece of black-smooth rectangular paper was put underneath one electrode. Consequently, the particulates would lay on the black-smooth paper, instead of on the electrode. The particle size distribution was investigated by the OLYMPUS U-MSSP Japan Microscope [C5.28]. The equation to calculate the frequency distribution [C5.1, C5.40] is:

$$F_i = \frac{d_{p,i} N_i}{\sum_i N} \quad (5.11)$$

where, $d_{p,i}$ is the diameter of particle $i$; $N_i$ is the number of the particle $i$; $n$: number of different sizes of the particles.

In the cyclone separator test, after running the test system as described in Section III-C, the particles samples of the turmeric and wheat samples, which were collected from the reservoir, were analyzed. From the analysis, the frequency distributions of the particles sampled from the reservoir are illustrated in Figure 5.12(a). The x-axis is the particle diameter, and the y-axis is the frequency distribution percentage. Figure 5.12(b) is the magnified photo of the turmeric. Analyzing the microscope-magnified photos of the wheat and turmeric samples used in the experiments, the frequency distribution of the turmeric and wheat samples are charted in Figure 5.12(c). Figure 5.12(d) is the magnified photo of the original turmeric sample.
From the image analysis, the particle diameters of the peaks of these distributions were found and shown in Table 5.2. It can be seen that the wavelengths of the peaks of the frequency distributions of the two original samples are smaller the wavelengths of the peaks of the two corresponding samples collected from the reservoir.

Table 5.2. The particle diameters of the peaks of frequency distribution of turmeric and wheat

<table>
<thead>
<tr>
<th>Sample</th>
<th>Original sample</th>
<th>Reservoir sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheat</td>
<td>25±5µm</td>
<td>90±10µm</td>
</tr>
<tr>
<td>Turmeric</td>
<td>8.5±1.5µm</td>
<td>100±10µm</td>
</tr>
</tbody>
</table>

For the HV trap test, at first, the trap was tested by letting it work in one minute without the cyclone, then the turmeric and wheat samples were collected in different experiments. These experiments would help to check if the large particles as well as small particles can be caught by the HV trap. Later, the cyclone separator was connected with the HV trap. The cyclone function is filtering away large size particles, and these large size particles are kept in the cyclone reservoir.
After running the experiments for the turmeric and wheat samples in one minute, observing the particle distribution on the black sampling paper can provide a clear view about the effectiveness of the system. From Figure 5.13(a) and (e) and their grayscale images (c) and (g) respectively, it can be seen that without the cyclone separator, both large (>70µm) and small particles were caught on the trap. When the cyclone separator was used, the large particles were filtered effectively which can be seen in Figure 5.13(b) and (f) and their grayscale images (d) and (h). In Figure 5.13(c), (d), (g) and (h), the red dash lines show the high particle distribution areas. The distributions of (c) and (g), or (d) and (h) are very similar to each other.

Using the microscope again to investigate these samples can provide the frequency distributions of the particles of the turmeric and wheat samples. To check the simulation results with the practical results, there are two ways can be applied here. Firstly, let’s name some essential quantities for the calculation:

- \( S_{\text{total}} \): the total sample going to the system;
- \( S_{\text{cyclone}} \): the cyclone sample going through the cyclone separator and coming into the HV trap;

Figure 5.13. Non-magnified photos; (a): wheat sample and without using the cyclone; (b): wheat sample and with using the cyclone; (c) and (d): grayscale photos of (a) and (b) respectively; (e): turmeric sample and without using the cyclone; (f): turmeric sample and with using the cyclone; (g) and (h): grayscale photos of (a) and (b) respectively.
- **$S_{HVtrap}$**: the HV trap sample which is only caught by the HV trap and there is no the cyclone in the test.

- **$S_{syst}$**: the system sample which is caught by the system which includes the cooperation of the cyclone and the trap;

From these definitions, one can have:

\[
S_{cyclone} = S_{total} \cdot R_{cyclone}
\]  
(5.13)

\[
S_{HVtrap} = S_{total} \cdot R_{HVtrap}
\]  
(5.14)

\[
S_{system} = S_{total} \cdot R_{system}
\]

\[
= S_{total} \cdot R_{cyclone} \cdot R_{HVtrap}
\]

\[
= S_{HVtrap} \cdot R_{cyclone}
\]  
(5.15)

As the experiment ($exp$) samples of the two cases of using and not-using the cyclone separator as a pre-filter were collected, there would be, correspondingly, $S_{HVtrap-exp}$ and $S_{system-exp}$. From (5.15), if $R_{cyclone}$ from the simulations times with $S_{HVtrap-exp}$, one can predict the sample caught by the system, which is named as $S_{system-pred}^A$. On the other hand, the frequency distributions of the samples introduced in Figure 5.12(c) were calculated from the origin samples, $S$. If $S$ can be considered as $S_{total}$, then $S_{system-pred}^B$, which is the system particle sample, is possibly estimated from $S_{total}$. From $S_{HVtrap-exp}$, $S_{system-exp}$, $S_{system-pred}^A$ and $S_{system-pred}^B$, the frequency distributions were estimated and shown in Table 5.3 for the turmeric and wheat samples respectively.

Viewing the correlation between the frequency distribution of the system through experiment and the prediction frequency distribution in Table 5.3 is the key to see which prediction method is good. Table 5.4 shows the correlation coefficients (Corr.) of the two samples.

For the test of *Fusarium, Fusarium chlamydospores* (Chl.) were sprinkled at the front of the inlets of the cyclone to see if the trap could catch the spores and fairly distribute the test sample on to every area of the electrodes by using the 2.5L/min vacuum pump. Then the 40L/min vacuum pump was tested if it can clean the sample in the trap. After observing *Fusarium* test and the tests of the turmeric and wheat samples above, the experimental observation was recorded and shown in Table 5.5. The table provides information about how well the system works, such as catching, filtering, smoothly distributing and cleaning abilities.
5.4.3. Discussion

In our interest application of *Fusarium* spore detection, eliminating the particles having the sizes out of the *Fusarium* spore size range [10µm - 70 µm] is essential. In the research in [C5.17], PM$_{10}$ and PM$_{2.5}$ contribute much in the air, so filtering these two types of particle group is necessary. By using the quad-inlet cyclone separator and HV trap to build a filter system, the method has proven that it can satisfy the requirement well through the simulations as well as through the experiments.

The simulations assist in understanding about system operation and provide a method to adjust the parameters of the cyclone and HV trap to meet system requirements. The simulations have shown that the bandpass filter for *Fusarium* is [15.5µm, 67µm] which is somewhat close to the expected range. In addition, the bandpass particle ranges of wheat and turmeric are [19.5µm, 75µm] and [14.5µm, 52.5µm], so we can expect the system can filter well the PM$_{10}$ and PM$_{2.5}$. The experiment proves that the sample distribution on the electrode surface is fairly good due to the uniform electric field in the HV trap. This is also important for our purpose of detecting and analyzing *Fusarium* by applying infrared radiation and thermopile detector [C5.15].

Table 5.3. Frequency distribution of the samples

<table>
<thead>
<tr>
<th></th>
<th>Turmeric sample</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter (µm)</td>
<td>1-5</td>
<td>6-10</td>
<td>11-25</td>
<td>26-60</td>
<td>&gt;60</td>
</tr>
<tr>
<td>Distribution of $S_{HVtrap-exp}$ (%)</td>
<td>6.70</td>
<td>47.00</td>
<td>11.30</td>
<td>6.00</td>
<td>29.00</td>
</tr>
<tr>
<td>Distribution of $S_{system-pred}$ (%)</td>
<td>9.48</td>
<td>66.45</td>
<td>15.53</td>
<td>5.59</td>
<td>2.95</td>
</tr>
<tr>
<td>Distribution of $S_{system-pred}$ (%)</td>
<td>19.50</td>
<td>26.00</td>
<td>25.60</td>
<td>23.10</td>
<td>5.80</td>
</tr>
<tr>
<td>Distribution of $S_{system-exp}$ (%)</td>
<td>9.50</td>
<td>66.00</td>
<td>16.00</td>
<td>8.40</td>
<td>0.10</td>
</tr>
</tbody>
</table>

|                  | Wheat sample    |          |          |          |          |
| Diameter (µm)    | 1-5             | 6-10     | 11-25    | 26-60    | >60      |
| Distribution of $S_{HVtrap-exp}$ (%) | 30.00           | 18.00    | 32.00    | 18.00    | 2.00     |
| Distribution of $S_{system-pred}$ (%) | 32.20           | 19.37    | 33.33    | 13.87    | 1.23     |
| Distribution of $S_{system-pred}$ (%) | 1.31            | 1.37     | 17.05    | 69.03    | 11.24    |
| Distribution of $S_{system-exp}$ (%) | 33.10           | 19.00    | 31.80    | 15.50    | 0.60     |
Table 5.4. Correlation coefficients between predicted and experimental distributions of the two samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Turmeric</th>
<th>Wheat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>$S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$ &amp; $S_{\text{system-exp}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$S^A_{\text{system-pred}}$</td>
<td>$S^B_{\text{system-pred}}$</td>
</tr>
<tr>
<td>Corr.</td>
<td>0.997</td>
<td>0.575</td>
</tr>
</tbody>
</table>

Table 5.5. Experimental observation

<table>
<thead>
<tr>
<th>Procedure</th>
<th>System catch</th>
<th>&lt;10µm filter away</th>
<th>&gt;70µm filter away</th>
<th>Distribution</th>
<th>System clean</th>
</tr>
</thead>
<tbody>
<tr>
<td>F. chl.</td>
<td>Good</td>
<td>NA</td>
<td>NA</td>
<td>Pretty good</td>
<td>Good</td>
</tr>
<tr>
<td>Wheat</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Turmeric</td>
<td>Pretty good</td>
<td>Good</td>
<td>Good</td>
<td>Pretty good</td>
<td>Good</td>
</tr>
</tbody>
</table>

It is also essential to check simulations by comparison them with experiment. The simulation results have been checked by applying the transfer functions formed from the simulation results. Observing Table 5.3, we can see that the frequency distributions of $S_{\text{system-exp}}$, which was achieved from the experiment, and $S_{\text{system-pred}}^A$ predicted from $S_{\text{HVT}}$ by multiplying it with the cyclone transfer function are very close to each other except the large particles (>60µm). This can be explained that the small particles in the turmeric and wheat samples dominate large particles (Figure 5.12(c)), so the statistic of the small particles is much better than the large particles.

Although, using the statistical information about the original samples as the input information for the filter system seems to be logical, it is not as we expect. When comparing the frequency distributions of $S_{\text{system-exp}}$ and $S_{\text{system-pred}}^B$, which was predicted by using the original samples, we can see in Table 5.4 that the correlation coefficients are very poor. Therefore, the statistical data of the original turmeric and wheat sample cannot be used for the prediction. If the entire particle distribution patterns in Figure 5.9 are superposed onto each other, then we can figure out the pattern will look like a flip vertical E letter. Thus, it will be similar with Figure 5.12. Because the mass density of turmeric and Fusarium spore are not much different, the experiment of turmeric can be used as reference for Fusarium spore case.

Comparing of the separation efficiency coefficients from the research about four different axial inlet cyclones in [C5.18] and helical-roof inlet cyclone [C5.41] with the efficiency of the quad-
inlet cyclone, we can see that $d_{50}$ values, which are around 1.7µm to 2µm of the axial inlet cyclones are much smaller than the values in our research. The cyclones (in meter) in these studies are much larger than the cyclone (in millimeter) in this paper. The research in [C5.42] showed the simulation of four different inlet cyclones. One of them is also a quad-inlet cyclone separator. Its dimensions are also much larger than the dimensions of the quad-let cyclone separator of our design. In Khazaee [C5.42], $d_{50}$ of the quad-inlet cyclone is about 5.5µm which is again smaller than $d_{50}$ values in our research. These have proven that the dimension adjusting for the quad-inlet cyclone is effective. To increase the $d_{50}$, the diameter of the cyclone should be decreased.

As the simulations have been proven by the experiments, simulation results can be used as reference. Based on simulations, the correlation between the particles caught on the electrodes and the particles at the inlets is to be setup.

5.5. Conclusion

A new method to form a bandpass particle filter to sample spores in the air and eliminate undesired particulates has been proposed. In the filter system, a quad-inlet cyclone separator structure was also introduced. The quad-inlet cyclone separator was simply extended and developed from the previous cyclones [C5.18, C5.19] by modifying the number and the direction of the inlets. With four perpendicular inlets located at four directions, the device can sample the air more effectively. The sample dispersal on the electrode surfaces was smooth and not clumped. It is because of the homogeneous electric field in the HV trap. This feature is favourable for sample analysis.

Our proposed device can help to eliminate effectively large and small size particles. The bandpass of the Fusarium spore in the experiment is close to the expectation range. From both simulation and experiment, PM$_{10}$ and PM$_{2.5}$ can be well eliminated. The sample caught in the HV trap can be cleaned easily by using the 40L/min vacuum pump. From the experiment, the cleaning process is simple by turning off the HV and turning on the cleaning vacuum.

From the simulations and experiments, the particle filter bandwidth of the system can be adjusted by changing the cyclone diameter, the diameter of the top exit pipe, and the size of the inlets. Besides, adjusting the applied voltage also can help to move the low-cut-off diameter.
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In the previous chapters, the mechanism of *Fusarium* detection and analysis are described. However, the error reduction process is only briefly mentioned. In this chapter, the description of the thermopile data structure, the approach to process the error of the thermopile data and the method of collecting information of the operating conditions of the device are provided. The manuscript also provides an innovative and comprehensive view of manipulating the information of operating conditions, background noise, and thermal noise for error reduction. The effectiveness of the applied approach is proven through the experimental results. Adding the 3rd thermopile along with NN technique is the new approach to further improve performance and reliability of the system under the changes of operating conditions.
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Using Artificial Neural Network for Error Reduction in a Nondispersive Thermopile Device
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Abstract

The outputs of some devices are sensitive to the noise (thermal noise, background noise, etc.) and the change of operating conditions such as temperature or power supply voltage. As a result, the output data may have errors. Theoretically, if these changes can be monitored, they can be used to support to correct the error. The device using three nondispersive thermopiles to detect Fusarium encounters the same problem. The three outputs come from broadband, $\lambda_1$, and $\lambda_2$ thermopiles. The broadband thermopile works in 1$\mu$m to 20$\mu$m range; $\lambda_1$ and $\lambda_2$ thermopiles work in 6.09$\mu$m±0.02$\mu$m and 9.49$\mu$m±0.22$\mu$m respectively. One temperature sensor and two voltage-monitoring modules were installed to monitor the operating conditions of the device. The information from the changes and the background noise of the device are used to train an artificial neural network. The training data are collected under unstable operating conditions. After the training, the trained neural network is used to fix errors in the output data. From the experiments results, the best error ratios of the raw and corrected data, $E_{raw}/E_{corrected}$, are 23.6, 13.8, and 18.5, respectively. The results were achieved by applying the external training and forcing method. Through the promising results, the technique of using support inputs and artificial neural network to correct data can be applied in any device which encounters similar problem. This method can help to improve accuracy and reliability of the sensor systems.

Index Terms— neural network, data correction, nondispersive thermopile device, operating conditions, background noise.
6.1. Introduction

Signal processing is sometimes arduous because of noise which tends to obscure the useful signal. Noise can be sorted into intrinsic noise and extrinsic noise [C6.1]. Intrinsic noises have five main types: shot, thermal, flicker, burst, and avalanche noises [C6.1]–[C6.4]. Flicker and burst noise can be reduced by lowering the level of contamination in semiconductor materials [C6.1], [C6.2], [C6.5]. Thermal noise depends on temperature and resistance. Thermal noise can be decreased by using small resistors at possible places. Extrinsic noise can be from capacitive coupling, conductive coupling, cross talk among conductive paths, or electromagnetic wave interference. Shielding the sensitive parts, increasing the distance between the conductive paths to mitigate the crosstalk, or avoiding earth loop in the circuit are effective approaches to prevent extrinsic noise [C6.1].

To reduce the influence of DC and low-frequency noise of the intrinsic noise, E. Serrano-Finetti et al. proposed ac-coupled amplifiers [C6.7], and R. Wei et al. suggested chopper-stabilized amplifier [C6.7]. In the project of Fusarium spore detection [C6.8], many noise-reduction techniques were applied. Furthermore, the AD8629 ICs were deployed in the amplifiers as this IC family use chopper-stabilization technique and have a high common-mode rejection ratio (CMRR) of 140dB [C6.9]. As the output signal-to-noise ratio (SNR) of an amplifier is proportional to CMRR (SNR=CMRR*V_in/V_noise), a high CMRR value will lead to high SNR. Since the signals from the thermopiles were very small (μV to nV), to make the signals readable, the gains for the signals from \( \lambda_1 \), \( \lambda_2 \), and reference thermopiles were \( G_{\lambda_1} = 106.85 \text{dB} \), \( G_{\lambda_2} = 86 \text{dB} \), and \( G_{\text{reference}} = 52 \text{dB} \) respectively [C6.8]. In the research of thermopile analysis [C6.10], the background noise at the input voltage caused by the bias current and the offset voltage is \( V_{\text{DC input-noise}} = I_b R_d + V_{\text{offset}} \). The large amplification gains lead to the large DC or background (BG) noise at the outputs [C6.8]. \( I_b \) and \( R_d \) are not constant and they may drift with temperature [C6.8], [C6.11]. Therefore, \( V_{\text{output}} \) is also being affected.

Besides, with the purpose of making the Fusarium detection device portable, a 12V battery was used [C6.8] to power the voltage regulators of an infrared (IR) light source and the other electronic parts. The battery output can affect the regulators in the similar way as described in the 24-bit visible spectrometer [C6.12], when the battery output decreases to a certain value. As a result, the IR source which provides an IR spectrum for the thermopiles to analyze samples are not constant.
Consequently, the outputs of the thermopiles are unstable and the outputs contain errors.

To correct these errors, the information of the background noise, environment temperature agitation, and regulator voltages can be used. The information is collected by using a temperature sensor and voltage monitors. If the correlation between the signals, \(Y\), and noises, or unstable conditions, \(X\), is linear, the output correction problem can be feasibly fixed by polynomial regression models based on least squares. In practice, the correlation between \(Y\) and \(X\) can be nonlinear. In this case, data with errors can be corrected by the divide and conquer algorithm which was applied in [C6.12]. In that algorithm, the main domain is divided into subdomains to linearize the studied problem.

Another way to process the output data with error is applying Deep Machine Learning (DML) or Artificial Neural Network (ANN) [C6.13]–[C6.15]. ANN is a versatile method which can be used in pattern recognition [C6.16], motion artifact correction [C6.17], controlling nonlinear system [C6.18], dynamic error correction for a gas sensor [C6.19] to noise reduction in seismic data [C6.20]. In the research of “abnormal odor detection in electronic nose”, L. Zhang et al. [C6.21] proposed self-expression model (SEM) and extreme learning machine (ELM) base self-expression (SE\(^2\)LM). In their work, errors were used to distinguish the targets and the abnormal odors. The only trained data of the targets were used to train SEM and SE\(^2\)LM, and some abnormal data were used to test the algorithms. In theoretical research of digital signal processing, D. Wang et al. [C6.22] suggested a multi-innovation stochastic gradient algorithm (MISG) to process error system of multi inputs and multi outputs. The algorithm was proven as being useful and effective for filtering and signal processing.

In this study, to train ANN modules and correct the errors of thermopile data, an innovative method was proposed by using:

- Background noises received from processing the thermopile data.
- Multiple support inputs collected from operating-condition monitors.

The operating-condition monitors are a temperature sensor and two voltage-monitors installed into the device. The support inputs, background noises and the trained ANN modules can fix data with errors. The rest of the paper is structured as follows. Section 2 is the background of the data processing technique and ANN theory. Section 3 provides the methodology to collect and process data. Section 4 introduces results and discussion about the results. Finally, section 5 concludes the work.
6.2. Background

Based on the biology neuron, an artificial neuron includes \( l \) inputs \( \{x_1, x_2, \ldots, x_l\} \) standing for dendrites, \( l \) weights standing for synapses \( \{w_1, w_2, \ldots, w_l\} \), a summation and an activation function \( \sigma \) standing for a cell body, and an output, \( a \), presenting an axon [C6.14], [C6.15]. Besides, an artificial neuron can have a threshold or bias \( b \). The output is:

\[
a = \sigma(b + \sum_{i=1}^{l} x_iw_i) = \sigma(z)
\]

where: \( z = b + \sum_{i=1}^{l} x_iw_i \). The activation function can be a linear function, sigmoid function, binary step, tanh, hyperbolic tangent, rectified linear unit (ReLU), Leaky ReLU, sigmoid-weighted linear unit (SiLU), softplus functions, etc. [C6.14], [C6.15], [C6.23], [C6.24]. As ANN requires training processes to find weights and biases based on training data and certain training conditions such as Bayesian information criterion (BIC), Akaike information criterion (AIC), quadratic loss, absolute loss, or number of epochs [C6.15], [C6.23], [C6.25]. Since the quadratic loss is feasible, it is usually used in ANNs:

\[
L(y, \hat{y}) = \|O - Y\|^2
\]

in which \( Y \) is the estimate from the training, and \( O \) is the truth or target [C6.25]. If \( X|_k = [x_1|_k, x_2|_k, \ldots, x_i|_k, \ldots, x_l|_k]_{lx1} \) is the data vector input, and \( O|_k = [o_1|_k, o_2|_k, \ldots, o_p|_k, \ldots, o_p|_k]_{px1} \) is the output target at the \( k^{th} \) training dataset. \( k \) can be also considered as the discrete-time \( k \) in training. From (6.2), the mean squared error (MSE) or the quadratic cost function is defined as:

\[
C(O, Y) = \frac{1}{2} \|O|_k - Y|_k\|^2 = \frac{1}{2k} \sum_{k=1}^{K} \sum_{p=1}^{P} [o_p - y_p]^2
\]

As \( Y \) is expected to be as close as possible \( O \) or MSE is minimum, the training process is actually an optimal problem of weights and biases. For training ANN, there could be three methods such as supervised, unsupervised and reinforcement learnings [C6.15], [C6.23]. Backpropagation algorithm (BPA) or chain rule of derivative to estimate the gradient descent (GD) of the cost function of an ANN [C6.15] is a popular method of supervised learning. The weights and biases of the ANN will be adjusted by following the gradient descent of \( C(O, Y) \). Thus, the BPA requires the activation function must be partially differentiable. The main drawback of applying the equation (6.3) in BPA is it can last long as it requires all the learning samples [C6.26]. Another method is stochastic gradient descent (SGD) [C6.25], [C6.27]. In this algorithm, with \( K \) samples, there will be \( K \) times to update the parameters. A training from loading all \( K \) samples is called one
epoch. Let an ANN be defined as multilayers in Figure 6.1. There are $L+1$ layers in the ANN. $X^{0}$ and $Y^{L}$ are the input and output vectors of the input layer (0) and the output layer (L) respectively. $A^{1}, \ldots, A^{l}, \ldots, A^{L-2}, A^{L-1}$ are the output vectors of the layers (1), $(l)$, $(L-2)$, $(L-1)$, $(L)$ respectively. $W^{1}, \ldots, W^{l}, \ldots, W^{L-1}, W^{L}$ and $B^{1}, \ldots, B^{l}, \ldots, B^{L-1}, B^{L}$ are the weight and bias matrices between the layers: {((0)&(1)), \ldots, ((l-1)&(l)), \ldots, ((L-2)&(L-1)), ((L-1)&(L))} respectively. The number of nodes of each layer can be seen in Figure 6.1.

In training, all the weights and biases are randomly initiated for calculation. From equation (6.1), the output of the $k$th neuron of the hidden layer $l$ is:

$$a_{k}^{(l)} = \sigma \left( b_{k}^{(l)} + \sum_{r=1}^{R} w_{kr}^{(l)} \cdot a_{r}^{(l-1)} \right) = \sigma \left( z_{k}^{(l)} \right)$$ (6.4)

where $z_{k}^{(l)} = b_{k}^{(l)} + \sum_{r=1}^{R} w_{kr}^{(l)} \cdot a_{r}^{(l-1)}$, $a_{r}^{(l-1)}$ is the output of the $r$th neuron of the layer $(l-1)$, and $w_{kr}^{(l)}$ is an element at the $r$th column and $k$th row of $W^{(l)}$. The equation (6.4) and (6.5) can be written in matrix forms which are useful for programming:

$$A^{(l)} = \sigma \left( B^{(l)} + W^{(l)} \cdot A^{(l-1)} \right)$$ (6.5)  
$$Y^{(L)} = \sigma \left( B^{(L)} + W^{(L)} \cdot A^{(L-1)} \right)$$ (6.6)

The cost function in SGD at discrete time $k$ is:
\[ C(O, Y) = \frac{1}{2} \| O_k - Y_k \|^2 = \frac{1}{2} \sum_{p=1}^{P} [o_p - y_p^{(L)}]^2 \]  

\[(6.7)\]

The adjustment for \( w_p^{(l)} \) and \( b_p^{(l)} \) can be found by finding gradient of equation (6.7) [C6.25]. From the observation of the above equations and the calculation rule, the SGD-BPA can be formed for a certain layer \((l)\):

\[ E^{(L)} = [O - Y^{(L)}] \odot D^{(L)} \]  

\[(6.8)\]

\[ E^{(l)} = (W^{(l+1)})^T \cdot E^{(l+1)} \odot D^{(l)} \]  

\[(6.9)\]

\[ \Delta W^{(l)}|_{k+1} = -\eta \cdot [E^{(l)}|_k \cdot (A^{(l-1)}|_k)^T] \]  

\[(6.10)\]

\[ \Delta B^{(l)}|_{k+1} = -\eta \cdot E^{(l)}|_k \]  

\[(6.11)\]

The symbol \( \odot \) is used in the Hadamard product [C6.25], \( \eta \) is the learning rate. If \( \eta \) is so small then the training NN can last long, but if \( \eta \) is large, the training NN cannot converge and fluctuate surrounding the global minima. To be easier in finding the solution, gradient descent with momentum was suggested. The idea is based on the slope or gradient of the calculated weight at time \( k \) to update the weight at time \( k+1 \) [C6.25], [C6.28]. Nesterov gradient is an upgraded momentum method by using the gradient of the previous gradient multiplying a momentum constant [C6.25], [C6.29], [C6.30].

6.3. Signal processing methodology

6.3.1. Device description

From the existed system of Fusarium detection in [C6.8], a DS18B20 temperature sensor [C6.31] and two simple voltage-monitoring (VM) modules were installed into the device to monitor the output of the 5V and 9V regulator circuits. DS18B20 device is a 1-wire digital thermometer and provides “9-bit to 12-bit Celsius temperature measurements” [C6.31]. The VM modules are digitalized by 10-bit analog-to-digital integrated circuit (ADC) modules which belong to an Atmega-328P Arduino board [C6.32]. The spore-trap chamber sketch and the detection system are shown in Figure 6.2. In Figure 6.2(b), the temperature sensor - T, 5V-monitor – V1, and 9V-monitor – V2 were installed to monitor operating conditions. In Figure 6.2(a), the IR MEMS source is a 2.2mm×2.2mm JSIR350-4-AL-C-D3.7-2-A5-I using MEMS technology [C6.33] which can provide an infrared (IR) spectrum of 1 to 20µm. In the experiment, the MEMS source operated at 5.65V and 141mA. The broadband thermopile is a 2mm×2mm 2M thin film-based single element
thermopiles of Dexter Research Inc. [C6.11]. This thermopile responds to the spectrum of 100nm to 100µm. This thermopile was used to monitor the IR light source. From Beer-Lambert law, a group distinction coefficient equation was proposed in [C6.8], in which if two distinct monochromatic light intensities of an IR spectrum are known, the corresponding substance can be identified. From the *Fusarium spore* absorption spectrum described in [C6.8], the two distinct chosen wavelengths are \( \lambda_1 = 6.09 \mu m \) and \( \lambda_2 = 9.49 \mu m \) thermopiles. Two thermopiles which work at these two distinct wavelengths were designed by a combination of two 2mm×2mm 2M thermopiles and two optical narrow-band window filters of \( \lambda_1 = 6.09 \pm 0.02 \mu m \) and \( \lambda_2 = 9.49 \pm 0.22 \mu m \). The IR filter windows are made by Northumbria Optical Coatings Ltd [C6.34].

When the IR light from the MEMS source enters the three thermopiles, it is converted into analog signals which are very small and must be amplified. The amplifier positions are illustrated in Figure 6.2(b). The preamplifiers and the second stage amplifiers are the AD8629 [C6.9]. The final stage amplifier is the OPA320 [C6.34]. These amplified signals are digitalized by a 24-bit LTC2400 ADC [C6.36]. The ATMEL 328-P controls the 74HC4051D [C6.37] multiplexer to read data from the three thermopiles and the three operating-condition monitors. The data are then sent to a computer for signal processing. MATLAB programs are used to receive, save and process data from the device. The vacuum pump in Figure 6.2(b) draws the outer air into the trap chamber. The high voltage module provides electrostatic charges to sample the particles in the air.

### 6.3.2. Data and signal feature

The *Fusarium* detection device is powered by the GW Instek GPD-4303S power supply which has 0-30V/0/30/0/30V/05V corresponding 0-3A/0-3A/0-3/0-1A outputs. In the experiments, the GW Instek GPD-4303S supplied voltages to the IR source of the *Fusarium* device by channel 2. The output from a channel of the GW Instek was set at 12.300V, 12.000V, 11.700V, 11.400V, 11.100V, 10.800V, 10.400V, and 10.100V to simulate the unstable power supply, respectively. At each voltage, 500 data were automatically recorded, numbered, and saved in a folder by a data-collected program. Thus, 4,000 data samples were collected in these cases. The data were automatically and consecutively collected in about a week from daytime to nighttime to mimic the normal operating condition. As the IR source cannot be turned ON for a long time, it was alternatively switched ON and OFF in the measurement. The ON time was 1.5s, and the OFF time was 6s. When the IR source
was in ON and thermal-balancing periods (Figure 6.3(b)), the data set of a thermopile was called as peak data (PD). The data structure which was sent to the computer is shown in Figure 6.3.

![Diagram of trap chamber structure and detection system](image)

Figure 6.2. (a): the designed trap chamber structure; (b): the detection system diagram. The controlling buses are the dash lines.

The temperature data (T1 and T2) of the air and the output voltage data of the 5V regulator (V1 and V3) and 9V regulator (V2 and V4) were measured two times at the beginning and ending of a data file. The average values of these quantities provide the information of the operating conditions. These data and the data of the three thermopiles are separated by “00”, “11”, “22”, and “33” as shown in Figure 6.3 (a). “ST” and “LR” show the start and end of the data. The next data are collected after 2 minutes after the last recorded data.
The gains of the amplifiers can be affected by many factors such as environment temperature, unstable power supply [C6.12], background noise, etc. For short, these effect factors are called as “β”. As mentioned above, the temperature and the unstable-power-supply effect are monitored by the temperature sensor and voltage monitors. The mean value of the background of data (Figure 6.3) is named BG. Therefore, β = (BG, T1, T2, V1, V2, V3, V4). At certain β condition, we can have:

\[ y = x_a \ast G(\beta) \] (6.12)

where \( G \) is the gain of the amplifier, and \( x_a \) is the input of the amplifier. The gains of the amplifiers for the signals from the thermopiles are high, so small changes of β can result in unstable output \( y \).

From equation (6.12), if \( x_a \) and β are unchanged, \( y \) will be also unchanged. Unfortunately, β are not constant, so \( y \) will be changed even \( x_a \) = constant. To overcome the difficulty, let’s set standard-operating conditions, \( \beta = \beta_s \), for the system, so: \( y_s = x_a \ast G(\beta_s) \) is the standard output. When \( \beta \neq \beta_s \), so \( y = x_a \ast G(\beta) \neq y_s \). Let’s define a ratio function \( R \):

\[ R = \frac{y_s}{y} \rightarrow R = \frac{G(\beta_s)}{G(\beta)} \] (6.13)

From (6.13), \( R \in \beta & \beta_s \). In the later measurements, at a certain β condition, then the standard output of any \( x_a \) can be found again by applying (6.13):

\[ y_s = y \ast R = x_a \ast G(\beta) \ast R \] (6.14)
Therefore, equations (6.13) and (6.14) provide a method to correct the output in case of the operating conditions are not standard. To be able to correct the output at any case, the output at all operating conditions should be measured with $x_E$ kept unchanged. In practice, the output of the device can be investigated under many conditions of $\beta$.

With a digital signal processing (DSP) module, if the current output depends on the input at the previous times, the DSP module is a causal module. In case of that the output of a DSP module at a certain time depends on the inputs of the latter times, the DSP module is considered as a non-causal module [C6.38]. In Figure 6.3(b), the BG, front peak (FP), whole peak (WP), and max peak (MP) of one pulse of a thermopile are shown. Let’s define $k$ is the time when MP occurs. Any training case which uses the data of later discrete times ($k+1, k+2, k+3, \ldots$) is a non-causal training (NCT).

### 6.3.3. Signal processing

In experiments, for a sample case, data of each thermopile were measured in many batches (batch set) to learn the rule of change. In each batch, a BG, FP, WP, and MP of each thermopile along with $T$, $V_1$, and $V_2$ were calculated from the data structure shown in Figure 6.3. From data structure in Figure 6.3(b), BG is the mean of the background, and MFP is the mean of the front peak; MWP is the mean of the whole peak; MP is the maximum value of a whole peak. In a batch set, $\text{BG}$ and $\text{MP}$ are the data vectors of a set of BG and MP respectively. Likewise, $T_1$, $T_2$, $V_1$, $V_2$, $V_3$, $V_4$, $\text{MFP}$, and $\text{MWP}$ are the data vectors of $T_1$, $T_2$, $V_1$, $V_2$, $V_3$, $V_4$, MFP, and MWP.

When BG changed, then WP as well as MP changed in a similar trend. In another word, BG affected most to WP and MP. Thus, for each thermopile case, before the training, it was significant to choose a BG from the measured $\text{BG}$ to set as a standard BG (SBG). Corresponding SBG, a max peak was chosen by averaging $\text{MP}$ and named as SMP. With a certain $\beta = (\text{BG}, T_1, T_2, V_1, V_2, V_3, V_4)$, it would provide a MP which is equal SMP. Thus, the selection of SBG and SMP was also the selection of a standard condition, $\beta_s$. For a thermopile case, choosing SBG was based on the histogram or probability density of $\text{BG}$ of 4,000 samples. BG with the greatest-appearance frequency was chosen. Figure 6.4 shows a signal processing procedure of $\lambda_1$ thermopile. Figure 6.4 points out that with the chosen SMP, the ratio $R = \frac{\text{SMP}}{\text{MP}}$ can be calculated. The vector $R$ will be the reference output for the training ANN. The training vector $\text{BG}$, $T_1$, $T_2$, $V_1$, $V_2$, $V_3$, $V_4$, $\text{MFP}$, and $\text{MWP}$.
**V4, STD(BG), MFP, and MWP** can be grouped as the training inputs $\beta$ for the ANN. The outcome of the training is a trained ANN.

The testing inputs were used to test the trained ANN. The input $s$ were loaded by the trained ANN, the output was the $R$ ratio vector. Applying (6.14) would lead to $\text{MP corrected}$ vector. From the corrected data, the error of the corrected data can be calculated and shown in Figure 6.5. The stop conditions were *loop-index* $n$ ($n < n_o$?) and *absolute error* $E$ ($E < \text{constant error}$?). If the condition is not satisfied, the program will go back to the training again. The training procedures for three thermopiles are the same.

---

**Figure 6.4.** Training ANN and testing ANN diagram. **STD(BG)**=Standard deviation of background vector; **MP, BG, T1, T2, V1, V2, V3, V4**… are data vectors; SBG and SMP are scalar values.

The testing inputs were used to test the trained ANN. The inputs were loaded by the trained ANN, the output was the $R$ ratio vector. Applying (6.14) would lead to $\text{MP corrected}$ vector. From the corrected data, the error of the corrected data can be calculated and shown in Figure 6.5. The stop conditions were *loop-index* $n$ ($n < n_o$?) and *absolute error* $E$ ($E < \text{constant error}$?). If the condition is not satisfied, the program will go back to the training again. The training procedures for three thermopiles are the same.

---

**Figure 6.5.** Training ANN and testing the trained ANN and stop condition
The inputs are grouped into several different groups to check the work efficiency. The efficiency is mainly based on the error as it is feasible. In the latter groups, the training can be causal or non-causal training.

- Causal training with $BG$.
- Causal training with $BG$, $T1$.
- Causal training with $BG$, $T1$, $V1$, and $V2$.
- Causal training with $BG$, $T1$, $T2$, $V1$, $V2$, and $BG$ difference.
- Non-causal training with $BG$, $T1$, $T2$, $V1$, $V2$, $V3$, $V4$, and $BG$ difference.
- Non-causal training with $BG$, $T1$, $T2$, $V1$, $V2$, $BG$ difference, and mean of the front peak (MFP), mean of the whole peak (MFP).
- Non-causal training with $BG$, $T$, $V1$, $V2$, $BG$ difference $\Delta BG$, mean of the front peak (MFP), mean of the whole peak (MFP), and standard deviation (STD)….

In practice, a battery is used to power the device. The data were collected to test if the trained ANN can work well, a 12V battery was connected to the Fusarium device. The data were loaded by the trained ANN to evaluate the error of the data before and after the correction.

Although ANN does not require normalizing the training data, the training is better in terms of speed and convergence. In the program, the data are normalized in the range of $[-1,1]$ by Min-Max normalization (MMN) [C6.39]. With a data vector $X\{x_1, x_2, \ldots, x_i, \ldots, x_I\}$, the de-normalized vector $\overline{X}\{\overline{x}_1, \overline{x}_2, \ldots, \overline{x}_i, \ldots, \overline{x}_I\}$ is:

$$C = \frac{2}{\max(X) - \min(X)} \quad \text{and} \quad D = \frac{\max(X) + \min(X)}{\max(X) - \min(X)}$$

$$\overline{x}_i = x_i \times C + D \quad (6.15)$$

$$\overline{x}_i = x_i \times C + D \quad (6.16)$$

As a result, after the training, the output data are de-normalized by reversing:

$$x_i = (\overline{x}_i - D) / C \quad (6.17)$$

6.4. Results and discussion

6.4.1. Data analysis

The device which was used in this work was introduced in [C6.8]. In that work, it mainly presented Fusarium detection method and the group distinction coefficients of Fusarium (1.144 ±
0.153), pollen (0.136 ± 0.116), starch (0.939 ± 0.073), and turmeric (0.794 ± 0.139). In this current work, the focus was on evaluating the support inputs for processing data by ANN to reduce BG or DC error. BPA and MSE were used in the ANN. Figure 6.6 shows the data values of the quantities illustrated in Figure 6.3. Figure 6.6(a), (b), and (c) introduce magnitude, structure, and order of the data in a measurement or a data batch. Figure 6.6(d), (e), and (f) are the 3D plots of 4,000 data batches, data points, and PD. The correlation between BG and PD of BR, $\lambda_1$, and $\lambda_2$ thermopiles can be seen clearly through Table 6.1.

Figure 6.6. Data values from the quantities. (a): start: T1, V1, V2 data; (b): BR, $\lambda_1$ and $\lambda_2$ data; (c): end: T2, V3, V4 data; (d): 3D plot of BR data; (e): 3D plot of $\lambda_1$ data; (f): 3D plot of $\lambda_2$ data;

Table 6.1 provides the maxima of BG and MP variance ranges ($\Delta BG = |SBG - BG|$ and $\Delta MP = |SMP - MP|$), and the correlations (Corr.) between BG and MP, inverse temperature ($T^{-1}$) and MP of the thermopiles. Table 6.1 also displays the variance ranges of temperature ($\bar{T} = \frac{T_1 + T_2}{2}$),
5V-monitor module ($\bar{V}_1 = \frac{V_1 + V_3}{2}$), and 9V-monitor module ($\bar{V}_2 = \frac{V_2 + V_4}{2}$), the correlation between $\bar{V}_1$ and $\bar{V}_2$; $\Delta T = \max(\bar{T}) - \min(\bar{T})$; $\Delta \bar{V}_1 = \max(\bar{V}_1) - \min(\bar{V}_1)$; $\Delta \bar{V}_2 = \max(\bar{V}_2) - \min(\bar{V}_2)$;

Table 6.1. Thermopile BR, $\lambda_1$, and $\lambda_2$ evaluation

<table>
<thead>
<tr>
<th>Thermopile</th>
<th>$\Delta \text{BG}$</th>
<th>$\Delta \text{MP}$</th>
<th>Corr. ($\text{BG}$, $\text{MP}$)</th>
<th>Corr. ($\text{T}^{-1}$, $\text{MP}$)</th>
<th>$\Delta T$ (°C)</th>
<th>$\Delta \bar{V}_1$ (V)</th>
<th>$\Delta \bar{V}_2$ (V)</th>
<th>Corr. ($\bar{V}_1$, $\bar{V}_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>$1.8*10^4$</td>
<td>$1.0*10^6$</td>
<td>0.3969</td>
<td>0.4624</td>
<td>7.3</td>
<td>0.22</td>
<td>1.26</td>
<td>0.5625</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>$2.0*10^6$</td>
<td>$2.3*10^6$</td>
<td>0.9753</td>
<td>0.0811</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>$6.4*10^6$</td>
<td>$10.5*10^6$</td>
<td>0.9799</td>
<td>0.1337</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.7 presents a better view of the correlation between $\text{BG}$ and $\text{MP}$. The lower curves in each plot are the $\text{BG}$ plots. The higher curve in each plot is of the $\text{MP}$.

Figure 6.7. Visual evaluation of the correlation between BG and MP through the plots. (a): BR thermopile data plot; (b): $\lambda_1$ thermopile data plot; (c): $\lambda_2$ thermopile data plot.

To choose SBGs for the thermopiles, the $\text{BG}$ histograms were investigated and shown in Figure 6.8. Based on the frequency distribution of the $\text{BG}$, the SBGs could be selected. The selected SBGs were based on the largest frequency in each histogram of each thermopile.
From the selected SBGs and the MPs of data batches, the SMPs are extracted. Table 6.2 shows the frequency density, the SBGs, and SMPs of the thermopiles.

### Table 6.2. BR, $\lambda_1$, and $\lambda_2$ frequency, SBG and SMP values

<table>
<thead>
<tr>
<th>Thermopile</th>
<th>Frequency</th>
<th>SBG</th>
<th>SMP</th>
<th>Total samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>749.9</td>
<td>72,536</td>
<td>9568778</td>
<td></td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>773.7</td>
<td>443,640</td>
<td>2,155,801</td>
<td>4,000</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>327.1</td>
<td>1,886,443</td>
<td>9,012,986</td>
<td></td>
</tr>
</tbody>
</table>

#### 6.4.2. Internal training

Internal training means that the training NN used the training samples to test the solution after each training. The raw max peak data set was symbolized as $\text{MP} \{\text{MP}_1, \text{MP}_2, \ldots, \text{MP}_i, \ldots, \text{MP}_{4000}\}$. The controlling criterion was based on the mean of absolute error of the corrected outputs of max peaks. The corrected max peak data set was symbolized as $\text{MP}_c \{\text{MP}_{c1}, \text{MP}_{c2}, \ldots, \text{MP}_{ci}, \ldots, \text{MP}_{c4000}\}$. The absolute error of the raw data was:

$$E = \sum_{i=1}^{4000} |\text{MP}_i - \text{SMP}|$$

(6.18)

Similarly, the absolute error of the corrected data was:

$$E_c = \sum_{i=1}^{4000} |\text{MP}_{ci} - \text{SMP}|$$

(6.19)

The designed ANN had 3 layers: one input layer, one hidden layer, and one output layer. As discussed in section C, part III, the support information pieces for the training NN were recorded.
The number of the nodes of the input layer depends on which training information is chosen. If only BG information is chosen for the training, then there is only one input node. The designed hidden layer had 3 nodes. The output layer had one node which was the ratio $R$ in equation (6.13). In each training, the criteria to stop the training were the epoch number $N$ ($N=1000$) and the gradient descent error which was $10^{-7}$. To assure that the solution achieved from the training in each case was good enough, the training was repeated 20 times, and then the best solution was chosen. After the training, with a certain condition $\beta$, the trained ANN module provided a ratio $R\{R_1, R_2, \ldots, R_i, \ldots, R_{4000}\}$. From equation (6.14), multiplying $MP_i$ or $y_i$ with $R_i$ will provide the corrected $MP_{ci}$ or $y_{ci}$ which is close to $MP$ or $y$ in standard conditions $\beta$. Applying equations (6.18) and (6.19) results in Table 6.3.

Table 6.3. Errors of BR, $\lambda_1$, and $\lambda_2$ thermopiles in different cases

<table>
<thead>
<tr>
<th>Case</th>
<th>$E_{BR}$</th>
<th>$E_{\lambda_1}$</th>
<th>$E_{\lambda_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.2521*10^5</td>
<td>6.8927*10^6</td>
<td>1.0116*10^6</td>
</tr>
<tr>
<td>1</td>
<td>7.4780*10^4</td>
<td>2.3485*10^4</td>
<td>11.879*10^4</td>
</tr>
<tr>
<td>2</td>
<td>1.2118*10^4</td>
<td>1.4044*10^4</td>
<td>7.8280*10^4</td>
</tr>
<tr>
<td>3</td>
<td>1.1951*10^4</td>
<td>1.4013*10^4</td>
<td>7.5830*10^4</td>
</tr>
<tr>
<td>4</td>
<td>1.1591*10^4</td>
<td>1.3985*10^4</td>
<td>6.8520*10^4</td>
</tr>
<tr>
<td>5</td>
<td>1.1554*10^4</td>
<td>1.3897*10^4</td>
<td>6.8330*10^4</td>
</tr>
<tr>
<td>6</td>
<td>0.4113*10^4</td>
<td>1.0151*10^4</td>
<td>5.0540*10^4</td>
</tr>
<tr>
<td>7</td>
<td>0.4109*10^4</td>
<td>1.0112*10^4</td>
<td>5.0550*10^4</td>
</tr>
<tr>
<td>8</td>
<td>0.3717*10^4</td>
<td>1.0034*10^4</td>
<td>5.0670*10^4</td>
</tr>
<tr>
<td>9</td>
<td>0.3698*10^4</td>
<td>1.0117*10^4</td>
<td>5.0460*10^4</td>
</tr>
<tr>
<td>$E_{raw}/E_{corrected-min}$</td>
<td>169.0</td>
<td>686.9</td>
<td>20.0</td>
</tr>
</tbody>
</table>

Case 0: uncorrected data; Case 1: BG; Case 2: BG and T1; Case 3: BG, T1, V1, and V2; Case 4: BG, T1, V1, V2, V3, and V4; Case 5: BG, T1, V1, V2, V3, V4, and ABG; Case 6: BG, T, V1, V2, ABG, mean front peak (MFP); Case 7: BG, T, V1, V2, and mean front peak (MFP); Case 8: BG, T, V1, V2, (MFP), and mean whole peak (MWP); Case 9: BG, T, V1, V2, MFP, MWP, and standard deviation of BG (STD(BG));

Figure 6.9 depicts the MP data with error and the corrected MP data from case 1 to case 9 which were applied for the data of the three thermopiles Case 0 corresponded to without processing the error of the MP data. Case 1 used BG input to train the ANN. In the next cases, one or two more support inputs were added for the training ANN module respectively. Case 9 had the most support inputs for the training. If all of the errors are removed from the data, the corrected plot should be a straight line and parallel with the x-axis. Briefly looking through all the results, case 9 achieves the
best results.
To have a visual view of the training and their errors in these cases, Figure 6.10 illustrates the absolute errors of the three thermopiles in each training. In each training case, 20 sub trainings were conducted to select the best weights and biases, in which, the corresponding absolute error was the smallest. Because the solution from a training time depends on the initial weights and biases, these sub trainings can help to find a global minimum. Thus, the best trained ANN can be found. Through the plots, one can see that some trainings provided errors far from the smallest absolute error. Thus, repeating the training is a good method to achieve good solutions.

![Figure 6.9. The illustrations of the absolute errors in the nine training cases. (a): broadband thermopile; (b): λ₁ thermopile; (c): λ₂ thermopile.](image)

After having the three trained ANN modules for each thermopile, these modules were tested by different data which are different to the training data. The 12V battery introduced in section C, part III was used to power the *Fusarium* device. Then, data were collected. The data were processed by the trained ANN modules. The number of batches was 1000, so there were 1000 data samples being used for the test. For each thermopile, the trained ANN module was selected based on the corresponding smallest error shown in Table 6.3. Table 6.4 shows the absolute errors of the uncorrected and corrected data by applying equation (6.18), (6.19), and the trained ANN for the testing data.
The visual view to evaluate the efficiency of the correction is presented in Figure 6.11. In the figure, the plots of the raw MP data and corrected MP data are introduced. It can be seen that the MP correction of broadband thermopile was poor. The corrections of $\lambda_1$ and $\lambda_2$ thermopiles were good.

Table 6.4. Errors of BR, $\lambda_1$, and $\lambda_2$ thermopiles in two cases

<table>
<thead>
<tr>
<th>Case</th>
<th>$E_{BR}$</th>
<th>$E_{\lambda_1}$</th>
<th>$E_{\lambda_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>raw</td>
<td>$1.0470 \times 10^5$</td>
<td>$1.0547 \times 10^5$</td>
<td>$9.0116 \times 10^5$</td>
</tr>
<tr>
<td>corrected</td>
<td>$7.9973 \times 10^4$</td>
<td>$1.2629 \times 10^4$</td>
<td>$5.4954 \times 10^4$</td>
</tr>
</tbody>
</table>

Table 6.4. Errors of BR, $\lambda_1$, and $\lambda_2$ thermopiles in two cases

The visual view to evaluate the efficiency of the correction is presented in Figure 6.11. In the figure, the plots of the raw MP data and corrected MP data are introduced. It can be seen that the MP correction of broadband thermopile was poor. The corrections of $\lambda_1$ and $\lambda_2$ thermopiles were good.

Figure 6.10. The illustrations of the absolute errors of the uncorrected and corrected data. (a): broadband thermopile; (b): $\lambda_1$ thermopile; (c): $\lambda_2$ thermopile.
6.4.3. External training

External training means the training ANN will use the external data which are different from the training samples to test the solution after each training. The testing is the data collected when the battery powers the device. From equation (6.18), the absolute error of the corrected data can be calculated. Table 6.5 shows the errors in the different cases. The studied cases in Table 6.5 were introduced in part B of this section.

Again, to have a visual view of the training, Figure 6.12 shows the plots of the corrected and uncorrected data. There could be seen an improvement when looking at Table 6.4 and 6.5.

![Figure 6.11. Max peak data of the three thermopiles in ten cases. (a): BR thermopiles; (b): $\lambda_1$ thermopile; (c): $\lambda_2$ thermopile.](image)

However, this improvement is not as expected. Therefore, in the next subsection, we applied the
forcing training, in which the training ANN was forced to run until reaching the assigned goals or conditions.

6.4.4. Forcing training

Through experiments, case 9 of grouping is chosen based on the errors in Table 6.3 and 5. In this case, the support inputs include $\text{BG}$, $\bar{T}$, $\bar{V}_1$, $\bar{V}_2$, mean-of-front peak (MFP), mean-of-whole peak (MWP), and STD.

Table 6.5. errors of BR, $\lambda_1$, and $\lambda_2$ thermopiles in different cases

<table>
<thead>
<tr>
<th>Case</th>
<th>$E_{BR}$</th>
<th>$E_{\lambda_1}$</th>
<th>$E_{\lambda_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$1.0470 \times 10^5$</td>
<td>$1.0547 \times 10^5$</td>
<td>$9.4137 \times 10^5$</td>
</tr>
<tr>
<td>1</td>
<td>$0.7812 \times 10^5$</td>
<td>$6.6324 \times 10^4$</td>
<td>$2.7054 \times 10^5$</td>
</tr>
<tr>
<td>2</td>
<td>$1.1853 \times 10^5$</td>
<td>$8.0331 \times 10^4$</td>
<td>$2.0331 \times 10^5$</td>
</tr>
<tr>
<td>3</td>
<td>$0.9062 \times 10^5$</td>
<td>$8.1524 \times 10^4$</td>
<td>$2.7010 \times 10^5$</td>
</tr>
<tr>
<td>4</td>
<td>$0.9950 \times 10^5$</td>
<td>$8.7102 \times 10^4$</td>
<td>$2.1898 \times 10^5$</td>
</tr>
<tr>
<td>5</td>
<td>$0.8098 \times 10^5$</td>
<td>$8.2281 \times 10^4$</td>
<td>$2.2356 \times 10^5$</td>
</tr>
<tr>
<td>6</td>
<td>$0.6003 \times 10^5$</td>
<td>$1.1409 \times 10^4$</td>
<td>$0.5224 \times 10^5$</td>
</tr>
<tr>
<td>7</td>
<td>$1.3062 \times 10^5$</td>
<td>$0.9472 \times 10^4$</td>
<td>$0.5339 \times 10^5$</td>
</tr>
<tr>
<td>8</td>
<td>$0.4250 \times 10^5$</td>
<td>$0.9249 \times 10^4$</td>
<td>$0.5230 \times 10^5$</td>
</tr>
<tr>
<td>9</td>
<td>$0.3731 \times 10^5$</td>
<td>$1.2770 \times 10^4$</td>
<td>$0.5106 \times 10^5$</td>
</tr>
</tbody>
</table>

$E_{raw}/E_{corrected-min}$ | 2.81  | 11.40  | 18.43

In the training, the goals were set up for the thermopiles: absolute error $< 10,000$ or reaching 1000 loops. Table 6.6 shows the absolute errors, the signal to noise ratios (SNRs), the standard deviations of the backgrounds ($\overline{STD(BG)}$), and the standard deviation of the corrected MP data ($STD(MP)$) before and after the corrections. Although, the method was simple, all of the results were improved. $E_{corrected}$ values of the thermopiles were also all improved well, especially the BR and $\lambda_1$ thermopiles. According to A. Felinger in [C6.40], the SNR of a stable signal can be estimated by:

$$\text{SNR} = \frac{\text{mean of signal}}{\text{STD of signal}} \quad (6.20)$$

As expected, the MP should be stable in the measurements. The definition of equation (6.20) can be applied for both of the uncorrected and corrected MP. $\overline{STD(BG)}$ is the average of standard deviation of BG. In Table 6.6, $SNR_{STD(MP_{uncorrected})}$ and $SNR_{STD(MP_{corrected})}$ were calculated by
In this table, $SNR_{\overline{STD}(BG)}$ values which were estimated by $STD(BG)$ also introduced. These $SNR_{\overline{STD}(BG)}$ values provide the figuration of the limitation of $SNR_{\overline{STD}(MP_{corrected})}$ which the trainings ANNs can reach. This can be explained by the fact that the background noises of the thermopiles will keep contributing to the noise of the peak data and MP data as well. Therefore, $SNR_{\overline{STD}(MP_{corrected})}$ values are rarely larger than $SNR_{\overline{STD}(BG)}$, thereby the training goal and stopping conditions can be set up based on these values.

Table 6.6. Investigation of BR, $\lambda_1$, and $\lambda_2$ thermopiles in applying the forcing method

<table>
<thead>
<tr>
<th>Quantities</th>
<th>BR</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{raw}$</td>
<td>$1.0470 \times 10^5$</td>
<td>$1.0547 \times 10^5$</td>
<td>$9.4137 \times 10^5$</td>
</tr>
<tr>
<td>$E_{corrected}$</td>
<td>$4.4435 \times 10^3$</td>
<td>$7.6301 \times 10^3$</td>
<td>$5.0848 \times 10^4$</td>
</tr>
<tr>
<td>$E_{raw}/E_{corrected}$</td>
<td>23.5627</td>
<td>13.825</td>
<td>18.5135</td>
</tr>
<tr>
<td>$MP_{corrected}$</td>
<td>$9.6621 \times 10^6$</td>
<td>$2.1571 \times 10^6$</td>
<td>$9.0194 \times 10^6$</td>
</tr>
<tr>
<td>$STD(MP_{uncorrected})$</td>
<td>$8.6504 \times 10^4$</td>
<td>$1.4662 \times 10^5$</td>
<td>$9.8848 \times 10^5$</td>
</tr>
<tr>
<td>$SNR_{\overline{STD}(MP_{uncorrected})}$</td>
<td>41dB</td>
<td>42.6dB</td>
<td>19.2dB</td>
</tr>
<tr>
<td>$STD(MP_{corrected})$</td>
<td>$5.4013 \times 10^3$</td>
<td>$1.5999 \times 10^4$</td>
<td>$6.889 \times 10^4$</td>
</tr>
<tr>
<td>$SNR_{\overline{STD}(MP_{corrected})}$</td>
<td>65dB</td>
<td>42.6dB</td>
<td>42.3dB</td>
</tr>
<tr>
<td>$STD(BG)$</td>
<td>53.6069</td>
<td>9.6402 $\times 10^3$</td>
<td>5.9474 $\times 10^4$</td>
</tr>
<tr>
<td>$SNR_{\overline{STD}(BG)}$</td>
<td>105.1dB</td>
<td>47dB</td>
<td>43.6dB</td>
</tr>
</tbody>
</table>

To see how good the corrections of the MP data of the thermopiles, the plots of the uncorrected and corrected MP are shown in Figure 6.13. In the figure, the red dots and the blue circles are the plots of the corrected and uncorrected MP, respectively.

![Figure 6.12. Max peak data of the three thermopiles in uncorrected (blue circle) and corrected (red dots) cases. (a): BR thermopiles; (b): $\lambda_1$ thermopile; (c): $\lambda_2$ thermopile.](image)

The final trained ANN diagram for the thermopiles are presented in Figure 6.14. The weights
and biases of each thermopile are different in values but similar in size with the other thermopiles.

The activation function for the hidden layer is a hyperbolic tangent sigmoid function [C6.16]:

\[
f(x) = \text{tansig}(x) = \frac{2}{1+e^{-2x}} - 1 \quad (6.25)
\]

The activation function for the output is identity function:

\[
f(x) = x \quad (6.26)
\]

An example of the weight and bias matrices of \( \lambda_1 \) ANN module:

\[
[W]_{3 \times 7} = \begin{bmatrix}
0.7843 & -0.2677 & 0.7130 & -0.0979 & -0.6613 & -0.0637 & 0.2825 \\
-0.6653 & 0.0869 & 0.1575 & -0.0211 & 0.1268 & 1.8016 & 0.0969 \\
1.1568 & -0.3625 & 0.6878 & -0.0866 & 0.6642 & -1.3996 & 0.2659
\end{bmatrix}
\]

\[
[B]_{3 \times 1} = \begin{bmatrix}
0.4175 \\
0.8829 \\
1.0571 \\
0.2646
\end{bmatrix}
\]

\[
[W]_{1 \times 3} = \begin{bmatrix}
0.8829 & -1.2047 & -1.0695
\end{bmatrix}
\]

\[
[B]_{1 \times 1} = \begin{bmatrix}
0.2430
\end{bmatrix}
\]

The output is the ratio function \( R \), so one can write the output function as:

\[
R = \text{tansig}([W]_{3 \times 7}^*[X]_{7 \times 1} + [B]_{3 \times 1})^T*[W]_{1 \times 3}^T + [B]_{1 \times 1} \quad (6.27)
\]

From equation (6.27) and applying equation (6.19), one can get the corrected MP data as shown in the previous tables and figures.

6.4.5. Discussion

Figure 6.7, Table 6.1, 6.3, 6.5, and 6.6 show that the greater the correlation between \( \text{BG} \) and \( \text{MP} \) is, the better the correction will be. The correlation between \( \bar{T} \) and \( \text{MP} \) of the BR thermopile is larger than the other thermopiles. Thus, the \( \text{MP} \) correction of BR thermopile is better than the other thermopiles correction (Table 6.3 and Table 6.5: comparing case 1 of using \( \text{BG} \) information with case 2 of using \( \text{BG} \) and \( T_1 \) information).

As ANN is deep machine learning, the training data and the external data should be large enough to cover as much as possible the operating conditions. Adding more support inputs can help to fix data better. However, the trade-off is the training time as it requires a longer time to find the global
minima. It is due to the fact that the more variables there are, the more local minima the error cost function will have. These minima can deter the training ANN from finding the global minima. To reduce the training time, only important inputs are kept, and unimportant inputs or similar inputs are eliminated such as $V_1, V_3, V_2, V_4, T_1,$ or $T_2$.

In case 6, when adding MFP or MWP, the correction results are developed. It can be explained that during the data collection of an IR pulse, the data points of peaks can also be influenced by noises and deviated from the sloping trend. Therefore, the slope is not as smooth as the illustration in Figure 6.3. MFP or MWP takes roles of reference information to adjust the MP. The standard deviations of the background noises of the BR, $\lambda_1$, and $\lambda_2$ thermopiles also assist in the correction process. The effect can be seen in Table 6.3 and 6.5.

The external training provides better results in comparison with the internal training. In the internal training, because the training data are reused to test the solutions, it can favorably satisfy the stop condition. However, it cannot satisfy well the external data. On the other hand, the external training using the external data to test the solution at each training, so the method forcing the ANN must find a solution which can satisfy the external data rather than the training data.

From Table 6.6, it is recommended to find the $SNR_{STD(BG)}$ or at least $STD(BG)$ to set up an appropriate training goal and stop condition. If this step is not conducted, the training can fall into two cases of either running too long but cannot achieve the goal, or pseudo-global minima when the goal is badly set up.

A weak point is that at a few points of the corrected MP data, the corrected MP points are not really good and diverted from the straight line. This can be explained that these MP points are affected by burst noise or outliers which cannot be monitored by the installed monitoring modules. In case BG is affected by the burst noise, then it will lead to the wrong correction of MP.

The choice of SBG is not really strict. However, with careful choice such as using the histograms, it can increase the reliability and confidence of the device. If a chosen SBG is too far from the most frequent BG, then the program will often potentially process large errors. As a result, the corrected data can still contain some errors.

6.5. Conclusion

The NN, background data, and support inputs which are the data vectors from the add-on sensor and the monitoring modules are used to correct data with error in a nondispersive thermopile
device. The other statistical quantities such as the standard deviations, the mean-of-front peak, or the mean-of-whole peak also can be used to improve the correction. $\frac{E_{raw}}{E_{corrected}}$ of broadband, $\lambda_1$, and $\lambda_2$ thermopiles are improved by 23.5627, 13.825, and 18.513 times, respectively. To achieve these results, the forcing training was applied in the training, but the tradeoff, in this case, is time-consuming. The mean-of-front peak or the mean-of-whole peak, and standard deviation of the background of the thermopile signals are also quite useful in the error correction. The research also revealed that the external training provides a better solution than the internal training. As the number of weights and bias are small, these parameters can be embedded into a microcontroller to process signals.

The data with burst noise are difficult to fix. Using preprocessing techniques such as digital filters, Kalman filter, and outlier elimination techniques can help to overcome the problem. The application of using the support inputs and neural network to fix error data can be applied in electronics devices which have unstable outputs and the operating conditions which can be monitored.
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Chapter 4 proposes a non-dispersive device and an innovative method to detect and analyse Fusarium spore by applying Beer-Lambert law and group distinction coefficient. Though, the experiments prove that the method works well, there are cases that certain group distinction coefficients are close to each other. As a result, this leads to an incorrect detection from the device. To overcome this problem, the Fusarium detection device was upgraded by using a broadband thermopile as the third thermopile along with \( \lambda_1 \) and \( \lambda_2 \) thermopiles to analyse the reflecting IR light from the samples in the HV trap chamber. The third thermopile can be used to confirm whether the sample is *Fusarium* or not. The confirmation is based on the validation area. If the measurement data point is in the validation area, then the sample is *Fusarium*. Thus, the accuracy of the device is improved. To increase the precision, the Kalman algorithm was also applied to process thermal and burst noises, while neural network was employed to eliminate the background noise. The contribution of this work is the proposed signal-data processing not only increases detection confidence but also improves accuracy of the sample quantification.

The main contribution to this manuscript comes from the student (the first author) while the supervisor provides the supervision for the manuscript.
Adaptive-Cognitive Kalman Filter and Neural Network for an Upgraded Nondispersive Thermopile Device to Detect and Analyze \textit{Fusarium} Spores

Son Pham, Anh Dinh

Abstract

Noises such as thermal noise, background noise or burst noise can reduce the reliability and confidence of measurement devices. In this work, a recursive and adaptive Kalman filter is proposed to detect and process burst noise or outliers and thermal noise, which are common electrical and electronic devices. The Kalman filter and neural network are used to preprocess data of three detectors of a nondispersive thermopile device, which is used to detect and quantify \textit{Fusarium} spores. The detectors are broadband (1 µm to 20 µm), $\lambda_1$ (6.09 ± 0.06 µm) and $\lambda_2$ (9.49 ± 0.44 µm) thermopiles. Additionally, an artificial neural network (NN) is applied to process background noise effects. The adaptive and cognitive Kalman Filter helps to improve the training time of the neural network and the absolute error of the thermopile data. Without applying the Kalman filter for $\lambda_1$ thermopile, it took 12 min 09 sec to train the NN and reach the absolute error of $2.7453 \times 10^4$ (n. u.). With the Kalman filter, it took 46 sec to train the NN to reach the absolute error of $1.4374 \times 10^4$ (n. u.) for $\lambda_1$ thermopile. Similarly, to the $\lambda_2$ (9.49 ± 0.44 µm) thermopile, the training improved from 9 min 13 sec to 1 min and the absolute error of $2.3999 \times 10^5$ (n. u.) to the absolute error of $1.76485 \times 10^5$ (n. u.) respectively. The three-thermopile system has proven that it can improve the reliability in detection of \textit{Fusarium} spores by adding the broadband thermopile. The method developed in this work can be employed for devices that encounter similar noise problems.

Index Terms-burst noise; outlier; thermal noise; Kalman; filter; neural network; thermopile; \textit{Fusarium} detection
7.1. Introduction

*Fusarium* is a hazardous fungus. It can weaken the immunization system of the hosts such as animals and human. It also and cause different diseases such as onychomycosis or keratitis for human [C7.1], or meningoencephalitis in the dog [C7.2]. *Fusarium* also can result in many other diseases on plants such as *Fusarium* wilt on watermelon or bean [C7.3, C7.4], *Fusarium* head blight on wheat [C7.5], *Fusarium* dry on citrus [C7.6] or *Fusarium* root rot [C7.7]. According to *Fusarium* management guide [C7.8], *Fusarium* head blight disease, which is the key factor to cause *Fusarium* damage kernel on wheat, has annually resulted in losses of hundreds of million dollars. Many other previous studies of analyzing and detection *Fusarium* were conducted by applying mass spectroscopy [C7.9], Fourier transform infrared spectroscopy, near-infrared spectroscopy [C7.10, C7.11], polymerase-chain-reaction machine [C7.12], chlorophyll fluorescent imaging [C7.5] or impedance-based gold-electrodes sensor [C7.13]. Though these mentioned approaches are effective, some drawbacks can be seen such as expensive, complex to manipulate and hard to achieve quick detection. Thus, early detecting of *Fusarium* spore help crops to avoid dangerous fungal diseases and losses. *Fusarium* spores can spread out through the water, air and collaborative media of both water and air [C7.14–16]. Based on dispersal mechanisms, it can be sorted in a one-phase mechanism or two-phase mechanism. The one-phase mechanism means that spores can be dispersed by merely air or water. The two-phase mechanism means that the spores can be dispersed by the cooperation of air and water in the form of water drops in wind or bubbles in raining water containing spores [C7.14–C7.19].

From the studies pertaining to *Fusarium*, *Fusarium* spores can be dispersed most through the air phase. From this feature, the *Fusarium* detection method and device proposed in [C7.20] were suggested and designed. In this research, based on the Beer–Lambert law [C7.21], the group-distinction coefficient (GDC) was proposed to distinguish the substances. The group-distinction coefficient was calculated by using signals from two infrared narrow-bandwidth thermopiles. The detection method and the device were proved that worked well. However, the authors encountered some difficulties which are similar GDC values and system noises. In the research in [C7.20], the studied samples were *Fusarium oxysporum* chlamydospores [C7.22], pollen, starch and turmeric, in which, the GDCs of *Fusarium* and starch were very close to each other. The noises are background noise, thermal noise and burst noise [C7.20].
There are many different types of noise such as thermal, background, burst, flicker and avalanche noises [C7.23, C7.24]. These noises mainly occur in electronic or electrical devices and can be processed and treated in different ways to reduce the effects caused by them to the performance of devices. A thermal noise or Johnson noise, which is thermal agitation of electrons within electronic components can be reduced by an analog or digital filter [C7.24–C7.26]. Background (BG) noise or direct current (DC) noise can occur in amplifier circuits as they need bias currents to work, and the currents can be changed by the operating conditions such as temperature [C7.27]. Additionally, BG noise can be caused by input offset voltage along with bias currents of the operational amplifiers [C7.9]. Burst or popcorn noise can happen in semiconductors and is unpredictable [C7.24]. This type of noise can cause outliers in data, as a result, outlier detection and treatment are crucial tasks. In the study on outlier detection [C7.28], Dan L. et al., presented a Haar wavelet transform method to detect burst noise based on the singularity of the noise. In a different work, to detect outliers that were from data in the frequency domain, Deschrijver, D. et al., [C7.29] suggested a modified vector fitting algorithm by solving the least-squares equations of a set of scattering parameter data samples.

This paper proposes a novel method to detect *Fusarium*, to distinguish two substances with similar GDCs, and to introduce techniques to reduce thermal and burst noises or outliers in the data collected from the thermopiles. The method in this paper is upgraded from the previous work. To process both thermal and burst noise, an adaptive and cognitive Kalman filter (ACKF) is proposed. In the filter, a mechanism of outlier detection indicates the outlier positions and the filter will eliminate the outliers. As BG noise affects the impulsive signals or peak data (PD), the PD should be processed to eliminate the effect of the BG noise. The PD with the noise or error are eliminated by an artificial neural network (NN). From [C7.20], the two narrow-bandwidth thermopiles, $\lambda_1$ (6.09 ± 0.06 µm) and $\lambda_2$ (9.49 ± 0.44 µm), were used. In this research, the third thermopile was added. This add-on thermopile is a broadband (BR) spectrum detector (1 µm to 20 µm), which was upgraded from a reference sensor of monitoring the IR light source [C7.20]. The thermopiles BR, $\lambda_1$, and $\lambda_2$ can be used to analyze samples. The rest of the paper is structured as follows. Section 2 is the background of the Kalman algorithm and the neural network. Section 3 is about the outlier detection and adaptation mechanism for the Kalman filter. Additionally, it also discusses the NN approach. Section 4 provides the results and discussion. Lastly, section 5 concludes the work.
7.2. Background of the Applied Algorithms

7.2.1. Kalman Algorithm

Kalman algorithm is a versatile tool as it can be applied in many applications such as tracking objects (body parts, missiles, etc.) [C7.30–C7.33], navigation [C7.34], error data correction [C7.35] or finance [C7.36]. Kalman algorithm always has two distinct stages: prediction and measurement. Kalman is an optimal algorithm, as it can continuously improve the system outputs based on a recursive method of calculating the error covariance and prediction. With a linear system in the state-space model, the discrete Kalman can be applied. The discrete-time state evolution equation of a linear system [C7.37] can be defined as:

\[ X_k = A X_{k-1} + B U_k + W_k, \]  

(7.1)

where \( A \) is the state transition matrix impacting on \( X_{k-1} \), which is the state vector at the discrete-time \( k-1 \); \( B \) is the control-input matrix; \( U_k \) and is the control vector and \( W_k \) is the process noise vector, which is supposed to be zero-mean Gaussian with the process noise covariance matrix \( Q \), \( W_k \sim N(0, Q) \). The prediction Equation (7.1) will go along with an observation equation to describe the correlation between the measured value and the prediction at the discrete-time \( k \):

\[ Z_k = H X_k + V_k. \]  

(7.2)

in which, \( Z_k \) is the observation vector or measurement vector; \( H \) is the observation matrix and \( V_k \) is the observation noise vector with the observation covariance matrix \( R \), \( V_k \sim N(0, R) \). The \( A, B, H, Q \) and \( R \) can have the subscript index \( k \) if they change with discrete-time, yet they are invariant in most problems. Figure 7.1(a) illustrated the Kalman algorithm. In the diagram, \( P_k^+ \) and \( P_k^- \) are the updated and predicted state error covariance matrices respectively [C7.37]. \( X_k^- \) is called an a priori prediction. The output from the Kalman is the updated \( X_k^+ \) or an \textit{a posteriori} vector.

There are many systems that their state equation is nonlinear, so Equation (7.1) cannot be applied. The state can depend on a certain function \( f \), which is:

\[ X_k^- = f(X_{k-1}^+, U_k, W_{k-1}). \]  

(7.3)

The observation equation of the measurement and prediction vectors can be:
To be able to apply the Kalman filter, a linearization was suggested to approximate the nonlinear problem into a linear problem by first-order Taylor series. At each discrete-time, it is essential to calculate:

\[ F_{k-1} = \frac{\partial f}{\partial X}(X_{k-1}^k, u_{k,0}). \]  \hspace{1cm} (7.5)

\[ h_k = \frac{\partial f}{\partial X}(X_{k,0}). \]  \hspace{1cm} (7.6)

The extended Kalman filter (EKF) algorithm is shown in Figure 7.1(b). Viewing the two algorithms in Figure 7.1(a),(b), the differences are in the prediction equations. The update equations are the same in both algorithms [C7.30, C7.37].

![Figure 7.1. Kalman algorithm operation diagram. (a): Kalman and (b): extended Kalman.](image)

7.2.2. Neural Network

In this work, as the neural network was applied to fix the error data caused by the BG noise, the theory of the neural network was briefly discussed here. An artificial neural network or neural network (NN) copying the work of biological neural systems [C7.38–C7.40] can react with certain inputs to provide outputs. An NN can have many layers, and the number of nodes in each layer is arbitrary. Looking at layer \( l \) with \( K \) nodes, one can have the output equation of this layer is:
\[ a_j^{(l)} = \sigma \left( b_i^{(l)} + \sum_{r=1}^{R} w_{ij}^{(l)} \cdot a_i^{(l-1)} \right) = \sigma \left( z_j^{(l)} \right), \]  
(7.7)

where \( \sigma \) is an activation function such as linear function, binary step, hyperbolic tangent, sigmoid function, tanh, rectified linear unit (ReLU), softplus functions or Leaky ReLU [C7.40, C7.41]; \( z_j^{(l)} = b_j^{(l)} + \sum_{j=1}^{R} w_{ij}^{(l)} \cdot a_i^{(l-1)} \) is the output of the \( j \)th neuron of the layer \( (l-1) \); \( W^{(l)} = \{ w_{11}^{(l)}, w_{12}^{(l)}, \ldots, w_{lj}^{(l)}, \ldots, w_{KR}^{(l)} \} \) and \( B = \{ b_1^{(l)}, b_2^{(l)}, \ldots, b_i^{(l)}, \ldots, b_k^{(l)} \} \) are weights and biases of the layer \( l \) respectively.

To have desired outputs from an input vector, the NN must be trained to find the weights and biases of the NN. The training process is actually an optimal problem of finding the global minima of a cost function, which is often based on the mean square error (MSE) [C7.38, C7.42, C7.43]. NN has applications in many areas such as signal processing [C7.44], voice recognition [C7.45], image processing [C7.46] or navigation [C7.47]. The back-propagation algorithm (BPA) is a fundamental algorithm in NN. In this algorithm, it needs a set of training data including input vector \( \mathbf{X} \) of \( N \) elements \{\( x_1, x_2, \ldots, x_N \}\) and output vector \( \mathbf{O} \) of \( M \) elements \{\( o_1, o_2, \ldots, o_M \}\). The quadratic cost function of the stochastic gradient descent (SGD) is defined as:

\[ C(\mathbf{O}, \mathbf{Y}) = \frac{1}{2} \| \mathbf{O} |_k - \mathbf{Y} |_k \|^2 = \frac{1}{2} \sum_{m=1}^{M} [o_m - y_m^{(l)}]^2. \]  
(7.8)

From Equation (7.8), the BPA to update the weight matrix and the bias vector for a hidden layer \( l \) is:

\[ E^{(l)} = (W^{(l+1)})^T \cdot E^{(l+1)} \odot D^{(l)} \]

\[ \Delta W^{(l)} |_{k+1} = -\eta \cdot [E^{(l)} |_k \cdot (A^{(l-1)} |_k)^T]. \]

\[ \Delta B^{(l)} |_{k+1} = -\eta \cdot E^{(l)} |_k \]

In which \( \Delta W^{(l)} |_{k+1} \) and \( \Delta B^{(l)} |_{k+1} \) are the update matrices for weights and biases of the hidden layer \( l \) respectively; \( A^{(l-1)} \) is the output vector of the layer \( l-1 \); \( D^{(l)} |_{k \times 1} = \sigma' \mathbf{Z}^{(l)} |_{k \times 1} \) is the activation derivative matrix with the argument is \( \mathbf{Z}^{(l)} \) matrix of \( z_i^{(l)} \) and \( E^{(l)} \) is the error matrix. \( \eta \) is the learning rate. If \( \eta \) is too small, it may take a long time to find the global minima. If \( \eta \) is large, it can never obtain the optimum global minima. To overcome this difficulty, the steepest descent
algorithm was proposed by using Taylor approximation to find an appropriate \( \eta \) [C7.39]. In this algorithm:

\[
E(W + \eta d) \approx E(W) + \eta \cdot g^T \cdot d, \tag{7.9}
\]

where, \( g \) is the vector gradient of \( E(W) \), and \( d \) is the descent direction. \( \eta \) should be small enough to make \( E(W + \eta d) - E(W) < 0 \). Since \( \eta \) should not be so small, \( \eta \) can be chosen to minimize \( E(W + \eta d) \). Thus, \( \eta_t = 0 \rightarrow g^T \cdot d = 0 \rightarrow \begin{bmatrix} g = 0 \\ g \perp d \end{bmatrix} \). To increase the convergence speed, Newton algorithm can be used. In this algorithm, the update form of the weights is:

\[
W(k+1) = W(k) - \eta_k \cdot H^{-1}(k) \cdot g(k), \tag{7.10}
\]

where, \( H(k) \) is the Hessian matrix. Solving the equation of \( H(k) \cdot d(k) = -g(k) \) to find the descent direction \( d(k) \) at discrete time \( k \). Equation (7.9) is applied to find \( \eta_k \) [C7.39]. For the least square problems, as the Hessian matrix calculation is difficult sometimes, the Levenberg–Marquardt algorithm (LMA) can be applied to avoid that calculation by the approximation of \( H \approx J^T \cdot J \), in which, \( J \) is the Jacobian matrix of first derivative \( \nabla E(W(k)) \) [C7.39]. In our NN, the LMA was applied to find weights and biases.

7.3. Methodology

7.3.1. System

The Fusarium detection device was upgraded from the authors’ previous work, which was presented in [C7.20] by removing the reference chamber or the splitting plate to make only one reaction chamber. The trap has two silver-coated mirrors at the top and bottom, one IR source, one ZnSe window, a pair of reflective mirrors to direct IR light to the IR thermopiles, an inlet pipe, an outlet pipe and methyl methacrylate plates to cover the surrounding. The upgraded device structure is shown in Figure 7.2. The reference or broadband (BR) thermopile became the third detector along with the other two thermopiles to analyze the incident IR light. The broadband thermopile has the IR spectrum of 1 \( \mu m \) to 20 \( \mu m \); \( \lambda_1 \) and \( \lambda_2 \) thermopiles have very narrow bandwidth spectra by using window filters of 6.09 \( \pm \) 0.06 \( \mu m \) and 9.49 \( \pm \) 0.44 \( \mu m \) respectively. The window filters
were supplied by Northumbria Optical [C7.48] and installed into the 2 mm × 2 mm 2 M thermopiles supplied by Dexter Research Inc. [C7.49]. The typical internal resistance of these thermopiles is about 10 kΩ, and the responsivity R is 18.9 V/W. From [C7.49], the damage threshold $P_{\text{thres}}$ is 0.5 W/cm², so it is not recommended to expose the 2 M thermopiles to any IR source higher $P_{\text{thres}}$. The IR source is 2.2 mm × 2.2 mm JSIR350-4-AL-C-D3.7-2-A5-I, and its spectrum is around from 1 µm to 20 µm [C7.50]. In the measurement, the biased current and the voltage for the IR source were 141.4 mA and 5.65 V respectively. As the signals from the thermopiles in this research were extremely weak, preamplifiers were necessary. The preamplifiers employed the AD8629 integrated circuit (IC) devices because these ICs have low bias current, low offset voltage, high common-mode rejection ration as well as chopping stabilization circuit [C7.51]. These features will help to lower the output noises. The final amplifier is OPA320 IC [C7.52]. The output of the final amplifier is digitalized by a 24-bit LT2400 analog-to-digital converter (ADC) [C7.53]. The setup voltage for the ADC was 4.096 V, so the resolution was 0.488 µV [C7.20]. In the device, a vacuum pump was attached to the inlet pipe. An output of a 15 kV high voltage (HV) circuit was connected to one of the silver-coated mirrors. In the device, to monitor the operating conditions of the device, a temperature sensor DS18B20 and a 5 V monitor and a 9 V monitor were used to monitor the output of the regulator circuits. When the temperature of the environment and voltages of these regulators change, the changes will be recorded to serve for the data error correction.

Figure 7.2. High voltage trap chamber and the thermopiles, circuit of the amplifiers and operation diagram.
The microcontroller (µC) used to operate the system is an Atmel 328p [C7.54]. In Figure 7.2, to start, the µC turns on the vacuum pump to deliver the air into the trap chamber. The particles in the air are caught by the electrostatic charges provided by the HV circuit. After turning off the pump and the HV module, the microcontroller starts to collect data by following the following measurement procedure:

- Phase 1: Measuring environment temperature—T1; then, measuring outputs of the 5 V and 9 V regulators, which are V1 and V2 respectively.
- Phase 2: Measuring background data of BR thermopile in 6 s, when the IR source is still turned OFF; turning ON the IR source in 1.5 s and measuring data from the BR thermopile during this period to have peak data (PD); turning OFF the IR source in 6 s and measuring background data of the BR thermopile again. Thus, the data include background data, peak data PD and background data again.
- Phase 3: Similar to phase 2, λ₁ thermopile data are measured.
- Phase 4: Similar to phase 2, λ₂ thermopile data are measured.
- Phase 5: Repeating phase 1, but renaming temperature as T2, and the outputs of 5 V and 9 V regulators as V3 and V4 respectively.
- Phase 6: Sending all data to the computer in time order for further processing and analyzing.

In the computer, the background data will be averaged to have BG mean value. The data order is T1-V1-V2-BG-PD-BG-T2-V3-V4. After the measurement, one will have one data batch. To have a precise analysis, this procedure can be repeated to have more data batches. The number of the measurement batches is arbitrary. To have a good decision, five batches are sufficient [C7.20].

7.3.2. Analyzing Method

To be able to detect a sample in the device, it is necessary to find a model that depends only on the monochromatic absorbance features of the samples. From Beer–Lambert law, we proposed a group distinction coefficient equation, which can be applied to distinguish a group of samples in the device as follow [C7.20]:
\[ \eta = \frac{\varepsilon_{\lambda_1}}{\varepsilon_{\lambda_2}} = \frac{\log(p_{\lambda_1})}{\log(p_{\lambda_2})}. \]  

(7.11)

In which \( P_{\alpha,\lambda} \) is the IR radiant power of a monochromatic light of the IR light source (W/sr); \( P_{\lambda} \) is IR power of the monochromatic light going through a sample (W/sr) and \( \varepsilon_{\lambda} \) is monochromatic extinction coefficient (1/obj.). The formula to determine the density of the sample is [C7.20]:

\[ D_x = \frac{\log\left(\frac{P_{x,\lambda_1}}{P_{x,\lambda_2}}\right)}{\varepsilon_{\lambda_1} + S} = D \times \frac{\log\left(\frac{P_{x,\lambda_1}}{P_{x,\lambda_2}}\right)}{\log\left(\frac{P_{x,\lambda_1}}{P_{x,\lambda_2}}\right)}, \]  

(7.12)

where \( D_x \) is an unknown density of a sample; \( D \) is a known-sample density (obj./cm\(^2\)); \( S \) is the area of the sample and \( \text{obj.} \) is the studied object, which is caught on the area \( S \).

Additionally, from experiment results, the Fusarium curve of \( P_{BR} \) and \( D_x \) can be plotted and in the later measurements, the values of \( P_{BR} \) and \( D_x \) can be found. Testing whether the data point of \((P_{BR}, D_x)\) is on the curve can consolidate a decision of detection. This additional step helps to eliminate the confusion between two samples having a similar group-distinction coefficient \( \eta \). Therefore, the third sensor is added to improve the reliability and extend application areas.

Power of incident light coming to a thermopile can be calculated by applying:

\[ P_{\text{inc}} = \frac{N_{\text{dig}} \times \text{resolution(\muV)}}{\text{responsivity(V/W)} \times \text{Gain}}, \]  

(7.13)

where, \( N_{\text{dig}} \) is digital output from ADC when reading thermopile data. Actually, when \( \frac{P_{x,\lambda_1}}{P_{x,\lambda_2}} \) ratio is estimated, the resolution, responsivity, and gain will cancel out each other. Therefore,

\[ \frac{P_{x,\lambda_1}}{P_{x,\lambda_2}} = \frac{N_{\text{dig}-x,\lambda_1}}{N_{\text{dig}-x,\lambda_1}}. \]

7.3.3. Adaptive and Cognitive Kalman Filter

In our work, the Kalman filter had two functions, which were the noise filter and outlier reducer for the signal data of each thermopile. As mentioned in Section 2.1, \( Q \) is the process noise covariance. In our work, the Kalman filter processed signal data of each thermopile, and \( Q \) should be called as the process noise error. The process noise, theoretically, depends on the working condition at each discrete-time, but in many problems, this condition is almost unchanged. During
the time of turning ON the IR source, the IR radiation changed the working condition, so the process noise errors in the turning ON and turning OFF periods were not the same. The observation error could be determined from the experiments.

Section 3.1 described the measurement procedure. In a turning ON period, the temperature of the IR source promptly increased. Since the IR source used the microelectromechanical system (MEMS), the temperature would soon reach the saturation temperature. As a result, in the early of the turning ON period, the signals on the thermopiles increased quickly but slightly improved in the end of this period. In the turning OFF period, the IR source temperature quickly decreased until reaching the environment temperature, so the data in this period would decline too. In practice, three types of data pulse can be seen as illustrated in Figure 7.3.

![Figure 7.3](image)

Figure 7.3. Three typical types of pulse data can be seen in the collected data. (a) Normal pulse data; (b) abnormal pulse data with positive outliers in the background and in the peak; (c) abnormal pulse data with a negative outlier in the peak and (d–f) close view of tangential line angles $\alpha_1$ and $\alpha_2$ of cases (a), (b) and (c) respectively.

Figure 7.3(a) illustrates a normal pulse, in which, the front peak (FP) corresponds to turning OFF and the back peak (BP) corresponds to turning OFF and the START of the temperature balance period. In the research, the burst or popcorn noise may occur during the data collection and
cause outliers in background and PD. Figure 7.3(b),(c) shows the two typical pulse data with burst noise or outliers. As the front peak data caused by the reaction of the thermopiles with the coming-IR light reflecting from analyzing samples, the data will contain useful information of the samples. Besides, from observation, outliers often appear in FP range. Therefore, we focused on how to process outliers in the FP range. In the FP range (illustrated in Figure 7.3(a)), let us look at two adjacent points, P1 and P2 corresponding to the discrete-time k and k + 1, in a data peak. D1 and D2 are the tangential lines going through P1 and P2 respectively. \( \alpha_1 \) and \( \alpha_2 \) are the angles of the tangential lines D1 and D2 with the horizontal line. For normal pulses, it can be seen that:

\[
\begin{align*}
0 \leq \alpha_1, \alpha_2 &< 90^\circ \\
\alpha_2 < \alpha_1 \Rightarrow \tan(\alpha_2) &< \tan(\alpha_1) \Rightarrow \frac{P_2-P_1}{\Delta t} < \frac{P_1-P_0}{\Delta t}
\end{align*}
\]  

(7.14)

where:

\[
\tan(\alpha_1) = \frac{P_1-P_0}{t_{k+1}-t_k} = \frac{P_1-P_0}{\Delta t}; \quad \tan(\alpha_2) = \frac{P_2-P_1}{t_{k+1}-t_k} = \frac{P_2-P_1}{\Delta t}
\]  

(7.15)

Similarly, the conditions for Figure 7.3(b),(e) are:

\[
\begin{align*}
0 \leq \alpha_1, \alpha_2 &< 90^\circ \\
\alpha_2 > \alpha_1 \Rightarrow \tan(\alpha_2) &> \tan(\alpha_1) \Rightarrow \frac{P_2-P_1}{\Delta t} > \frac{P_1-P_0}{\Delta t}
\end{align*}
\]  

(7.16)

For Figure 7.3(c),(f), the conditions are:

\[
\begin{align*}
0 \leq \alpha_1 &< 90^\circ, 90^\circ < \alpha_2 \leq 180^\circ \\
\alpha_2 > \alpha_1 \Rightarrow \tan(\alpha_1) > 0 &\text{ and } \tan(\alpha_2) < 0 \Rightarrow \frac{P_1-P_0}{\Delta t} > 0 \text{ and } \frac{P_2-P_1}{\Delta t} < 0
\end{align*}
\]  

(7.17)

The conditions in Equations (7.14), (7.16) and (7.17) can be used to determine normal or abnormal pulses in the FP range. P0, P1 and P2 are the digital values of FP range. (P1–P0) and (P2–P1) could be calculated by applying the first-order discrete derivative of the pulse, and [(P2–P1)–(P1–P0)] is the second-order discrete derivative of the pulse. Let us name \( f \) as the function of the peak, so the first and the second-order derivative by discrete-time k are \( \dot{f} \) and \( \ddot{f} \) respectively. Then (P1–P0) and (P2–P1) become \( \dot{f}(k-1) \) and \( \dot{f}(k) \), respectively; [(P2–P1)–(P1–P0)] = \( \ddot{f}(k) \).

As mentioned above, in the turning ON and OFF periods, the process noise and the other parameters of the Kalman filter should be adjusted. Figure 7.4 shows the adjustment diagram of
process noise, and recursive coefficients based on the experiments, the conditions in Equations (7.14), (7.16) and (7.17) for the ACKF.

Let us name $Q_o$ and $R_o$ as the constant process noise and observation noise errors respectively. In the discrete-time zones (I) and (III), the data are BG data. In these discrete-time zones, the process noise error is set at $Q = \beta_1 \times Q_o$ and the observation noise error is $R = R_o$. Attentionally, $R = R_o$ everywhere, and the values $\beta_1, \beta_2, \beta_3, \beta_4$ and $\beta_5$, which will be discussed later are cognitively determined by experiments. Figure 7.3(b) shows an example of background range with an outlier that can be fixed by the Kalman filter if $\beta_1$ is appropriately chosen. In the discrete-time (II), the FP range is studied. In the FP range, if $\dot{f}(k) > 0$ condition is true, the condition in Equation (7.16) is considered:

$$\rightarrow \frac{P_2-P_1}{\Delta t} - \frac{P_1-P_0}{\Delta t} > 0 \rightarrow (P_2 - P_1) - (P_1 - P_0) > 0 \rightarrow \dot{f}(k) > 0$$ (7.18)

If $\dot{f}(k) < 0$, it is normal and $Q = \beta_2 \times Q_o$. If $\dot{f}(k) > 0$, it is abnormal and an outlier appears in the FP range. If the outlier is large, it requires a correction for the observation value. In our research, if $\frac{\dot{f}(k-1)}{\dot{f}(k)} \geq 0.5$, then the outlier is not large $\rightarrow Q = \beta_3 \times Q_o$. If $\frac{\dot{f}(k-1)}{\dot{f}(k)} < 0.5$, then the outlier is large. The observation correction is conducted by using the previous normal data points at discrete times $k - 1$ and $k - 2$:

$$z^+(k) = z(k-1) + \eta \times (z(k-1) - z(k-2)), \quad (7.19)$$

where $z^+(k)$ is the observation prediction and $\eta$ is a percentage constant to take an amount of the difference of $z(k-1) - z(k-2)$. After this prediction, we still put more reliability on the process noise error rather than the observation noise error. In other words, at discrete time $k$, the observation noise error should be larger than the process noise error ($R > Q$ or $\frac{Q}{R} < 1$; $R = R_o$). It can be seen that:

$$\frac{P_1 - P_0}{P_2 - P_1} < 1 \rightarrow \frac{Q}{R_o} \sim \frac{P_1 - P_0}{P_2 - P_1} \rightarrow Q \sim \frac{P_1 - P_0}{P_2 - P_1} = \frac{\dot{f}(k-1)}{\dot{f}(k)}.$$ 

Thus, $Q = \beta_4 \times \frac{\dot{f}(k-1)}{\dot{f}(k)} \times Q_o$, and $Q$ can adapt to the magnitude of $\frac{\dot{f}(k-1)}{\dot{f}(k)}$. In addition, a recursive mechanism is designed to recall the Kalman filter module itself. The number of recalls, $N$, depends
on whether this ratio is small or large. The smaller \( \frac{f(k-1)}{f(k)} \) is, the more the Kalman module will recall itself. Basically, even in a normal case, the Kalman filter is called two times, so \( N = 2 \). If \( 0.05 < \frac{f(k-1)}{f(k)} < 0.1 \), \( N = 5 \). If \( 0.015 < \frac{f(k-1)}{f(k)} \leq 0.05 \), \( N = 5 \). If \( \frac{f(k-1)}{f(k)} \leq 0.015 \), \( N = 15 \). If \( f(k) < 0 \), a negative outlier occurs in this range. The observation data point is abnormal, and it will be corrected by applying again Equation (7.19). The process noise error is \( Q = \beta_x \times Q_o \). After being processed, the outlier point becomes a normal data point. If the outlier still exists in the FP range, it will be detected and processed. After being processed by the ACKF, thermopile data are symbolized as \([BG, PD, BG]_{\text{preprocessed}}\).

![Figure 7.4. The algorithm of the adaptive-cognitive Kalman filter (ACKF). Based on \( N \); the Kalman can recall itself \( N \) times.](image)

### 7.3.4. Entropy

To evaluate the effectiveness of the filter and outlier-elimination process, the entropies of the raw and preprocessed signals is used:
\[ S(y) = \sum_i p(i) \ast \log_2 \left( \frac{1}{p(i)} \right) \] (7.20)

In which \( y \) can be \( x \), the raw data, or \( z \), the processed signal data, and \( p(i) \) is the probability of \( x(i) \) or \( z(i) \) to happen [C7.55–C7.57]. Entropy quantity can reveal the uncertainty or the randomness of the investigated signal. To the raw signal containing much noise, the noise can cover the useful information and show a high disorder, so the entropy of the signal is small. If the outlier elimination modules work well, much noise including thermal or burst noise is reduced, then the entropy of the preprocessed signal can be larger than the raw signal.

In the NN training, as the BG noise of each thermopile affects most to the output, it is crucial to choose a standard BG (SBG), and corresponding with each SBG is a standard MP (SMP) based on the measurements of each thermopile. The SBG for each thermopile is chosen based on the appearance frequency of the BG data. The chosen BG should be the highest appearance frequency. We use the absolute-mean error function (AME as a stop criterion and efficiency coefficient). AME equation is:

\[ \text{Error} = \text{mean}(\sum_i \text{abs}(\text{SMP} - y(i))) \] (7.21)

However, we encountered some cases that the correction values swing around the SMP. To overcome the problem, applying Equation (7.20) of the entropy provides a better operational condition. As discussed above, to a data with much noise or a fluctuation data vector, the entropy will be small. In the training, the program will train NN and drive corrected data to a trend of entropy increase. Therefore, the best entropy will lead to the least swinging correction values.

### 7.3.5. Error Correction by Neural Network

In Section 3.1, temperature, 5 V and 9 V monitoring voltages and raw data were presented. Section 3.3 introduced the data after being preprocessed. Although the thermal and burst noises can be mitigated by the ACKF filter, the BG noise or error still exists in the data. To reduce this noise, a NN was applied. The NN was trained by a set of collected data from the *Fusarium* detection device. To prepare data for training NN, some estimations should be done first: \( \overline{T} = \frac{T_1 + T_2}{2}, \overline{V}_1 = \frac{V_{13} + V_3}{2} \) and \( \overline{V}_2 = \frac{V_{23} + V_4}{2} \); BG is the average of background data; STD(BG) is the standard deviation of background data; MP is the maximum of PD; WP is the mean value of the whole PD and FP is
the mean value of data points in FP range. To train the NN precisely, many data batches were recorded. Each data batch will have the previously introduced quantities. Gathering data for these quantities from the measured data batches, one will have data vectors, which are presented in bold font: $\overline{T_1}$, $\overline{V_1}$, $\overline{V_2}$, BG, STD(BG), MP, FP and WP. MP vector is used to analyze samples in the trap chamber (Section 3.1), and is the $N_{\text{dig}}$ data in Equation (7.13) (Section 3.2).

Theoretically, if the operating conditions and the studied sample are unchanged, MP will be stable. However, the operating condition set (OCS) of $\overline{T_1}$, $\overline{V_1}$, $\overline{V_2}$, BG, STD(BG), FP and WP are hardly stable, so MP are changed too. These quantities can affect to the MP. In the work, a standard operating condition set (SOCS) from OCS was chosen. Corresponding this SOCS is the three standard MP (SMP) values for the three thermopiles. If $r = \frac{\text{SMP}}{\text{MP}}$ is defined, then $r$ depends on the OCS and SOCS. If $N$ data batches are measured, then $\text{MP} = \{\text{MP}_1, \text{MP}_2, \ldots, \text{MP}_i, \ldots, \text{MP}_N\}$. From MP vector, $r = \frac{\text{SMP}}{\text{MP}}$ vector can be calculated. From Section 3.1, we know that MP is the digital value of amplified signal from an input signal X. MP can be estimated by: $\text{MP} = G \cdot X$, where, $G$ is the gain of the amplifiers. As an OCS can affect to the gain, so $G$ depends on the OCS. Therefore, $\text{SMP} = G_s \cdot X$, where $G_s$ is the gain at standard condition set. If X is stable, the ratio of $\text{MP}_i$ is:

$$r_i = \frac{\text{SMP}}{\text{MP}_i} = \frac{G_s}{G_i}.$$ (7.22)

$G_i$ depends on the OCS at the measurement $i^{th}$. The NN would be trained by using OCS of $\overline{T_1}$, $\overline{V_1}$, $\overline{V_2}$, BG, STD(BG), FP, WP and $r$. The trained NN would be used to determine $r_x$ from a new OCS$_x$ of a new investigation of any new sample. These procedures are depicted in Figure 7.5.

![Diagram](image)

Figure 7.5. Training neural network (NN) and finding the ratio $r_x$ diagram.

From $r_x$, MP$_x$ of the new sample can be corrected to eliminate the affection of OCS$_x$ by applying Equation (7.22), so MP$_x$ is adjusted to SMP, which is the MP value corresponding the SOCS:
In NN training, the input data and output data to supply into the NN were recorded in two cases of without-sample and *Fusarium* sample and in different operating conditions. In this paper, we mainly focused on the operation of the ACKF and the role of the broadband thermopile in the upgraded nondispersive thermopile device. The collected data would be preprocessed by the ACKF, and then being used to train the NN. To evaluate the effectiveness of the ACKF filter, the NN would be trained by two OCSs of raw data and ACKF-preprocessed data. Based on the comparison of the errors, entropies and times of NN training after employing the two OCSs, the effectiveness can be concluded. The diagram of using the collected data for NN training is shown in Figure 7.6.

![Diagram](image)

Figure 7.6. Estimation of the effectiveness of the ACKF.

### 7.3.6. Samples

The samples were used in the experiments are *Fusarium oxysporum* [C7.22] and starch as these two samples have the group distinction coefficients are close to each other. In the previous work, we also used pollen and turmeric to test the device and the analyzing formula, which is the group-distinction coefficient [C7.20]. The *F. oxysporum* was collected from rotten garlic bulbs and nurtured in potato-dextrose-agar Petri dishes by following the instructions in [C7.22]. To be able to collect *Fusarium* samples, it requires at least 4 weeks of fostering. The starch sample was from a local food market. The samples were used to test if the outlier reduction by ACKF and the upgraded *Fusarium* detection device can work effectively.
7.4. Results and Discussion

In [C7.20], four samples were used to test the *Fusarium* detection method and device. In that research, the coefficients of *Fusarium*, pollen, starch and turmeric were 1.144 ± 0.153, 0.136 ± 0.116, 0.939 ± 0.073 and 0.794 ± 0.139 respectively. It can be seen that *Fusarium* and starch coefficients were very similar to each other. Therefore, if there is a way to process further the samples with similar coefficients, it will be useful. In this work, we focused on mainly the method of using the combination of BR, $\lambda_1$ and $\lambda_2$ thermopiles to distinguish the two samples, *Fusarium* and starch, which have similar group-distinction coefficients.

7.4.1. Reduction of Thermal and Burst Noises

This section presents the operation of the ACKF. Its results and the raw data are shown in Figure 7.7. Figure 7.7(a), (d) shows thermopile signals with noise and outliers. Especially, Figure 7.7(a) has many outliers. Figure 7.7(b), (e) shows the preprocessed signals by applying ACKF to filter out the noise and the outliers. Figure 7.7(c), (f) depicts the entropies of the first-order differentiation of these signals. Each entropy value will stand for an uncertainty level of a signal. As seen, the ACKF work well, a few outliers still can be seen in Figure 7.7(b).

![Figure 7.7](image-url)

Figure 7.7. One hundred raw signals and their ACKF preprocessed signals when applying the ACKF in two different measurement sets. (a,d) Raw signal; (b,e) preprocessed signal and (c,f) entropies of the first-order differentiate corresponding to each signal.
Figure 7.8 illustrates some cases showing a better view of the effectiveness of the ACKF. The outliers can happen in the background or peak zones as shown in Figure 7.8a,(d)–(f). In these plots, Figure 7.8(f) could not be fixed well as the signal had too much affection from the thermal and burst noises. Figure 7.8(b), (c) did not get much effect from the burst noise and the ACKF function was to smooth the raw signals.

![Figure 7.8](image)

Figure 7.8. Close views of background, $\lambda_1$, and $\lambda_2$ of the raw and preprocessed signals. (a) Background; (b, c, e) $\lambda_2$ thermopile signals and (d, f) $\lambda_1$ thermopile signals.

Table 7.1 shows the max peak (MP) differences, $\Delta MP$, between the MP of ACKF the preprocessed and raw signals of the three thermopiles. Similarly, it also introduces the entropies of the signals of a typical case of the outlier effect. It can be seen that $\lambda_2$ raw signal had an outlier in the peak. Thus, $\Delta MP$ of $\lambda_2$ was very large, while $\Delta MP$s of BR and $\lambda_2$ were very small. The last two columns show the entropies of the signal differentiation of the three thermopiles of the raw and preprocessed signals. Table 7.1 proves that entropies of differentiation of the ACKF preprocessed data were better than the raw data. Thus, the ACKF could process the thermal noise and burst noise well.
Table 7.1. The investigation of the raw and preprocessed signals.

<table>
<thead>
<tr>
<th>Illustration</th>
<th>Thermopile</th>
<th>$\Delta MP$</th>
<th>Entropies of Diff. of Raw Signal</th>
<th>Entropies of Diff. of Preprocessed Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>1,162,693</td>
<td>0.9964</td>
<td>1.2808</td>
<td></td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>9471</td>
<td>0.9993</td>
<td>0.9964</td>
<td></td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>1873</td>
<td>0.9964</td>
<td>2.2958</td>
<td></td>
</tr>
</tbody>
</table>

7.4.2. Reduction of Background Noise

For training data of the NN, 5422 data were consecutively and automatically recorded in many days to mimic normal working conditions. To find an appropriate and adequate NN structure for our application, we simply started using a single hidden layer with two nodes, and then the number of nodes was increased. The number of nodes was stopped at eight. The training times and absolute errors from the training were taken note. Then, we increased the number of hidden layers to two layers with $m = 2$ nodes for the first hidden layers and $n = 1$ node for the second layers; $m$ was increased until reaching eight nodes for the training. Then, $n$ was increased to two nodes, and again $m$ started at $m = 2$ nodes. After $m = 8$ nodes and $n = 2$ nodes, we stopped there and compared the times and errors in the simulation to find the best NN structure.

The best NN structure had two hidden layers, in which, the first hidden layer had three nodes, while the second had two nodes. To compare the effectiveness of the ACKF, the raw data and the preprocessed data were employed. The data aggregation was of five different samples in which there were no sample, *Fusarium* samples at different densities and starch sample. In each case, the power supply for the IR source and the other circuits were unchanged, so the outputs of the three thermopiles were expected constant. Additionally, the number of batches in each sample-measurement case was arbitrary. However, the working condition was probably unstable and even the power supply could have a certain fluctuation, which could affect the output of the detectors. By using the inputs of the information of the temperature, 5 V and 9 V monitors and the BG to train the NN, we could correct the recorded-unstable outputs of these thermopiles, and return back
more stable outputs. Firstly, we checked the efficiency of the ACKF by comparing the training
times and the absolute errors of the $\lambda_1$ and $\lambda_2$ thermopiles. The results are depicted in Table 7.2.

Table 7.2. The training results of raw data vs. preprocessed (prep.) data.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_1$</th>
<th></th>
<th>$\lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw data</td>
<td>Prep. Data</td>
<td>Raw Data</td>
<td>Prep. Data</td>
</tr>
<tr>
<td>Time</td>
<td>12 min 09 sec</td>
<td>00 min 46 sec</td>
<td>9 min 13 sec</td>
</tr>
<tr>
<td>Error</td>
<td>$2.7453 \times 10^4$</td>
<td>$1.4374 \times 10^4$</td>
<td>$2.3999 \times 10^5$</td>
</tr>
</tbody>
</table>

In the training NN, both error and entropy criteria were applied. As mentioned in the entropy
section that the AME may cause the data correction swing even though the AME was optimized
through the weights and biases searching. Figure 7.9 shows the plots of the ACKF preprocessed
data and corrected data of $\lambda_1$ thermopile of using error and entropy as operational criteria.

In the preprocessed MP data of the $\lambda_1$ thermopile, Figure 7.8(a) illustrates the results of applying
entropy. Figure 7.9(b) is the close view of Figure 7.9(a) of the four different samples. Similarly,
Figure 7.9(c), (d) show the results when using the AME criterion. The black lines in the plots are
to show the expectation of MP values. The expectation MPs were chosen from view the correlation
of the MP data and the SBGs of the three cooperative thermopiles. The close views show data of
the other four different samples. It can be seen the entropy operating criterion could work better
than the error operating criterion.

Figure 7.9. The ACKF preprocessed (prep.) and corrected max peak (MP) data of $\lambda_1$ thermopile of
using entropy and absolute-mean error function (AME) criteria respectively. (a) Full
view of the data achieved by entropy criterion; (b) close view of the data batches from
5001 to 5422 achieved by entropy criterion; (c) full view of the data achieved by AME and (d) close view of the MP data from the batches of 5001 to 5422 achieved by AME criterion.

Figure 7.10 shows the other views on the operation of these criteria when processing the $\lambda_1$ thermopile MP data. Figure 7.10(a), (b) present the relationship between the training time and entropy of differentiation, and error of the corrected data respectively. The two red dots in Figure 7.10(a), (c) are the two optimized entropies, which are close to each other. Figure 7.10(c), (d) are the results that were recorded in one searching batch of 1000 loops.

Figure 7.10. The entropies and AMEs were achieved from the training NN, which was trained in 1000 loops for $\lambda_1$ thermopile. The red dots show the optimization values. (a) Entropies from applying entropy for the differentiated MP data; (b) errors from applying the AME criterion; (c) recorded entropies after 1000 loops and (d) recorded errors after 1000 loops.

Figure 7.11 shows the results of processing BR and $\lambda_2$ thermopiles, and the differentiation plots of the data. Figure 7.11(a) is of the BR thermopile and Figure 7.11(b) is of the $\lambda_2$ thermopile. A note that the entropy was applied to the differentiation of the preprocessed data and the corrected data. The differentiation plots of the two types of data shown in Figure 7.11 belong to the $\lambda_1$ thermopile. Table 7.3 shows the results of applying entropy and AME operating criteria for $\lambda_1$ thermopile. In each method, both AME and entropy quantities were recorded for investigation. From Table 7.3, in the entropy operating criterion, when the entropy was optimized, then the error was very close to the optimal error of the error operating criterion. However, in the error operating criterion method, it was not similar to the entropy, in this case, it was less than 1, which is not good. These points of view could be more consolidated by reviewing Figure 7, 9 and 10.
Figure 7.11. The ACKF processed data, the corrected data, and the differentiation of these types of data. (a) Broadband (BR) thermopile; (b) $\lambda_2$ thermopiles and (c) differentiation of the preprocessed and corrected data of $\lambda_1$ thermopile.

Table 7.3. The operating coefficients of the entropy and error operating criteria.

<table>
<thead>
<tr>
<th>Entropy Operating Criterion</th>
<th>Error Operating Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>15 min 47 sec</td>
</tr>
<tr>
<td>Optimal entropy</td>
<td>1.0071</td>
</tr>
<tr>
<td>Optimal Error</td>
<td>N/A</td>
</tr>
<tr>
<td>Entropy</td>
<td>N/A</td>
</tr>
<tr>
<td>Error</td>
<td>$1.2935 \times 10^6$</td>
</tr>
</tbody>
</table>

7.4.3. Analysis

From experiments, as the group distinction coefficients, $\eta$, of the *Fusarium oxysporum* chlamydospore [C7.22], and the starch samples were somewhat similar, in this section, the analysis results of these samples were introduced. Applying the trained NN for these two samples can help
to correct or calibrate the data of the three thermopiles. Figure 7.12 shows the ACKF preprocessed data and corrected data of the two samples, which were measured in 50 batches.

From the figure, one can see that the output data of BR were very stable and the correction process calibrates the data. Applying Equation (7.11), the group distinction coefficients of the two samples could be found. Figure 7.13(a) shows $\eta_{starch}$ and $\eta_{Fusarium}$ plots. It can be seen that $\eta_{starch}$ and $\eta_{Fusarium}$ were very close to each other. To determine the number of Fusarium in the trap, Equation (12) was employed. Figure 7.13(b) depicts the relation of the number of $Fusarium$ and $\log\left(\frac{P_{\lambda_1}}{P_{0,\lambda_1}}\right)$ in case of applying data of $\lambda_1$ thermopile.

The fitted curve in Figure 7.13(b) was formed by applying data of the $Fusarium$ samples, which their known quantities (N):

$$ f_{\lambda_1} = \text{fitting}\left(\log\left(\frac{P_{\lambda_1}}{P_{0,\lambda_1}}\right), N\right) $$ (7.24)

As the group distinction coefficients of $Fusarium$ and starch are close to each other, thus it can cause confusion at certain times. Table 7.4 shows the means of the group distinction coefficients, the absolute errors, and the relative errors of $Fusarium$ and starch. From the table, one can see these values were very close to each other.
Figure 7.13. Using data of different *Fusarium* samples and starch sample measured by $\lambda_1$ thermopile. (a) $\eta_{\text{starch}}$ and $\eta_{\text{Fusarium}}$ and (b) the fitted curve of the known-in-advance *Fusarium* samples, the interpolation and extrapolation of the unknown-different *Fusarium* and starch samples. * Fusa. 0 stands for the known-in-advance *Fusarium* sample. Fusa. 1 and Fusa. 2 are two unknown-quantity samples.

Table 7.4. Group distinction coefficient.

<table>
<thead>
<tr>
<th></th>
<th>Fusarium</th>
<th>Starch</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>1.125</td>
<td>1.31</td>
</tr>
<tr>
<td>$\Delta \eta$</td>
<td>0.110</td>
<td>0.06</td>
</tr>
<tr>
<td>$\varepsilon \eta$</td>
<td>9.8%</td>
<td>4.6%</td>
</tr>
</tbody>
</table>

To improve the fidelity, the broadband thermopile was used. We investigated the other samples of starch and *Fusarium* that their quantities were unknown in advance. Making an assumption that all the samples were *Fusarium*, we could find the sample quantities $N_x$ by replacing $\log\left(\frac{P_{x1}}{P_{x0}}\right)$ into $f_{\lambda_1}$ of Equation (7.24). Figure 7.13(b) illustrates the extrapolated and interpolated values of the new samples. From the data of the BR thermopile and the numbers of known-in-advance F. samples (Fusa. 0), the fitted curve was formed:

$$f_{BR} = \text{fitting}(N, \log\left(\frac{P_{BR}}{P_{B0}}\right))$$ (7.25)

Additionally, it is necessary to form the lateral fitted curves for the max and min data points, which can be seen from the error boxes. error1 and error2 are the errors of the numbers of the
Fusarium oxysporum chlamydospore and log10\(\left(\frac{P_{BR}}{P_{0,BR}}\right)\) respectively. Thus, the lateral-fitted curves are:

\[
f_{BR}^{\text{max}} = \text{fitting}(N + \text{error1}, \log\left(\frac{P_{BR}}{P_{0,BR}}\right) + \text{error2}) \tag{7.26}
\]

\[
f_{BR}^{\text{min}} = \text{fitting}(N - \text{error1}, \log\left(\frac{P_{BR}}{P_{0,BR}}\right) - \text{error2}) \tag{7.27}
\]

In Equations (7.26) and (7.27), error1 and error2 are the errors of the quantity number of Fusarium sample N and \(\log\left(\frac{P_{BR}}{P_{0,BR}}\right)\) respectively. The lateral curves will create a validation area (VA). In the case of investigating new measurement, if the point of the quantity number N and \(\log\left(\frac{P_{BR}}{P_{0,BR}}\right)\) is in the VA and \(\eta\) of the sample is in the range of 1.125 ± 0.110, we could conclude that the sample is Fusarium. Drawing the points of \((N, \log\left(\frac{P_{BR}}{P_{0,BR}}\right))\) is presented in Figure 7.14. The figure also provides a visual view of the lateral curve and the VA. In Figure 7.14, the points of starch samples were out of the VA, so along with \(\eta\) of starch, we could go to a conclusion with more confident and reliable. For the other two Fusarium samples, we could see that almost all of the measurement points were in the VA, except few points on the left of the figure.

![Figure 7.14](image_url)

Figure 7.14. \(f_{BR} = \text{fitting}(N, \log\left(\frac{P_{BR}}{P_{0,BR}}\right))\) and the validation area formed by the lateral curves of Equations (7.26) and (7.27).
7.4.4. Discussion

The ACKF helps to reduce thermal noise and burst noise well. To be able to fix the outliers of BG or peak data, at least some reference data points were not affected by the outliers. From these reference data points, the ACKF could eliminate the outliers. In reality, there are cases that the ACKF cannot fix the error data (Figure 7.8(f)), as the outliers happen too close to each other. Therefore, the reference data points are covered by the burst noise. As a result, the error data cannot adequately be fixed. Besides, from our experiments, we found that the ACKF could also help to reduce the time to search the global minima for the NN. This could be explained as the thermal noise and burst noise occurring in the BG noise were filtered very well by the ACKF (Section 4.1), so the NN could go to the global minima faster. The evidence of this point of view can be seen in Table 7.2.

Entropy is not only a useful tool to evaluate the work of Kalman filter, but also can be applied as an operational criterion to replace the other criteria such as the mean absolute error. The results in Sections 4.1 and 4.2 show the efficiency of the entropy. From Figure 7.8(c),(d), and Table 7.2, although the error was the smallest after 1000 loops, the visual results were not what we expected. The corrected points fluctuated surrounding the expected lines. Entropy was applied to the differentiation of the preprocessed and corrected MP data rather than being applied directly to these data. Loosely speaking, the differentiation step helped to remove the difference in the magnitude of these MP data, as we only focused on the BG noise. The information left was mainly the BG noise, which influenced the MP data (Figure 7.10(c)). Entropy now reveals how much BG noise is removed by comparing the entropies of the differentiation of the preprocessed and corrected MP data.

Figure 7.12 presents the results when the trained NN was used to correct the error data of *Fusarium* and starch in which these samples were measured in many batches. In Figure 7.11(a), one can see that the NN adjusted the MP of both samples. In Figure 7.11(b), (c), the MP data of starch achieved the largest errors as they lasted from around $0.6 \times 10^6$ to $1.7 \times 10^6$ in the case of $\lambda_1$ thermopile, and from around $4.3 \times 10^6$ to $9.2 \times 10^6$ in the case of $\lambda_2$ thermopile.

As the group-distinction coefficient of *Fusarium* and starch were very similar, the addition of another thermopile detector, the BR thermopile, could help to distinguish better these two samples. Figure 7.13 shows that some *Fusarium* points were out of the VA. This could be explained that in the data there were outliers, which the ACKF could not correct them. The figure also introduced a
case that the starch point was in the VA. However, in general, one could see that most of the experiment points were in the VA, so the device could distinguish the *Fusarium* sample from other samples. With an adding detector, the ability of the device could be expanded. It could help to detect the group of many more substances.

The group-distinction coefficient of the starch was found in this work was a little bit different from the value in [C7.20], 0.9390 ± 0.0732. This could be explained that the moistures of the starch samples used in this work and in [C7.20] were different. A slight change in moisture of the starch sample might affect its group-distinction coefficient.

7.5. Conclusions

The proposed adaptive-cognitive Kalman filter worked well to reduce the thermal noise and burst noise. The background noise could be mitigated by applying a neural network. The entropy could be applied to replace the mean absolute error as an operational condition. The upgraded device increased the reliability and precision of the current *Fusarium* detection and quantifying by applying the proposed techniques. Additionally, by adding one more thermopile, the group coefficients of substances were more distinct. This assisted the device to distinguish different substances easier with higher accuracy compared to the use of only two thermopiles.
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8. Conclusion and Future Work

8.1. Summary and Conclusion

First, the thesis work proposes a method to create a 24-bit VIS spectrometer which can serve for sample analysis. The Beer-Lambert law is used to analyse samples. The problem of unstable output of the light sensor arises since battery is used to power this portable device. The battery energy eventually reduces to a level at which the output of the regulators becomes unstable. This leads to the un-stability of the light intensity which results in the error in the sample spectra analysis. Using a second light sensor to monitor the light source along with the Kalman algorithm reduces errors in the data and increases performance of the spectrometer. The proposed method of applying Kalman algorithm can be applied in any electronic system facing similar problems.

Beer-Lambert law is used again in a non-dispersive thermopile device to detect and analyze Fusarium spore in the air. The designed device and detection method overcome the drawbacks from other suggested detection methods in the past. The disadvantages of previous devices are bulky and expensive (FTIR spectroscopy or mass spectrometer), requirement of well-trained operators, and long analysis time. A group distinction coefficient was derived from the Beer-Lambert. Each substance (or sample) should have its own distinct coefficient in the spectrum analysis. To estimate this coefficient, it is required to have two distinct absorbent wavelengths of the target samples. These two wavelengths can be determined from the IR spectra of the samples. For the purpose of Fusarium spore detection, the two chosen wavelengths are $\lambda_1=6.088\mu m$ and $\lambda_2=9.487\mu m$. Based on these wavelengths, two thermopiles which can respectively react with these wavelengths are used to measure the absorbance level of the Fusarium in the detection device.

Since airborne is a common method of spreading of the fungus, the detection device must sample the air which is drawn into and passed through a high voltage trap. The trap creates electrostatic charges on the two silver coated mirrors. The electrostatic charges catch the particles in the air for detection and analysis. The target Fusarium spores have specific size therefore it is essential to remove unwanted particles which may cause interference and difficulty in analyzing the data. A new method of combining a quad-inlet cyclone separator and the high voltage trap to make a bandpass particle filter is proposed. The features of the filter are simulated and investigated using the COMSOL Multiphysics software. Appropriate parameters for a filter prototype are determined.
The quad-inlet cyclone is printed by a 3D printer and the high voltage trap is made by resin casting method. The prototype filter is successfully tested in near to practical environment conditions.

In data analysis of the detection device, the challenging is the interference of noises. These noises include thermal noise, burst noise, and background noises. Among the three, background noise affects the most to the detection and analysis as its effect results in the error in the thermopile data. The neural network approach is developed and used to correct the error. To support for the correction, a temperature sensor and two-voltage monitor modules are installed into the device to record the operating conditions. The training data for the neural network are collected in one week in order to record as much as possible the information of real operating conditions. The thermopile data, the information of the operating conditions, and the background noise extracted from the thermopile data are used to train the neural network. The trained neural network is used for error corrections. The results prove the performance of the proposed method in error correction on data affected by noises.

In the detection, there are cases in which the group distinction coefficients of two or more samples can be similar to each other such as Fusarium and starch in the experiments. The similarity of the coefficients may lead to incorrect detection. To overcome this problem, a set of three thermopiles (broadband (1µm to 20µm), $\lambda_1$, and $\lambda_2$ thermopiles) is used in the upgraded device from the previous version of the Fusarium detection device. The addition of the broadband thermopile assists in distinguishing the samples having similar group-distinction coefficients. In addition, to increase the precision, an adaptive-cognitive Kalman filter is designed to process thermal and burst noises. The efficiency of method is proven through the experiment results.

In general, the main contribution of the research is providing the group-distinction coefficient formula which is the key to build up the Fusarium detection system, a comprehensive approach to build a portable device to detect and analyze biology objects in the air. The approach includes selecting wavelengths, building filter and amplifiers, noise processing, and data analysis. Even the focus of this thesis work is to detect and quantify the Fusarium spores in the air to reduce the potential loses caused by Fusarium, the methodology can be applied in various areas including agriculture security, food security, or human-living environment.
8.2. Suggestions for Further Studies

Although the introduced method has been proven through building of the prototype and experimental results, more tests should be conducted in the crop fields to observe the other effects of the real environment on the device. Currently, the data collected from the device by the Atmel 328P microcontroller must be sent to a computer for further processing. The Atmel 328P could be replaced by another powerful microprocessor. The microcontroller then can take the role of collecting, processing data, and making detection decision. Noise process is still very complicated. Conducting more research on building better amplifiers or selecting other detectors can increase accuracy and precision of the device. Finding ways to reduce the size of the device can provide more applications for this detection method. For example, if this device is small enough, it can be attached to a drone to cover a larger area and greatly reduce the expense.