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ABSTRACT

The highly variable climate of the Canadian Prairies causes high economic losses from floods and droughts. Prairie waterbodies can be ice covered over half of the year impacting water transfer capacities and influencing aquatic processes and water quality. Available winter studies show ice cover has a wide ranging influence on physical, chemical and biological processes. Water quality models are an emerging tool in the Prairies for understanding complex ecosystem responses. Water quality modelling has traditionally been focussed on open water periods with under-ice processes largely ignored during calibration and model simulations. Management plans based on model results applicable to just four or five months of the year will overlook water quality issues under ice that can be informed by modelling. This thesis presents the first application of a complex hydrological-ecological model CE-QUAL-W2 to Buffalo Pound Lake an impounded, cold polymictic, natural lake supplying the water needs of approximately 25% of the Saskatchewan population. Three research themes investigate if 1) water quality is driven more by the lake’s catchment area or by internal lake processes, 2) how future flow management and climate change will affect the water quality of the lake, and 3) how under-ice processes can be successfully represented in the CE-QUAL-W2 model. Five water quality variables are simulated: Chlorophyll-a, ammonia (ammonium, NH$_4^+$-N), nitrate (NO$_3^-$-N), dissolved oxygen, and phosphate (PO$_4^-$-P).

This thesis is written in manuscript format. The first manuscript improves the predictive capabilities of the zero-order sediment compartment and adapts the model code to read a variable sediment oxygen demand rate in place of the existing fixed coefficient. A semi-automated calibration method finds an annual pattern between chlorophyll-a, summer oxygen demand and rate of winter decay. The second manuscript looks to improve the under-ice heat and light environment in the model by modifying the ice algorithm to incorporate a variable albedo rate. Simulated ice-off dates are found to be highly sensitive to the ending albedo value. Improvements to water quality predictions are limited by the connection of the ice and eutrophication modules in CE-QUAL-W2. A targeted monitoring program is suggested to reduce uncertainty with boundary data. The third manuscript tests the sensitivity of the model to catchment and in-lake boundary conditions. All five water quality variables are found to be most sensitive to modelled inflow
discharge. The final chapter summarises the findings of the three manuscripts and presents a scenario based flow management analysis for discussion. This research finds the Buffalo Pound Lake model is most sensitive to catchment boundary data. Water quality in the lake may be impacted by changing inflows resulting from lake management decisions and climate change.
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CHAPTER 1

INTRODUCTION

1.1 Background

Our freshwater resources are under stress. The unsustainable use of water has led to falling levels of groundwater, and loss of lakes, river flows, and wetlands (Wheater and Gober, 2015) in many world regions (Rodell et al., 2018). Water supplies and quality are progressively under threat from climate change and human activities (Vörösmarty et al., 2010, Watson and Lawrence, 2003) and are increasingly vulnerable to extreme climatic events (Wheater and Gober, 2015). Our total global lakes and reservoirs are approximately 43 times greater in volume than our total rivers (Likens, 2009). Their sustainability is of great importance for water security. Perhaps the greatest challenge facing these waterbodies is degradation of water quality (WQ). Lakes are considered “sentinels” of environmental change (Adrian et al., 2009, Schindler, 2009, Williamson et al., 2009) and human induced impacts (Minns, 2013). They are sensitive to climate related changes, and their responses can, with care, be used to infer global trends and regional variations in climate and the respective influence on ecosystems (Adrian et al., 2009, Williamson et al., 2009). A reason for using lakes as experimental units is their ecological complexity with internal and external drivers and feedbacks, and their rapid physical, biological and chemical response to change (Adrian et al., 2009). Lakes have measureable indicators and can react quickly to system perturbations as well as accumulating signals of longer changes over time. Their size facilitates whole-system studies that are impossible to conduct at a larger scale, and they are accessible units for researchers to monitor.

The Experimental Lakes Area (ELA) in Canada was created in the late 1960s as a test site for whole lake manipulation experiments at an unprecedented scale (Stokstad, 2008). These were selected, in part, due to their pristine condition from their remote location far from human and industrial influences (Stokstad, 2008). With an original research agenda of understanding eutrophication and then acid rain, additional research topics over time have included
biomanipulation, aquaculture, habitat disruption, toxicities, reservoir impacts and climate change. Although controversial for the methodology of polluting otherwise pristine lakes, the resultant data and images of ELA experiments have been sufficient to sway North American governmental policy on matters such as phosphates in detergents and the Clean Air Act (Stokstad, 2008).

Undoubtedly the ELA cannot answer all questions as there are few actual pressures on the ELA from human and industrial water demands (Blanchfield et al., 2009). With a growing human population, economic development, and increasing water security pressures more water will likely be abstracted from lakes over time. A relevant unit to study human impacts would be an impounded lake in a developed region (Fig. 1.1).

![Figure 1.1. The inputs, outputs, and connectivities to atmosphere and landscape of an impounded lake.](image)

One such example where lake research is critical is the study of algal bloom development. Algal blooms are inextricably linked to lake ecology and functioning (Michalak et al., 2013, Havens, 2008), and can lower the aesthetical value of a waterbody. A Harmful algal bloom (HAB) is a bloom with negative health implications for humans or ecosystems (Ho and Michalak, 2015). Some algal strains contribute to taste and odour (Kehoe et al., 2015) and toxicity (Taranu et al., 2015, Quiblier et al., 2013) problems in drinking water supplies, with high treatment costs for removal. Toxin forming strains of cyanobacteria (‘blue-green algae’) have also been linked to fatal dog poisonings from swimming in waters with bloom presence (e.g. Puschner et al., 2008).
In 2011 Lake Erie recorded its largest ever well documented HAB, with a peak bloom estimated by remote sensing at more than 5,000 km² – 3.3 times the size of the largest previously recorded bloom in 2008 (Michalak et al., 2013). In 2014 a HAB in Lake Erie forced a three-day tap water restriction in Ohio (Ho and Michalak, 2015). With a long history of algal blooms, the WQ problems of Lake Erie were the motivation for the phosphorus research conducted at the ELA (Venkiteswaran, 2012). While the responding policy implementations for phosphorus loading reduction were initially successful, HABs in Lake Erie have been steadily increasing since the mid-1990s (Michalak et al., 2013). Both climatic conditions, and rising trends in agricultural nutrient application have been proposed as the contributing factors for the 2011 bloom (Michalak et al., 2013). The spatio-temporal upscaling of research across 108 lakes, over a 200 year period, by Taranu et al. (2015) highlighted that human activities, in particular nutrient management, are the major driver of increasing cyanobacterial abundance.

Canada contains approximately 9% of global available surface freshwater, and yet water resources are a concern (Watson and Lawrence, 2003). In the South Saskatchewan River Basin, a 336,000 km² area that passes through the provinces of Alberta, Saskatchewan and Manitoba, agriculture is responsible for 82% of consumptive water use (Wheater and Gober, 2013). Water apportionment agreements exist between Alberta and downstream jurisdictions notably through the Master Agreement of Apportionment, which is administered by the Prairie Provinces Water Board. Water security challenges in the basin include drinking WQ concerns for indigenous communities, and provision of sufficient water resources for agriculture, industry and natural resource development (Wheater and Gober, 2013). This is a land subject to some of the most variable climate on Earth with high economic losses from persistent floods and droughts (Wheater and Gober, 2013). Waterbodies can be frozen over half of the year impacting water transfer capacities and influencing aquatic processes and WQ.

The implications of seasonal freezing is under-investigated in freshwater WQ research. Under-ice processes are often considered less important in a waterbody’s overall trophic status (Hampton et al., 2017). Algal issues, in particular, are fewer in under-ice conditions due to low temperatures and limited light penetration. Fieldwork has traditionally been performed in the warmer, open water seasons. This is partly due to harsher field-work conditions in winter, and logistical difficulties collecting data at the season beginning and end when ice cover is less stable. The lack of winter data means WQ research has focussed largely on open water conditions. The
under-ice physical, chemical and biological environments remain severely understudied (Hampton et al., 2017, Oveisy et al., 2014).

This disparity is especially true with regards to WQ modelling applications. Previous attempts to link ice modules to WQ models have found the ice modules too simplified, or too disconnected to the under-ice WQ environment for lake management purposes (Oveisy et al., 2012). In warmer climates where ice cover may last only days, or one or two weeks at a time, the under-ice environment can be largely ignored in a WQ model with little danger of compromising the model results. On the Prairies, where surface waterbodies can be continuously ice covered for a longer duration than their open water season, data may not be reliable. Available studies show ice conditions can have wide-ranging influence on physical, chemical and biological processes (e.g. Hampton et al., 2017, Kirillin et al., 2012, Salonen et al., 2009, Adrian et al., 1999). In the populated areas of the Prairies setting best practice management methods based on model results applicable to just four or five months of the year may not account for a number of processes influencing annual lake succession.

1.2 Objectives and Thesis Structure

My project falls under the Global Institute for Water Security’s (GIWS) research theme of Land-Water Management and Environmental Change. Buffalo Pound Lake (BPL), my study site, is located on the Upper Qu’Appelle River in Saskatchewan. The increasing pressure on BPL has led to numerous scientific studies over the years (e.g. Kehoe et al., 2015, McGowan et al., 2005, Hall et al., 1999, Hammer, 1971), and organisational reports from environmental consultancy firms (e.g. Clifton Associates Ltd, 2012) and agencies (e.g. Water Security Agency). In spite of this, WQ is a continuing concern in the lake. Almost all previous studies of the lake have been practical field-work and laboratory based experiments. BPL has only recently been included in a one-dimensional model grid of the Upper Qu’Appelle river-lake system using WASP7 (Hosseini et al., 2018). The overall objective of my research project is the first application of a two-dimensional, complex hydrological-ecological model CE-QUAL-W2 (W2) to the lake.

Three overall research themes interlink:

1) Is WQ in BPL driven by catchment processes, or the lake’s internal processes?
2) How will future flow management strategy and climate change affect the WQ (Chl-a, DO, PO4-P, NH4+-N, NO3-N) of the lake?

3) Can under-ice processes be modelled successfully in a WQ model of BPL?

This thesis follows the guidelines set out by the College of Graduate Studies and Research, and is presented in manuscript format. The introductory chapter provides the theoretical basis and research purpose. Three manuscripts are then presented as single thesis chapters that each address a specific research question. Chapter prefaces introduce the objectives of each of the manuscripts. The final thesis chapter presents a synopsis of research findings and future implications along with a discussion on model uncertainties and limitations.

Adaptions to the original W2 model structure are: 1) the addition of two empirical coefficients in the ice module to reduce heat transfers at the ice-air interface, 2) a function for reading a variable sediment oxygen demand rate to replace a fixed model coefficient value, 3) a function for reading a variable albedo rate in the ice module to replace a fixed model coefficient value.

1.3 Copyright and Author Permissions

Chapters 2 through 4 of this thesis consist of manuscripts that are published or are currently in review. I provide the manuscript citations below in order to maintain consistency with copyright and author rights for each publisher. For all manuscripts, the student is the first author as per the College of Graduate Studies and research guidelines for manuscript style theses.


This manuscript was designed to meet the current uncertainty on how best to describe sediment oxygen demand (SOD) in a water quality model with limited data. Oxygen is essential for a healthy aquatic system, and reliable prediction of oxygen deficits is paramount for aquatic managers. Buffalo Pound Lake (BPL) is a shallow system with a high sediment-water interface relative to water volume, and capturing SOD is crucial. Here, a novel modelling approach improves the predictive abilities of a simple sediment compartment with limited data. Presented are two methods of model calibration using observed data for dissolved oxygen and chlorophyll-a concentrations. By this method, the manuscript provides aquatic managers a methodology to model SOD in their waterbodies if they do not have the data for a full diagenesis model. The findings are applicable to waterbodies across the world with similar attributes to BPL.
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2.1 Abstract

Dissolved oxygen is an influential factor of aquatic ecosystem health. Future predictions of oxygen deficits are useful for risk assessment when maintaining water quality. Oxygen demands
depend greatly on a waterbody’s attributes. A large sediment-water interface relative to volume means sediment oxygen demand has greater influence in shallow systems. In shallow, ice covered waterbodies the potential for winter anoxia is high. Water quality models offer two options for modelling sediment oxygen demand: a zero-order constant rate, or a sediment diagenesis model. The constant rate is unrepresentative of a real system, yet a diagenesis model is difficult to parameterise and calibrate without data. We use the water quality model CE-QUAL-W2 to increase the complexity of a zero-order sediment compartment with limited data. We model summer and winter conditions individually to capture decay rates under ice. Using a semi-automated calibration method, we find an annual pattern in sediment oxygen demand that follows the trend of chlorophyll-a concentrations in a shallow, eutrophic Prairie reservoir. We use chlorophyll-a as a proxy for estimation of summer oxygen demand and winter decay. We show that winter sediment oxygen demand is dependent on the previous summer’s maximum chlorophyll-a concentrations.

2.2 Introduction

Oxygen is essential for a healthy aquatic system. The Canadian water quality (WQ) guidelines for the protection of aquatic life state that dissolved oxygen (DO) is the most important parameter in water (Canadian Council of Ministers of the Environment, 1999). Severe oxygen depletion can lead to fish kills (Robarts et al., 2005, Meding and Jackson, 2003), deformities in fish larvae (Canadian Council of Ministers of the Environment, 1999), and changes in community composition and lake trophic state (Ruuhijärvi et al., 2010, Meding and Jackson, 2003, Wetzel, 2001). The prediction of DO concentration is vital for fisheries, and for aquatic managers responsible for maintaining ecosystem health (Meding and Jackson, 2003).

The shallow lakes and reservoirs of the Canadian Prairies are naturally mesotrophic to eutrophic (Finlay et al., 2010), and display severe fluctuations in DO (Robarts et al., 2005). Large phytoplankton blooms can occur, and the waterbodies are subject to a highly variable climate with hot summers and ice covered winters. DO is additionally important in drinking water reservoirs as dissolved gas supersaturation can be an issue in water treatment (Scardina and Edwards, 2001). Low oxygen can also induce release of nutrients, and sulphide production.

Phytoplankton contribute greatly to DO in reservoirs by photosynthesis, as will macrophytes if present in large volumes (Hosseini et al., 2017, Meding and Jackson, 2003).
Periphyton may also contribute (Thornton et al., 1990). Additional DO will enter from inflows and reaeration from the atmosphere. As well as replenishing DO, inflowing waters also transport organic matter into a reservoir. This matter will settle in the sediments along with dead plants and algae. When this material decomposes both chemical oxidation and biological respiration exert a significant oxygen demand to the water column (Cross and Summerfelt, 1987), known as biochemical oxygen demand (BOD), and to the sediments, known as sediment oxygen demand (SOD). Both BOD and SOD have a positive relationship with reservoir productivity. Nitrification also contributes to oxygen demand.

In open water oxygen deficits are replenished through reaeration (Chapra, 1997) to the surface and mixed to the bottom by wind and turbulence. Reaeration is the exchange of gases at the air-water interface. In contrast, ice covered conditions bring significant changes to the DO dynamics. Under ice cover atmospheric gas exchange is removed from the oxygen balance (Golosov et al., 2007). If sufficient light penetrates through the ice, plants and algae continue to photosynthesise and produce oxygen (Vehmaa and Salonen, 2009). The cooler winter water temperatures slow the decomposition of organic matter and reduce the consumption of oxygen through bacterial activity (Wetzel, 2001, Canadian Council of Ministers of the Environment, 1999). Breaks in the ice can increase the oxygen balance by allowing gas exchange.

Conversely, heavy snow loads reduce light penetration to a point where photosynthesis is greatly reduced (Salonen et al., 2009, Wetzel, 2001, Fang and Stefan, 2000). The resultant decomposition of dying biota consumes further oxygen supplies (Golosov et al., 2007). Inflow volumes are often low in winter with less new oxygen inflow to offset consumptive processes (Martin et al., 2013). There may be no breaks in the ice and extended ice cover. The absence of wind on the water surface reduces the chance of oxygen mixing through the water column to deeper waters. Oxygen levels can reach the point of anoxic conditions at the bottom of reservoirs with high oxygen demands (Meding and Jackson, 2003).

Low winter DO concentrations have been linked to shallower lakes with sizeable littoral zones and prolonged ice cover (Leppi et al., 2016). Shallow waterbodies have a large sediment-water interface relative to water volume. This interface is where the organic matter and bacterial activity tends to be concentrated (Leppi et al., 2016). The relative influence of bottom decomposition on the water column is therefore greater in shallow systems (Chapra, 1997). While open waters are often well-mixed from wind action, under ice cover the shallow water depth means
that the anoxic zone could potentially thicken along the bottom sediments. SOD is highly sensitive to small temperature fluctuations at lower water temperatures, with small increases intensifying oxygen depletion (Kirillin et al., 2012). When modelling DO in a shallow, eutrophic system the ability to simulate SOD and the rate of SOD decay is important.

WQ modellers usually work in a series of steps: first is a water balance model followed by a water temperature and mixing model to set up the hydrodynamics for the system. Some modellers then choose to move to a full nutrient and phytoplankton model, and their DO predictions are part of the overall sources and sinks of the model. The danger with greatly increasing the complexity at once is that each additional state variable will require additional parameters and functions to control the escalating number of interacting processes. The result is a large number of parameters in relation to output variables and objective functions. An over-parameterised model is difficult to calibrate due to the greater number of parameter combinations that may provide non-unique optima as described by the equifinality thesis (Beven, 2006).

Another strategy is to approach the nutrient and phytoplankton modelling with a stepwise approach: building the model complexity in stages rather than adding all the WQ data at once. This method allows parameters to be constrained at a lower complexity (fewer output variables) before enabling further state variables, parameters and functions.

One of the simplest methods to begin a DO model is the Streeter-Phelps model, a long-standing model with the state variables BOD and DO (Chapra, 1997). In practice, the relative importance of BOD depends on the system being investigated. In Europe, for example, rivers have high loading of waste water BOD in areas of dense population and industry (Williams et al., 2012, Lindenschmidt et al., 2009, Lindenschmidt, 2006). The Prairie reservoirs in Canada are often in rural areas and BOD inflows can be small. For these shallow, eutrophic systems it is far more important to include SOD when modelling DO.

WQ models generally fall into two categories for modelling SOD: a full sediment diagenesis model, or a much simplified year-round SOD rate that varies in response to water temperature. A diagenesis model has the advantage that it can be calibrated for specific applications such as wastewater studies. The disadvantage is that, in reality, SOD is fairly difficult to measure in the field. The diagenesis model is useful when sediment core analyses are available, yet few aquatic managers and fisheries would have access to this kind of information.
A full WQ model is currently being built for Buffalo Pound Lake (BPL), a shallow eutrophic Prairie reservoir in the Canadian province of Saskatchewan. BPL has insufficient sediment data to properly parameterise a diagenesis model. A constant SOD rate, however, is unrepresentative of the processes in a shallow, eutrophic system that spends approximately half of the year under ice.

Our objective in this study is to test an alternative approach that allows us to increase the complexity in the constant rate SOD formulation with limited data. Our method extends the year-round constant rate by building an empirical model for SOD that considers both ice-on and ice-off periods. Modelling both winter and summer allows us to constrain certain parameters during certain seasons in order to better calibrate other parameters. For instance, setting reaeration to zero under ice covered conditions allows us to better describe the SOD parameterisation.

For the DO model, we use CE-QUAL-W2 (W2) (Portland, OR, USA) - a two-dimensional (vertical and longitudinal) coupled hydrodynamic and WQ model. W2 is a complex model suitable for reservoirs. W2 is chosen due to its suitability for BPL as a long, narrow waterbody, and the inclusion of an ice model. A full description of the hydrodynamics and transport processes of W2 is given in the user manual (Cole and Wells, 2015).

The results obtained by our simulations will allow us to constrain our baseline SOD within a sensible range for BPL. We will be able to maintain appropriate SOD rates as the model becomes more complex on incorporating algal-nutrient dynamics.

2.3 Materials and Methods

2.3.1 Site Description

Buffalo Pound Lake (BPL) is an impounded natural lake located on the Upper Qu’Appelle River in Saskatchewan, Canada (Fig. 2.1). The reservoir supplies the water demands of the cities of Moose Jaw, Regina, surrounding communities, and an expanding industrial corridor and potash mines. The reservoir forms part of the glacially formed upper Qu’Appelle River system described in detail in Hammer (1971). Annual mean precipitation is 365.3 mm and approximately 30% falls as snowfall (Environment and Climate Change Canada). Ice cover is typically November to late April. Air temperatures range between an average daily minimum of -17.7 °C in January to an
average daily maximum of 26.2 °C in July (Environment Canada). WQ issues such as eutrophication remain a challenge, and the reservoir has persistent problems with taste, odour, and algal blooms (Kehoe et al., 2015, Slater and Blok, 1983). Over 95% of the drainage basin is agricultural land (Hall et al., 1999), although the large majority of inflows into BPL are via controlled releases through the Qu’Appelle River Dam on Lake Diefenbaker (LDief) upstream. LDief waters therefore have more influence on BPL WQ than the agricultural catchment suggesting that non-point nutrient sources (diffuse pollution, overland run-off) may not factor in nutrient loading to BPL to the same extent as other prairie waterbodies.

Figure 2.1. Buffalo Pound Lake, Saskatchewan, Canada. Mean depth is 3.8 m with a maximum depth of 5.98 m. Mean residence time is highly variable (6 to 30 months). Flow is in a southeast direction. The black reservoir outline is to the provided scale. The digital elevation model (DEM) shows bathymetry for the main body of the lake downstream of the underpass.

2.3.2 Model Setup

W2 needs full geometric data to operate. A digital elevation model (DEM) was prepared in ArcGIS 10.2.2 (ESRI Inc., Redlands, CA, USA). The DEM includes sonar data collected by boat in 2014, and a reservoir extent polygon and shoreline digital elevation data provided by the Saskatchewan Water Security Agency (WSA). The combined GIS data are interpolated using a
spline barrier method at 30 m resolution. The Upper Qu’Appelle flows into the northwest end of the reservoir with the dam located at the southeast end. In essence, the upstream area of BPL is split into separate waterbodies by Highway 2, which divides the reservoir down to the reservoir bed (Fig. 2.1). The first obstacle that the inflows meet is the old highway. Once the flows are through this they are then squeezed through a gap of 45 m (three connected 15 m sections) under the bridge of the new Highway 2, and into the main body of the reservoir. The north section of the reservoir is extremely shallow and macrophyte covered in summer, and could not be accessed by boat at the time of collecting sonar data. The top and main body of the reservoir will likely experience some differences in reservoir conditions making it less realistic to model the reservoir as just one waterbody. WQ data were available for under Highway 2 and so these are set as boundary data. The DEM and WQ model covers the whole main body of BPL downstream of Highway 2.

W2 discretises the waterbody into a finite grid of longitudinal segments, vertical layers and cross-sectional widths. The user specifies the space steps in the longitudinal and vertical directions. The cross-sectional widths are determined by the shoreline bathymetry as each cell spans the width of the waterbody. The prepared DEM has been segmented into a numerical grid in the Watershed Modelling System (WMS) (Aquaveo, Provo, UT, USA) for final output as a bathymetry text file for W2. Longitudinal segments average 100.9 m with a total length for all 256 segments of 25,834 m. Vertical layers are 0.25 m with the maximum number of layers being 26 at the deepest part of the reservoir. W2 requires boundary layers and segments that are all zero meters and these are included in these totals. Average width at the surface is 890 m.

2.3.3 Data Collection and Analysis

Hourly meteorological forcing data have been downloaded from Environment and Climate Change Canada (ECCC) for the Moose Jaw station located approximately 30 km south from BPL. In order to estimate the wind conditions at the reservoir surface, comparisons have been made of recent ECCC data against data from an in situ high-frequency data collecting buoy. This buoy has been deployed on BPL by the Global Institute for Water Security since 2014 for open water field seasons. Snowfall figures are also taken from the ECCC Moose Jaw station, and are monthly totals.
The “snow on the ground” measurement is the physical quantity of snow cover on the last day of each month.

Gauged averaged daily inflows have been downloaded directly from the ECCC website. Accurate inflow data are not available for the BPL boundary of Highway 2, and flows are from the nearest gauge (05JG004) 19 km upstream on the Upper Qu’Appelle River. This is land distance - the flows will travel further as the channel meanders. Monthly mean estimates of ungauged inflows are provided by the WSA and include minor tributaries located after the ECCC gauge, as well as overland run-off estimates.

The main outflows from BPL are dam releases and piped withdrawals. The dam releases have been derived using ECCC data for two downstream flow gauges. The withdrawal volumes are provided by the on-site Buffalo Pound Water Treatment Plant (WTP) and by SaskWater. Daily averaged water-level measurements are provided by the WSA for an in-reservoir gauge.

Monthly inflow DO and BOD measurements are provided by the WSA for a sample site at the Highway 2 boundary. The in-reservoir observed data are taken from a substantial weekly dataset provided by the WTP laboratory. The WTP weekly samples are normally taken around 07:20 a.m. at a sample site midway between the north and south shorelines near the downstream end of the reservoir, and approximately one meter off the reservoir bed. The reservoir is expected to be well-mixed at the sampling point. Water is withdrawn through an intake pipe at this location to the WTP’s pumping station, on the south shore, where sampling takes place before the water is pumped to the WTP itself. These samples are transported to the WTP laboratory for analyses. This procedure is performed weekly in both open water and under-ice conditions. Some spot sample WQ data are available for other locations across the lake, although not all constituents are measured regularly at these additional sites, and they have not been included in this study.

Weekly inflow temperatures are estimated through a linear regression \( R^2 = 0.861; \) equation \( y = 1.0598x - 2.7747; \) 59 samples; no outliers removed) between WTP spot sample temperature measurements over 34 years at the site of the inflow gauge upstream, and the WTP weekly temperature data for the reservoir. Precipitation temperatures are set at dew-point temperature, or zero if the dew-point is negative.

Initial conditions for water temperature and DO are also taken from the WTP weekly dataset. Sediment temperature is set at the mean annual air temperature over the simulation period as per the W2 manual recommendation (Cole and Wells, 2015). Parameter coefficients are set
according to knowledge of the reservoir, or are left at W2 default values where data are not available to support a change. The kinetic coefficients for BOD and SOD are W2 defaults (Table 2.1).

For quality assurance, the WTP data span the complete simulation period and undergo strict quality control sample procedures. The flow data, water-level data and meteorological data downloaded from the WSA and ECCC websites are expected to have undergone quality control prior to commencement of the study. Metadata are available for the WSA WQ database that details the source and perceived accuracy of the measurements.

Table 2.1 W2 Default kinetic coefficients used in this study for the sediment oxygen demand (SOD) and biochemical oxygen demand (BOD) calculations.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSED</td>
<td>Sediment temperature</td>
<td>10.3</td>
<td>°C</td>
</tr>
<tr>
<td>CBHE</td>
<td>Coefficient of bottom heat exchange</td>
<td>0.3</td>
<td>W m⁻²°C⁻¹</td>
</tr>
<tr>
<td>KBOD</td>
<td>5-day BOD decay rate at 20 °C</td>
<td>0.1</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>TBOD</td>
<td>Temperature coefficient (decay rate)</td>
<td>1.02</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>RBOD</td>
<td>Ratio of 5-day BOD to ultimate BOD</td>
<td>1.85</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>CBODS</td>
<td>BOD settling rate</td>
<td>0.0</td>
<td>M day⁻¹</td>
</tr>
<tr>
<td>SODT1</td>
<td>Lower temperature for zero-order SOD or first-order sediment decay</td>
<td>4.0</td>
<td>°C</td>
</tr>
<tr>
<td>SODT2</td>
<td>Upper temperature for zero-order SOD or first-order sediment decay</td>
<td>25.0</td>
<td>°C</td>
</tr>
<tr>
<td>SODK1</td>
<td>Fraction of SOD or sediment decay at lower temperature</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>SODK2</td>
<td>Fraction of SOD or sediment decay at upper temperature</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>REAERAT</td>
<td>Reaeration formulation</td>
<td>LAKE, 6</td>
<td></td>
</tr>
</tbody>
</table>

1 Where the value is different to the W2 default. 2 W2 uses CBOD as the model group; we are assuming that CBOD makes up the majority of our BOD.

2.3.4 Model Customisation

We have customised two components of the W2 model: SOD and the ice algorithm. This study uses W2 version 3.72, which includes a zero-order, or a limited first-order, sediment compartment for estimating SOD. The latest versions of W2 (v4.0 onwards) also includes a new sediment diagenesis model; however, with no sediment data to drive a full diagenesis compartment, there would be considerable uncertainty at the large scale of a reservoir. We opted for v3.72 as the complete source code for v4.0 was not available for download on commencement of our study, and we were unable to customise the later version for our specific objective.
W2 uses three different types of data for model calibration: the first group are set prior to the model run and remain constant throughout the simulation - examples being latitude for the calculation of solar radiation, bathymetry, and parameter coefficients. The second group are the time-varying state variables such as inflows, outflows, and meteorological data. The third group are the variables changing internally in the model at each time step; temperature, shear stress, and horizontal and vertical velocities are examples of this group.

DO is calculated in W2 as per Equation (1). The complete set of DO equations in W2 are more complex as the model recognises up to thirteen sources and sinks of DO (Cole and Wells, 2015). We present here the W2 equations we use in our own reservoir DO/SOD model.

\[
S_{DO} = A_{surf}K_L(\Phi_{DO} - \Phi_{DO}) - SOD_{YM}A_{sed}V - \sum K_{BOD}R_{BOD}\Theta^{\gamma-20} \Phi_{BOD}
\]

Where:

- \(A_{surf}\) water surface area, \(m^2\)
- \(K_L\) interfacial exchange rate for oxygen, \(m \cdot s^{-1}\)
- \(\Phi_{DO}\) saturation DO concentration, \(g \cdot m^{-3}\)
- \(\Phi_{DO}\) dissolved oxygen concentration, \(g \cdot m^{-3}\)
- \(SOD\) sediment oxygen demand, \(g \cdot m^{-2} \cdot s^{-1}\)
- \(\gamma_{YM}\) temperature rate multiplier for organic matter decay
- \(A_{sed}\) sediment surface area, \(m^2\)
- \(V\) volume of computational cell, \(m^3\)
- \(K_{BOD}\) BOD decay rate, \(s^{-1}\)
- \(R_{BOD}\) conversion from BOD in the model to BOD ultimate
- \(\Theta\) BOD temperature rate multiplier
- \(\Phi_{BOD}\) BOD concentration, \(g \cdot m^{-3}\)

The zero-order SOD is a user-defined constant rate that is temperature dependant. In the original source code the model reads the SOD at the start of the simulation, and uses the same rate in the equation for the whole simulation period. The zero-order SOD is displayed in bold text in Equation (1). In W2, BOD is imported as a time-varying variable in the inflow constituent file. We modified the W2 code to treat SOD in a similar manner and read SOD as a time-varying temperature dependent input file. The model checks for new values of SOD during each iteration and updates the zero-order SOD in Equation (1). The original constant SOD rate in W2 is now a variable rate in the DO equations, although the DO module itself is unchanged.

For the ice model W2 calculates the formation and melting of ice during simulations, and the relevant processes (e.g. light, wind, heat fluxes) are adjusted accordingly by the model. Snow
is not considered in the algorithm. Snow depth at BPL is often between 0.1 and 0.3 m as per the supplied WSA long-term data. To account for this lack of snow the ice model has been extended to include two empirical coefficients to the existing W2 algorithms, as have been previously applied (Sadeghian et al., 2015). The first coefficient \( \alpha \) extends the ice growth and thickness equations and reduces the heat lost through back radiation from black surfaces. The second coefficient \( \beta \) extends the ice melt equations and reduces the heat conduction between air and ice. Both coefficients are assigned a value between zero and one to be multiplied by the appropriate equation parameter. For BPL, no ice thickness data are available for calibration of \( \alpha \). A 39-year data set of ice-on and ice-off dates has been provided by the WTP, and it is found that W2 predicts the ice-on dates to be closely matched with the observed dates. For this study, the coefficient \( \alpha \) is set to have no contribution to the ice growth equation (given the value 1). Ice-off dates were difficult to match as the ice melts too quickly in the W2 simulations - up to a period of several weeks. The optimum value of coefficient \( \beta \) is found to be 0.24 to predict the best spring ice-off dates over the simulation period.

2.3.5 Model Setup and Application

The model simulates a continuous seven-year period (1 April 1986–31 March 1993). This period is chosen due to the availability of daily flow data recorded by two WSA gauges just above and below BPL that were subsequently discontinued.

The water balance, ice-on and ice-off dates, and the water temperature model were calibrated. The final temperature model shows good results (Fig. 2.2). Some discrepancy occurs in the winter of 1989/90 and 1991/92 with the model under-predicting the winter bottom temperature and possibly the stratification. The temperature profile can depend on the meteorological conditions at freeze-over. In addition, many of the temperature sensitive parameters and coefficients in W2 (e.g., sediment temperature, bottom heat exchange, surface albedo) are fixed in the model. It is likely that there is some temporal variance in these in-reservoir.
Figure 2.2. Results of the water temperature model. Compares predicted temperatures in the same grid cell as the Buffalo Pound Water Treatment Plant weekly observations. Note that CE-QUAL-W2 converts the negative water temperature modelled at the start of each winter to equivalent ice thickness. Root mean square error = 1.46 (to 2 dp); mean absolute error = 1.12 (to 2dp).

The monthly ungauged inflow estimates provided by the WSA are created to close their own water balance for BPL, and our respective water balances differ as a result of methodology and data. We chose not to use the provided estimates due to the uncertainty. Another limitation is that the downstream flow data, which we have included, have room for error due to the presence of wetlands, and the potential for backwater flows during the freshet from a tributary confluence downstream of the reservoir. To close our water balance we have incorporated a distributary tributary (DT) using the W2 in-built water balance tool. The total contribution of the DT flows is approximately 1.4% of total inflows and precipitation over the eight-year simulation period, although there are seasonal fluctuations. An exception is the winter of 1992/93 where the maximum contribution of DT flows to total inflows under ice reach 22%. This is likely due to uncertainty attributed to error in the withdrawals to the industrial corridor as they are reported on yearly totals. These final year DT flows equate to an approximate 6.5% of BPL volume based on our initial reservoir volume in the DEM (BPL water levels are controlled within a few cm). We aim to assign the DT flows to ungauged inflows and/or outflows once we calibrate the full WQ model - based on our chemical and nutrient data. For this study, we are assuming that constituent
concentrations are primarily introduced in the main river inflows, and that DO and BOD inputs are zero in the DT flows.

We first simulated a simple DO model of BPL with a constant SOD, for comparative purposes. We extended the calibrated temperature model by enabling the WQ variables DO and BOD (BOD as one group) in W2. We proceeded to calibrate the SOD rate as part of a Monte Carlo analyses for several coefficients. We used MATLAB to run W2 for these calibration iterations and attempted to fit the predicted DO to observed DO concentrations. Using a constant SOD we were only able to produce a moderately good fit (Fig. 2.3): with both underestimations and overestimations of DO throughout the simulation period.

To introduce a variable SOD we took the DO model of Figure 2.3 and implemented a semi-automated calibration through MATLAB. The code attempted to match W2’s predicted DO to the observed data by changing the SOD at weekly intervals. We used simple rules: for each weekly period, if the predicted DO concentrations were overestimated then the MATLAB code
increased the SOD to increase consumption. If the predicted DO concentrations were underestimated then the SOD decreased that week. All weeks were changing simultaneously during the iterations and we ran the model until the SOD rates reached a stable condition.

We found that the DO model performed better with the variable SOD rates (Fig. 2.3). On examining the results of this new model, we noted that SOD followed a relatively consistent seasonal trend. SOD was high over summer, peaking towards the end of the season, and then gradually depleting over winter. The rates of SOD were different in magnitude each year, yet similar in behaviour.

We compared the new SOD results against observed in-reservoir water-quality data to look for trends. We noticed that the predicted SOD appeared to follow a similar pattern to the observed weekly summer chlorophyll-a (Chl-a) concentrations (Fig. 2.4) over the first few years: with SOD peaking not long after Chl-a. In light of this, we investigated if any relationships could be found between Chl-a abundance, and SOD. Our aim was to determine if Chl-a might be useful as an alternative measurement for estimating SOD. We approached the open water and under-ice periods differently due to the restriction of ice cover on reaeration. We wanted to maintain the assumption of having limited data with which to build a model, and we aimed for simple strategies.

Figure 2.4. Observed dissolved oxygen (DO) and biochemical oxygen demand (BOD) inflow data, and in-reservoir Chlorophyll-a (Chl-a) concentrations in Buffao Pound Lake. The DO and BOD data are monthly measurements at the upstream boundary (BOD as the standard five-day BOD at 20 °C), and the Chl-a data are from the long-term weekly dataset, provided by the Buffalo Pound Water Treatment Plant, at the downstream sample point.
For open water seasons reaeration can replenish oxygen as it consumed, and we elected to keep our SOD constant over these periods. We allowed the model to have interannual variability by using individual SOD rates for each year. We began by averaging each summer variable SOD presented in Figure 2.3. Taking these averages, we found that the lowest and highest seasonal SOD occurred in the respective years of the lowest and highest maximum summer Chl-a concentrations in the reservoir. This made it simpler to assume the two SOD values as being our SOD range. We then used an equation based on these two variables (summer SOD = 0.0042 × max summer Chl-a + 0.9345) to set the remaining summer SOD rates based on the maximum summer Chl-a concentrations each year. By this method, we used the previous summer’s maximum Chl-a concentrations as a proxy of the magnitude of biomass production that settled to the bottom sediments by the end of the open water season.

To simulate end of season algal bloom mortality and winter decay we again used MATLAB to adjust the SOD rate, so that predicted DO fit to observed DO, from one-month before ice-on occurred until ice-off the following spring. We implemented the same weekly semi-automated calibration process as before, and the SOD rates generally peaked before the ice-on event. Under ice cover W2 automatically stops any gas exchange, and reaeration equals zero. This allows us to imitate a first-order decay rate during this time.

Once we had both the end of season peak SODs and winter SODs we were then able to back-calculate the winter SOD decay rates \((k)\) for each year based on Equation (2):

\[
SOD = \text{peak SOD} \times \text{weeks}^{-\text{decay}(k)}
\]  

(2)

Where the predicted winter SOD in W2 is assumed to be a function of the predicted peak SOD, and the number of weeks since the start of ice cover to the decay rate \(k\); With \(k\) being the unknown in this equation. These back-calculated decay rates were then plotted against summer Chl-a.

2.4 Results

2.4.1 Dissolved Oxygen Simulation

The final DO model shows good overall results (Fig. 2.5). The predicted DO observations follow the pattern of the observed DO measurements in most years. There is some underestimation
in the winters of 1986/87, 1987/88 and 1992/93. SOD follows a similar trend for each year with an end-of-season peak, and winter decay. The SOD remains high in the winter of 1991/92 due to a greater than average oxygen depletion that year. There is a clear connection in the model between the predicted DO, and the observed ice-on and ice-off dates provided by the WTP.

![Graph showing dissolved oxygen (DO) model using summer sediment oxygen demand (SOD) rates based on the maximum summer Chlorophyll-a. The end of season peak and winter decay are found through a semi-automated calibration procedure to match weekly observed DO concentrations (WTP weekly DO). Ice cover days shown here are observed data from the Buffalo Pound Water Treatment Plant, and snow data are from Environment Canada. Snow on the ground is measured on the last day of each month. Predicted DO have root mean square error = 1.47 (to 2 dp); mean absolute error = 1.09 (to 2 dp).]

2.4.2 Sediment Oxygen Demand Relationships

The late autumn peak SOD does not fit particularly well with the maximum or average summer Chl-a. Interestingly, in comparison with observed data for BPL, the peak SODs appear to have a high correlation ($R^2 = 0.85$) with the average BOD inflows included in our model for the open water period. (Fig. 2.6a). The winter SOD decay rates have a negative, exponential relationship with both the average and maximum summer Chl-a concentrations of the previous summer. The
relationship between SOD decay and the maximum Chl-a (Fig. 2.6b) is slightly stronger at $R^2 = 0.88$ (average Chl-a: $R^2 = 0.84$).

![Figure 2.6. Relationships between sediment oxygen demand (SOD) (day-1), and observed Buffalo Pound Lake measurements, after the final dissolved oxygen model simulations: (a) Left: predicted peak SOD and average open-water biochemical oxygen demand inflows ($R^2 = 0.85$); (b) Right: back-calculated winter SOD decay, and observed maximum Chl-a concentrations of the previous summer ($R^2 = 0.88$).](image_url)

2.5 Discussion

A zero-order approach for SOD that treats the demand as an input variable rather than a calculated one does not reflect the conversion of organic matter settling during the simulation (Cross and Summerfelt, 1987). Our original intention was to allow the model to find the changing SOD values through matching to observed DO concentrations. For this, the model was calibrated in MATLAB using a semi-automated iterative process that allowed the model to change the SOD weekly. The resulting SOD values were then to be read by W2 as an input file; this would imitate a first-order compartment, in essence, by varying through the simulation. The model indeed predicted DO concentrations more closely with this variable SOD file than with the W2’s original fixed rate option.

Calibrating the SOD with the purpose that the model’s DO predictions match with observed DO measurements can be an unsound technique as it assumes that other parameters such as reaeration and settling rates are already well known (Chapra, 1997). This method of calibration
also combines several reservoir processes that contribute to DO into one net value that is assumed to be SOD. While these points suggest that there are limitations to this approach, there remains the problem that few aquatic managers have sufficient data available to run the full diagenesis model. In view of this, we assessed the initial results to see if there were other trends that matched what we know about BPL, and that might suffice as a proxy measurement or explanatory variable.

The reservoir is a highly eutrophic system with high incidences of algal blooms. Deoxygenation can occur after the collapse of a summer algal bloom due to additional bacterial activity (Robarts et al., 2005). In general, the more enriched the system then the higher the rates of productivity and ultimately the greater the oxygen depletion from decomposition (Meding and Jackson, 2003). Chl-a has previously been used as a proxy for estimating in-lake BOD (Fang and Stefan, 2009). Based on this principal, and our knowledge of the reservoir, we are assuming that most of the autochthonous contributions to oxygen demand within BPL are related to algal activity (apart from nitrification and chemical oxygen demand). Any allochthonous inputs to oxygen demand are already included in our BOD time-series data in the inflow constituent file - with the caveat that we are using the W2 default BOD settling rate between upstream and our sample site on the reservoir.

We have found this approach to be successful, as shown in Figure 2.5. The summer SOD rates based on a correlation with the summer Chl-a concentrations act effectively as a substitute to our weekly variable SOD. This suggested link between oxygen depletion and productivity also agrees with our findings relating winter SOD decay to the Chl-a concentrations of the previous summer. This is noticeable in the results for the winters of 1988/89 and 1991/92 where the SOD remains high under ice cover following large summer algal blooms.

In contrast, a result of no correlation between Chl-a and DO consumption is found in other shallow prairie lake sites (Meding and Jackson, 2003). The study in question suggests that the most important predictor of DO consumption is macrophyte biomass due to the large contribution to particulate organic matter (POM). This is found to be also true in sites with abundant phytoplankton, although the authors point out that the algal derived carbon averages 150 times less than the macrophyte derived carbon in their study. In BPL, apart from the top section outside of the model boundary and the downstream end by the dam, the reservoir is not thought to have many macrophytes. This may explain why we are able to find a relationship between summer Chl-a and
winter SOD decay as the macrophyte contribution to POM is not important at the specific study site.

Our winter SOD decay pattern declines in an exponential manner with a rapid reduction at the onset of winter. This theory fits with the suggestion that the first three months of ice cover have the greatest oxygen consumption due to the rapid oxidation of certain organic materials over others, for example (Babin and Prepas, 1985).

The pattern between peak SOD and the average BOD inflows for the open water season is more surprising as we had suspected that the low values of BOD would have little impact in the reservoir. SOD and BOD are, in fact, often combined into one demand known as hypolimnetic oxygen demand (Kirillin et al., 2012). In an ideal model BOD and SOD would be kept separate. Our internal BOD is included with our SOD, as is reaeration. In addition, BOD inflows are based on monthly samples. The result is that we cannot ascertain for certain the relative importance of BOD flowing into the reservoir.

In the winters of 1986/87 and 1987/88, the model under-predicted the DO concentrations. However, in these years, it can be seen that although snowfall was still high in both years, there was little snow left on the ground at the end of each month. It is possible that the reservoir winter albedo is relatively low in these years and light can penetrate the ice to allow photosynthesis to take place. This is evident in the observed winter Chl-a concentrations (Fig. 2.4). This is a winter phenomenon that we are unable to capture in the model as we do not simulate primary productivity, and our SOD equations are founded on summer Chl-a. While snow on the ground is also minimal in the winter of 1991/92, this year is different as the intense summer algal bloom preceding this year results in the DO concentrations falling and the SOD remaining high.

What is interesting in the winter of 1992/93 is that the snow cover is high throughout the winter, suggesting low light availability, and yet DO concentrations are high. On examination of the temperature model (Fig. 2.2), it can be seen that the observed bottom water temperatures are much lower in this year than in previous years. Cold water holds more oxygen than warm water (Wetzel, 2001), and estimating DO inputs based on monthly samples may be missing occasional elevated DO concentrations in cold river inflows during periodic snowmelts. The winter of 1992/93 also has the greatest contribution of the distributary tributary inflows, which indicates that there may be a larger amount of ungauged inflows contributing to the water balance in W2 with no corresponding DO input file.
Another point to consider is that oxygen consumption rates are shown to be temperature dependent with lower consumption rates at lower temperatures (Golosov et al., 2007). Both the summer temperatures of 1992 and winter temperatures of 1992/93 were colder than previous years. This suggests that less heat may be stored in the sediments. The sediment temperature in W2 is a fixed user parameter, and in our model has been set at the average annual air temperature over the simulation period (where temperature >0 °C). The observed sediment temperature may be colder than this average value in the final winter, and, in reality, the sediment oxygen requirements are lower than we are modelling.

An equation for the effect of water temperature on SOD shows how temperature and SOD have a positive relationship with each other: SOD starts to decline more rapidly after temperatures go lower than 10 °C, and reduces towards zero as water temperatures drop below 5 °C (Chapra, 1997). Part of the pattern of SOD changes in BPL will also be a function of bottom water temperature. Our SOD decays rapidly to near zero levels quite early in the colder water temperatures of winter 1992/93. The temperatures in BPL are fairly consistent year-on-year until the summer of 1992, and the winter decreases and summer increases of SOD in response to temperature are expected to be comparable up to this point. This leaves Chl-a explaining the SOD variance between the individual years.

W2 uses four SOD temperature-rate multipliers to adjust the rate of SOD decay as a function of temperature in the model. They are model calibration parameters, and can be helpful in reproducing the changing rate of consumption of DO. We used the default settings in W2 (Table 2.1). The variable SOD values that we include in W2 as an input file are maximum SOD rates - the same as the model format for a constant SOD rate. Figure 2.7 shows the temperature adjusted rates that W2 is actually using during the simulations based on these default calibration parameters. A contributing reason for the end of summer SOD peaks, for example, might be that the rapid decreases in the temperature adjusted SOD are too extreme. The model may potentially increase the maximum SOD to compensate for this temperature effect when calibrating SOD to match the predicted DO with observed DO. We had no data with which to justify changing the default values. Likewise, we did not wish to increase our model uncertainty by expanding the number of parameters with no additional data. We instead chose to adjust just one parameter (SOD) for our purposes.
There are a few differences between SOD found by using MATLAB to vary SOD each week to fit the predicted and observed DO to each other (weekly model - Fig. 2.3), and SOD found through basing the demand on summer Chl-a (final model - Fig. 2.5). The winter decay in the final model agrees well with the drops in SOD in the weekly model except for the winter of 1991/92. In this year, the weekly model drops the SOD to zero when the DO levels are extremely low and then increases SOD as the oxygen levels rise. The behaviour of the final model in this time period is more realistic. The relatively large peak in SOD at the end of this summer may possibly be due to the BOD inputs being higher this year (Fig. 2.4).

In reality, the rapid peaks in SOD shown in Figure 2.5 are also likely a result of our holding the SOD at a constant rate over the summer period. The final model uses average summer rates, and will miss some of the variability that would naturally occur. In the semi-automated calibration of Figure 2.3, we show that when the model uses variable weekly SOD rates there is a general (with some fluctuations) increase over the course of the summer. This agrees with our assumption that SOD in BPL cumulates to a peak due to biota dying towards the end of the season. By holding the model at an average seasonal SOD, instead, we are likely overestimating the SOD in spring, and underestimating the SOD in autumn - if we are to assume that SOD increases as suggested by Figure 2.3. We found that our winter decay relationship with Chl-a was stronger if we allowed...
MATLAB to adjust SOD so that the predicted DO fits to the observed DO at the onset of ice-on. In order to achieve this, we had to release the model from the fixed SOD rate at the end of the season - thereby simulating the end of season peak. We chose a one-month period prior to ice-on as a sensitivity analysis showed that this gradient of SOD adjustment gave us the best overall results for summer and winter.

This summer averaging method is responsible for the sudden increase in SOD at ice-off in April. There will be natural processes leading to an increase in SOD (e.g. warmer water, spring blooms, and spring turnover) that will be exaggerated by the need for the SOD to instantly increase to the average summer rate at the start of spring. Other methods may be to allow the model to increase gradually over the whole summer duration, either linearly or exponentially, although we would need to consider some way of verifying the manner in which it increased. Our strategy was to approach the problem as if having little to no data to verify the predicted SOD rates (except using DO data). We decided to constrain the model to using an average summer rate based on a relationship found with Chl-a, and then allow the SOD to decay over winter dependent on a fixed equation. Thus, the aquatic manager would only need to find (and ideally verify) limited points, such as the end of season peak rate, rather than weekly SOD rates.

Figure 2.7 is useful to evaluate the extent to which using a variable SOD function has modified model performance. By constraining the variable SOD over the open water period, the temperature adjusted rates used by W2 were similar in both scenarios when the constrained variable rates were in the region of the estimated average fixed SOD rate. The effort involved in modifying the code and estimating the variable rates are perhaps worthwhile only during periods when actual SOD in a waterbody differs greatly from average (e.g. as modelled in the summer of 1991). In the under-ice periods, however, the benefit of using the variable rate is clearer in Figure 2.7 as the variable rate allows the SOD to decay in the model. This should allow more accurate DO calibration in a full eutrophication model that includes primary productivity.

One limitation to our study is the disconnection between the top and main section of the reservoir. While our inflow constituent file is based on observed data from under Highway 2, and the boundary of our model, the inflows themselves relate to a gauge further upstream on The Upper Qu’Appelle River. It is uncertain at present what effect the top section of the reservoir, the old road, and the 45 m gap under the highway have on our inflow boundary data.
Finally, while our extended W2 ice model is a suitable model for seasonally ice and snow-covered waterbodies, the W2 model has a fixed albedo coefficient through the simulation. The extension to the ice model stops the ice melting too quickly by keeping the snow on the ground, yet does not help with modelling the correct amount of light penetrating the ice. This will make it difficult to calibrate DO, when primary production is added to the model, with just one value for high and low snow years, and different ice structures. This is due to the influence of light on photosynthesis and oxygen production, as indicated in the observed data in the winters of 1986/87 and 1987/88. Our future plans include modifying the ice model further to include a function for a variable albedo. We think that this will be an interesting step to take forward and is a missing link in modelling DO/SOD relationships in ice covered reservoirs.

2.5 Conclusions

From the modelling, we show that winter SOD decay is inversely dependent on the previous summer’s maximum Chl-a concentrations. The decay rate is faster when less algae are produced. A constant SOD value suffices during the summer half-year; however, a better DO simulation is obtained in winter when the SOD rate decays during the course of the winter. This implies that the biomass supply during winter is limited and much of the draw on DO is diminished by the end of the winter. This result is backed by several field studies. We have shown that for a Prairie shallow reservoir with few macrophytes and BOD inputs variable SOD can be used in a WQ model to represent additional oxygen demand after an algal bloom. The summer SOD and winter SOD decay can be estimated by treating the open water and under-ice period individually in the model. This variable SOD over-time can be estimated for both summer and winter conditions based on summer concentrations of Chl-a. This concept can be widely applied to similar systems that do not have data to support a full diagenesis model, yet would benefit from a more representative estimation of SOD than is provided by a zero-order constant SOD rate.
PREFACE TO CHAPTER 3

This manuscript was designed to address how water quality (WQ) models may better link under-ice processes with open water dynamics in seasonally ice covered lakes and reservoirs. The influence of ice cover on nutrient concentrations and algal succession is well known in field experiments and theoretical work. WQ models, as yet, are studying summer eutrophication issues, while ice phenology is left to the temperature and mixing models. This means WQ models are not factoring for this ice cover effect in multi-year simulations. Here, a novel modelling approach improves the predictive abilities of CE-QUAL-W2 - one of the few WQ models that includes an ice module. Presented is a method of model calibration that uses a variable albedo rate in the ice equations in place of the model’s own fixed value. By this method, the manuscript provides aquatic managers a methodology to model a changing winter heat and light environment in their waterbodies. The model has a number of challenges to overcome that relate to both the study site, and to the modelling of shallow waterbodies – in particular data availability. A monitoring program is proposed that would allow parameterisation of the model. The findings are applicable to waterbodies across the world with similar attributes to Buffalo Pound Lake.
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3.1 Abstract

The link between under-ice processes and open water eutrophication dynamics has been proven in the field. Water quality models still lack the capability to capture the connection between both environments. The hydrodynamic-ecological model CE-QUAL-W2 is being applied to a
eutrophic drinking water reservoir on the Canadian Prairies as part of larger collaborative research project. CE-QUAL-W2 is one of the few water quality models that includes an ice algorithm, yet is restricted by a fixed albedo coefficient. Field studies have shown albedo to change through the ice cover season – varying the solar radiation that reaches the ice-water interface as a result. In order to better represent the light and heat environment during the under-ice periods we modify the ice algorithm to incorporate a time-variable albedo rate. We find ice-off dates in the model to be sensitive to end-of-season albedo values. While assessing the modified version of CE-QUAL-W2 on the reservoir we encounter a number of challenges during the calibration process. These challenges pertain to difficulties with modelling the under-ice environment, and with modelling shallow lakes and reservoirs. We recommend a targeted monitoring program to supplement available data that will reduce the uncertainty associated with the results of the reservoir model.

3.2 Introduction

Buffalo Pound Lake (BPL) is a shallow, eutrophic, impounded natural lake. BPL has a history of water quality (WQ) challenges and algal blooms (e.g. Kehoe et al., 2015, Slater and Blok, 1983). Treatment and processing costs are high for the on-site Buffalo Pound Water Treatment Plant (WTP) due to the need to run degasification systems for supersaturated waters, and frequent problems with unpleasant taste and odour. Of key importance are the winter processes under ice cover (range of 4.5 months to more than 6 months per year over a 39 year period). Salonen et al. (2009) argue that winter should be considered a fundamental part of summer lake functioning, and lake annual succession, stating that a frequent misconception is that biological activities are not important in this period due to low light and cold water. Heterotrophic growth instead provides competitive advantage for heterotrophic and mixotrophic species during ice cover conditions (e.g. Wetzel, 2001). As winter comes to an end, earlier ice off corresponds to earlier increases in water temperature (as incoming heat starts warming waters below after melting the ice), and the earlier light becomes available for phototrophic productivity triggering spring blooms. Algae may grow in an under ice layer (Vehmaa and Salonen, 2009, Kelley, 1997) and within certain forms of lake ice (Leppäranta, 2010) when snow cover is minimal and light can still penetrate. With ice-melt any impurities or algae confined in the different layers of ice will be
released into BPL. Algal succession is therefore influenced by ice cover duration, and winter snowfall quantity (Leppäranta, 2014).

Algal blooms require high water treatment costs for removal, particularly in waterbodies used for drinking water. Nonetheless, the relationship between ice cover and algal dynamics in BPL remains unexplored. Canada has seen a trend in earlier lake ice break-up dates attributed to warming spring air temperatures (Duguay et al., 2006). For the WTP to mitigate against bloom induced water restrictions, and processing costs, incorporating the influence of the under-ice environment into management planning would be beneficial. The growing evidence that lake dynamics during the open water season are connected to winter processes (Hampton et al., 2017, Sommer et al., 2012) suggests it may even be possible to anticipate bloom occurrence on ice-off by monitoring the preceding winter conditions. To do this, winter water temperature, nutrients, ice characteristics, and light penetration estimates would be vital information to collect due to their respective stimuli on phototrophic processes (Bertilsson et al., 2013).

BPL is the focus of a team of researchers investigating how temporal changes within the reservoir affect water chemistry and lead to algal blooms. Part of the objectives include the first application of a coupled hydrodynamic-ecological model to the system for long-term scenario development. This type of model has not been previously applied in Saskatchewan, in part due to a history of very limited monitoring. Traditionally, these more complex coupled WQ models have treated open water and under-ice periods in seasonally frozen waterbodies separately. WQ models have generally been applied to spring/summer eutrophication problems, and any complex winter modelling has tended to focus on hydrodynamics, ice characteristics and temperature. Research that explores the link between the under-ice environment, and spring algae and nutrient dynamics has so far been based around field sampling studies and theoretical discussions. WQ models have yet to capture under-ice chemical and biological feedback mechanisms, and are essentially simulating spring and summer processes without factoring for antecedent winter conditions. This limits the predictive capability of the model somewhat for a multi-year simulation.

In earlier work a dissolved oxygen and sediment oxygen demand model was applied to BPL (see Terry et al., 2017) for a seven-year continuous simulation using CE-QUAL-W2 (W2) (Portland, OR, USA). W2 is a public domain two-dimensional, laterally averaged, hydrodynamic and WQ model suitable for long, narrow waterbodies, and incorporating an ice model component. W2 is a complex model that has been applied to numerous lake systems worldwide (Deliman and
Gerald, 2002, Boegman et al., 2001, Gelda et al., 1998, Martin, 1988), and is capable of investigating the WQ issues and algal bloom dynamics of BPL. Studies on the application of W2 to simulate ice cover, and under-ice processes are much less available.

Although the W2 model includes an ice algorithm of its own to represent ice cover, the inflexibility of the coefficients and the under-lying assumptions of the algorithm mean the under-ice conditions in the model are not representative of the actual waterbody environment. This means model calibration is somewhat of an exercise and limits the accuracy of multi-year simulations. W2, like many WQ models, is set up for more temperate climates than the Canadian Prairies. In Terry et al. (2017) the authors discuss how W2 does not account for snow on top of the ice. Snow depth at BPL is generally between 0.1 to 0.3 m based on 99 snow depth measurements recorded by the Water Security Agency (WSA), for sites across the reservoir, between 1975 and 1996. Ice thickness growth is slowed down by early snow cover as conduction of heat fluxes is reduced due to the low conductivity of snow (Leppäranta, 2015). W2 may over-estimate the ice thickness in years with early snow events. This in turn may delay breakup of ice in the model. On the other hand, ice melting is strongly influenced by surface albedo and snow thickness (Kirillin et al., 2012) and W2 has the potential to simulate earlier breakup dates by absorbing extra solar radiation due to the perceived lack of snow cover.

To test the influence of a variable albedo on ice duration and WQ we develop a full WQ model for BPL. We modify the ice algorithm to include our variable albedo function. A number of challenges present themselves during model setup and calibration; these include difficulties in parameterising the reservoir in W2, and challenges pertaining to BPL reservoir itself. Many of the issues represent difficulties that can be faced when modelling any shallow Prairie lake in Canada. Other issues characterise complications in modelling the WQ of cold polymictic lakes. Here we present our findings. To our current knowledge we are the first to attempt to properly parameterise the ice algorithm of a popular off-the-shelf complex dynamic WQ model to better represent winter under-ice conditions (previous work by Sadeghian, 2015, and Terry, 2017, added two empirical coefficients to fix the ice cover prediction errors). The end objectives of this research are to better understand the factors limiting the ability to reproduce the under-ice environment of BPL in a WQ model, and to make recommendations for future WQ monitoring of the reservoir.
3.3 Methods and Model Description

3.3.1 Site Description

BPL is situated on the prairies of Saskatchewan, Canada along the Upper Qu’Appelle River System. BPL forms part of a landscape of lakes along a glacially formed (Hammer, 1971) river basin. Residence time is highly variable at approximately 6-36 months (Buffalo Pound Water Administration Board, 2015). The Upper Qu’Appelle drainage basin is primarily agricultural, and the Prairies have a high incidence of soil erosion and nutrient cycling (Meding and Jackson, 2003). The main inflows into BPL, however, are through controlled releases from the upstream Lake Diefenbaker and much of the drainage basin run-off does not find its way to the lake. The Upper Qu’Appelle River channel, between the two reservoirs, is a combination of improved channelized river (35 km) and meandering natural river channel (62 km). Soil type along the channel is mostly fine-grained alluvium (Acharya and Kells, 2005), and the channel suffers erosion, sedimentation and macrophyte growth (Clifton Associates Ltd, 2012).

The climate of the Canadian Prairies is highly variable (Wheater and Gober, 2015). Daily air temperatures range from an average daily low −17.7 °C to an average daily high of +26.2 °C, and approximately 30% of an annual mean precipitation of 365.3mm falls as snowfall (Environment and Climate Change Canada). Of key importance are the winter processes under ice cover (range of 4.5 months to more than 6 months per year over a 39 year period). BPL is a cold polymictic lake that mixes frequently through the open water season.

The morphology of BPL is unique - being a long, narrow reservoir with a relatively high throughflow (Fig. 3.1). The reservoir is essentially split into two waterbodies at the upstream end by Highway 2, which reaches down to the reservoir bed. Inflowing waters are first directed through an opening in a section of the old highway. The flows are then pushed through a 45m wide gap consisting of three connected 15m sections under Highway 2 and into the main body of the reservoir. The upper section of the reservoir is macrophyte bedded and extremely shallow.

With BPL there is the extra complication that the reservoir receives backflows from downstream Moose Jaw River (see Fig. 3.1) when flood waters at the confluence back up the Qu’Appelle River and flow back over the dam into BPL, although this does not occur with a high degree of frequency among years.
Figure 3.1. Buffalo Pound Lake, Saskatchewan, Canada. The black reservoir outline is to the scale provided. The magnified section illustrates the Highway 2 water underpass and the opening in the old highway. The reservoir has a mean depth of 3.8 m and a maximum depth of 5.98 m. Average surface width of the main reservoir body is 890 m.

3.3.2 Available data

Gauged daily averaged inflows are provided by Environment and Climate Change Canada (ECCC) for gauge 05JG004 approximately 19 km directly upstream (river sinuosity increases this distance) of the Highway 2 underpass. Inflow temperatures are estimated by regression from long-term historical spot sample data at Marquis Bridge (Fig. 3.1), and weekly in-reservoir temperature measurements (see Terry et al., 2017). Inflow constituent data are from a monthly dataset belonging to the WSA for a site near the Highway 2 underpass. The WSA also provide monthly mean estimates for ungauged inflows. For outflows, dam releases are derived using two downstream ECCC flow gauges. Piped withdrawal volumes are provided by the WTP, and by SaskWater. Daily averaged water level measurements are provided by the WSA for an onsite gauge.

Hourly meteorological data are from an ECCC station located approximately 30 km south of BPL. The hourly data includes a description of the weather condition, which is used to estimate cloud cover based on ECCC guidelines (Environment and Climate Change Canada, 2015). Solar radiation is calculated by the model based on the estimated cloud cover, air temperature (longwave), and W2’s computed angle of the sun’s inclination (shortwave). Precipitation rates are from a station at BPL and precipitation temperatures are set using dew point temperature.
Historical records of the ice-on and ice-off dates for the reservoir, over a 39-year period, are provided by the WTP.

For the in-reservoir observed data, the WTP have a substantial long-term data set of physicochemical variables and major constituents processed by the onsite laboratory. The data spans between 10-30 years, depending on the parameter, and are sampled weekly throughout the year around 07:20 a.m. Data pass a rigorous quality control sample procedure. The sample site is located approximately four kilometres from the downstream end of the reservoir midway between the north and south shorelines, and approximately one metre off the reservoir bed (Fig. 3.1). Water is withdrawn through an intake pipe to the south shore pumping house, and samples are taken there before the water is drawn into the plant itself. Initial conditions for water temperature and constituents are from this long-term database. Sediment temperature is set as the mean annual air temperature as per W2 recommendations (Cole and Wells, 2016).

3.3.3 Model Set-up

Our WQ model is built on the temperature model, presented in Figure 3.2 of Terry et al. (2017), for a continuous seven-year simulation period (1 April 1986–31 March 1993). The simulation period was initially chosen due to the availability of ECCC flow data for gauges just above and below the reservoir. In the earlier work, the temperature model included an extended ice melt equation to account for the lack of snow in W2’s own ice model algorithm. We use the default model equations for this current work. We use the same bathymetric map that covers the reservoir downstream of Highway 2. For our WQ model we split the numerical grid into longitudinal segments of approximately 300 m with a total length of 25,834 m for 87 segments. Vertical layer depth is 0.75 m (bounding layers are 0.25 m) with a maximum depth of 10 layers in the reservoir’s deepest section. Note that W2’s built-in bounding layers and segments are included in these totals.

3.3.4 Model Customisation – Ice Model

In W2’s ice model, albedo is a user-defined constant rate that forms part of the equation for calculating the amount of solar radiation penetrating the ice (see Cole and Wells, 2016). The absorbance of solar radiation by the ice sheet and the water below it acts as the primary catalyst
for the ice melt process, and melt events are thus strongly dependent on the albedo value (Kirillin et al., 2012). Figure 3.2 illustrates the basic premise of the built-in W2 ice model. In the original W2 ice model the model reads a single albedo value at the onset of the simulation and uses this same value until the end of the run. We have customised the ice algorithm in W2 to read the ice albedo as a time-varying input file. The modified ice algorithm now checks for a new albedo value during each iteration of the simulation. We use W2 version 4.0.

Solar radiation is used in two ways in the WQ model: solar energy as heat, and solar energy as light. Solar energy as heat is used to heat the water column, and controls the kinetic rates of the WQ constituents. W2 includes a temperature rate multiplier in the equations of each constituent. Solar energy as light is used in the growth equations of algae. W2 uses solar radiation to calculate available light for simulation of photosynthesis, photoinhibition, and light limitation.

3.4 Model Calibration

3.4.1 Ice Model Calibration

The first step is testing the ice model’s sensitivity to changes in albedo rates during the simulation. Albedo rates for lake snow and ice are highly variable and site specific (Svacina et al.,
2014, Semmler et al., 2012, Vavrus et al., 1996). Svacina et al. (2014) find lake ice and snow albedo values progressively increase through winter at three sample sites with different types of snow and ice cover. Each site has a total of 70 albedo measurements over the winter field season, with snowfall events precipitating the greatest increases in value. Based on the authors’ findings, for our sensitivity test we randomly generate 100 seven-year time-variable albedo files using MATLAB constraining the starting (i.e. at ice-on) albedo values between 0.25 and 0.55, and ending (at ice-off) albedo values between 0.65 and 0.95. We run 100 simulations, using a different albedo file each time, and plot the difference in days between the predicted and observed ice-on and ice-off dates.

For testing the connection between the ice model and the WQ model, we create an additional, non-randomised, variable albedo file where we control the albedo rates. For the initial simulations we assume an average starting albedo of 0.4, and an ending albedo value of 0.9 for all seven years. We use MATLAB to linearly interpret between the values each winter based on the number of ice cover days for that year. A more detailed year-by-year analysis of albedo rates will be made when the WQ model is fully parameterised.

3.4.2 Water Quality Model Calibration

Our model uses five WQ constituents to represent eutrophication in BPL: chlorophyll-a (Chl-a), phosphate (PO4-P), ammonium (NH4+-N), nitrate (NO3-N) - modelled as nitrate/nitrite (NOx) in W2 - and dissolved oxygen (DO). Parameter coefficients are set according to known lake processes, literature reviews, or default values recommended in the W2 manual (Table 3.1). The W2 equations for each constituent can be found in the W2 user manual (Cole and Wells, 2016).

Chl-a is calibrated based on three algal groups: A fast growing low temperature group able to take advantage of spring conditions on ice-off (group 1 e.g. diatoms); a fast growing but highly edible group (group 2 e.g. green algae); and a warm temperature adapted summer bloom group (group 3 e.g. cyanobacteria). Algal rates are set as before based on data, literature, or W2 default values (Table 3.2).

For this initial WQ comparison we run three simulations using the same WQ model parameters for everything other than the ice model albedo rates. We first run two simulations using the original W2 ice model with fixed albedo rates of 0.5 and 0.8 respectively. We then run the model again using our modified ice model and the variable albedo file.
Table 3.1 W2 Kinetic coefficients used in the water quality model.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Description</th>
<th>Default</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>HWI</td>
<td>Coefficient of water-ice heat exchange</td>
<td>10.0</td>
<td>10.0</td>
<td>W m⁻²°C⁻¹</td>
</tr>
<tr>
<td>BETA1</td>
<td>Fraction of solar radiation absorbed in the ice surface</td>
<td>0.6</td>
<td>0.6</td>
<td>-</td>
</tr>
<tr>
<td>GAMMAI</td>
<td>Solar radiation extinction coefficient</td>
<td>0.07</td>
<td>0.07</td>
<td>m⁻¹</td>
</tr>
<tr>
<td>ICEMIN</td>
<td>Minimum ice thickness before ice formation is allowed</td>
<td>0.05</td>
<td>0.02</td>
<td>m</td>
</tr>
<tr>
<td>ICET2</td>
<td>Temperature above which ice formation is not allowed</td>
<td>3.0</td>
<td>0</td>
<td>°C</td>
</tr>
<tr>
<td>TSED</td>
<td>Sediment temperature</td>
<td>-</td>
<td>10.3</td>
<td>°C</td>
</tr>
<tr>
<td>CBHE</td>
<td>Coefficient of bottom heat exchange</td>
<td>0.3</td>
<td>0.3</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>WSC</td>
<td>Wind shelter coefficient</td>
<td>-</td>
<td>0.9</td>
<td>°C</td>
</tr>
<tr>
<td>CHEZY</td>
<td>Bottom friction solution</td>
<td>-</td>
<td>70.0</td>
<td>m² sec⁻¹</td>
</tr>
<tr>
<td>EXH20</td>
<td>Light extinction coefficient for pure water</td>
<td>0.25</td>
<td>0.25</td>
<td>m⁻¹</td>
</tr>
<tr>
<td>AX</td>
<td>Longitudinal eddy viscosity</td>
<td>1.0</td>
<td>1.0</td>
<td>m² sec⁻¹</td>
</tr>
<tr>
<td>DX</td>
<td>Longitudinal eddy diffusivity</td>
<td>1.0</td>
<td>1.0</td>
<td>m² sec⁻¹</td>
</tr>
<tr>
<td>AZMAX</td>
<td>Maximum value for vertical eddy viscosity</td>
<td>1.0</td>
<td>1.0</td>
<td>m² sec⁻¹</td>
</tr>
<tr>
<td>EXSS</td>
<td>Extinction due to inorganic suspended solids</td>
<td>0.1</td>
<td>0.01</td>
<td>m⁻¹/(g m⁻³)</td>
</tr>
<tr>
<td>EXOM</td>
<td>Extinction due to organic suspended solids</td>
<td>0.1</td>
<td>0.01</td>
<td>m⁻¹/(g m⁻³)</td>
</tr>
<tr>
<td>BETA</td>
<td>Fraction of incident solar radiation absorbed at the water surface</td>
<td>0.45</td>
<td>0.55</td>
<td>-</td>
</tr>
<tr>
<td>SSS</td>
<td>Suspended solids settling rate</td>
<td>1.0</td>
<td>1.0</td>
<td>m day⁻¹</td>
</tr>
<tr>
<td>NH4REL</td>
<td>Sediment release rate of ammonium (fraction of SOD)</td>
<td>0.001</td>
<td>0.001</td>
<td>-</td>
</tr>
<tr>
<td>NH4DK</td>
<td>Ammonium decay rate</td>
<td>0.12</td>
<td>0.12</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>NO3DK</td>
<td>Nitrate decay rate</td>
<td>0.03</td>
<td>0.1</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>NO3S</td>
<td>Denitrification rate from sediments</td>
<td>0.001</td>
<td>0.001</td>
<td>m day⁻¹</td>
</tr>
<tr>
<td>SOD</td>
<td>Zero-order sediment oxygen demand</td>
<td>-</td>
<td>1.2</td>
<td>g O₂ m⁻² day⁻¹</td>
</tr>
</tbody>
</table>

Table 3.2 Algal rates used in the water quality model.

<table>
<thead>
<tr>
<th>Rate</th>
<th>Description</th>
<th>Default</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG</td>
<td>Maximum algal growth rate (gross production)</td>
<td>2.0</td>
<td>2.5</td>
<td>1.0</td>
<td>0.9</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>AR</td>
<td>Maximum algal respiration rate</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>AE</td>
<td>Maximum algal excretion rate</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>AM</td>
<td>Maximum algal mortality rate</td>
<td>0.1</td>
<td>0.1</td>
<td>0.15</td>
<td>0.1</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>AS</td>
<td>Algal settling rate</td>
<td>0.1</td>
<td>0.02</td>
<td>0.15</td>
<td>0.1</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>AHSP</td>
<td>Algal half-saturation for phosphorus limited growth</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>g m⁻³</td>
</tr>
<tr>
<td>AHSN</td>
<td>Algal half-saturation for nitrogen limited growth</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
<td>0.010</td>
<td>g m⁻³</td>
</tr>
<tr>
<td>AHSSI</td>
<td>Algal half-saturation for silica limited growth</td>
<td>0.0</td>
<td>0.003</td>
<td>0</td>
<td>0</td>
<td>g m⁻³</td>
</tr>
<tr>
<td>ASAT</td>
<td>Light saturation intensity at maximum photosynthetic rate</td>
<td>100</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>W m⁻³</td>
</tr>
<tr>
<td>AT1</td>
<td>Lower temperature for algal growth</td>
<td>5.0</td>
<td>2.0</td>
<td>10.0</td>
<td>10.0</td>
<td>°C</td>
</tr>
<tr>
<td>AT2</td>
<td>Lower temperature for maximum algal growth</td>
<td>25.0</td>
<td>8.0</td>
<td>30.0</td>
<td>35.0</td>
<td>°C</td>
</tr>
<tr>
<td>AT3</td>
<td>Upper temperature for maximum algal growth</td>
<td>35.0</td>
<td>15.0</td>
<td>35.0</td>
<td>40.0</td>
<td>°C</td>
</tr>
<tr>
<td>AT4</td>
<td>Upper temperature for algal growth</td>
<td>40.0</td>
<td>24.0</td>
<td>40.0</td>
<td>50.0</td>
<td>°C</td>
</tr>
<tr>
<td>AK1</td>
<td>Fraction of algal growth rate at AT1</td>
<td>0.1</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>AK2</td>
<td>Fraction of maximum algal growth rate at AT2</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>-</td>
</tr>
<tr>
<td>AK3</td>
<td>Fraction of maximum algal growth rate at AT3</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>-</td>
</tr>
<tr>
<td>AK4</td>
<td>Fraction of algal growth rate at AT4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>-</td>
</tr>
<tr>
<td>ALGP</td>
<td>Ratio between algal biomass and phosphorus</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>-</td>
</tr>
<tr>
<td>ALGN</td>
<td>Ratio between algal biomass and nitrogen</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>-</td>
</tr>
<tr>
<td>ALGC</td>
<td>Ratio equivalent between algal biomass and carbon</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>-</td>
</tr>
<tr>
<td>ALGSI</td>
<td>Ratio equivalent between algal biomass and silica</td>
<td>0.18</td>
<td>0.18</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>ACHLAL</td>
<td>Ratio between algal biomass and chlorophyll a</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.1</td>
<td>mg algae/µg chla</td>
</tr>
<tr>
<td>ALPOM</td>
<td>Fraction of algal biomass converted to particulate organic matter on death</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>-</td>
</tr>
<tr>
<td>EXA</td>
<td>Algal light extinction</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>m⁻¹/(g m⁻³)</td>
</tr>
</tbody>
</table>
3.5 Results

3.5.1 Ice Model Sensitivity Test

We find the simulated ice-on dates to be insensitive to changes in both the starting and ending albedo values. There appears to be no connection between the albedo rates used and the date the model begins simulating ice cover. The lack of dependence of ice-on dates to albedo is found in other lake models (Martynov et al., 2010). The simulated ice-off dates are also found to be insensitive to the starting albedo values with no apparent relationship between the two variables. The ice cover periods at BPL are lengthy, and the influence of the starting albedo on the ice characteristics will be dominated by the time to ice breakup. The simulated ice-off dates, however, are shown to be highly sensitive to the ending albedo value (Fig. 3.3). In both 1986 and 1987 the simulated ice-off date improves at the higher values of our chosen ending albedo range. In 1988 and 1989 an ending albedo in the region of 0.8 simulates an ice-off date closest to the observed ice-off date. What is interesting to see in 1989 is that ice melt in W2 can occur more than 15 days in advance of the actual ice breakup date depending on the albedo value chosen. A degree of instability in the ice model had been noted during calibration runs with ice-on and ice-off dates quite variable during similarly parameterised runs. This instability is the most likely cause of this large change in ice off dates in 1989 rather than the small change in albedo rate.

On examination of the ice equations in W2 we see albedo has no connection to a light extinction coefficient. The coefficient BETAI sets the fraction of light absorbed in the ice surface, and GAMMAI is the light decay through the ice. Using a variable albedo it is only possible to change the heat budget under ice, but not the light environment. To change both heat and light then the three coefficients (albedo, GAMMAI, BETAI) must be calibrated individually within the ice model.
Figure 3.3. Results of the variable sensitivity test. Blue dots represent the difference, in days, between the predicted ice-off dates for each of the 100 runs and the observed ice-off dates (0 on the y axis). The red diamonds indicate the results for two comparative runs with the model’s normal fixed albedo algorithm at albedo values of 0.5 and 0.8.

3.5.2 Water Quality Simulation

From a visual inspection of the fixed albedo results, the model appears to capture spring and summer increases in Chl-a that would relate to algal blooms in the reservoir (Fig. 3.4). The model predictions for the timing of the blooms, however, are poor with most simulated spring blooms occurring too late in the season. Conversely the model is simulating the summer blooms mostly in advance of the observed dates. Further, the model does not capture variance of bloom size among years.

Switching to the variable albedo ice algorithm delays the timing of the simulated spring blooms. This result is to be expected as the ice thickness is greater with the variable albedo just
before ice-off. Ice-off is also delayed. Unfortunately, as the fixed albedo model is already simulating the spring blooms too late in the season, the variable albedo does not help with the Chl-a calibration. The effect of the variable albedo on the summer bloom predictions is mixed with four of the years showing no apparent difference in results and the remaining three years all responding differently.

PO$_4$-P concentrations are overestimated throughout the year, and neither model captures the 1987 summer peak. Likewise both models miss certain autumn and winter concentrations in NH$_4^+$-N. There appears to be a high degree of sensitivity, or noise, in the NH$_4^+$-N values over summer indicating an issue with the model. NO$_3$-N predictions are within range autumn through spring, but are overestimated before the onset of the summer blooms. Both models are able to capture summer DO dynamics, but not the depletion of oxygen in late winter.
Figure 3.4. Water quality simulation results for Buffalo Pound Lake with a fixed-rate albedo of 0.8, and with a variable albedo that increases through the winter. Date lines indicate 1 January, with the model simulation beginning 1 April 1986.
3.6 Discussion

Although the inclusion of a variable albedo rate improves the ice cover duration at our sample location, it seems to have little influence on the main WQ model. In summer, solar radiation is a primary source of thermal energy reaching the water column (Sadeghian et al., 2015). This energy gradually attenuates at depth dependent on the light extinction coefficient, and the temperature rate multipliers in the kinetic equations of the WQ constituents are affected over multiple layers. When ice cover is present the solar radiation is attenuated by the ice extinction coefficient and a much reduced amount of thermal energy reaches the top surface layer of the water column. Much of this thermal energy is then used within the W2 ice-melt equations. The result is that very little changes in the temperature component of the WQ constituent calculations. It would appear no matter how much we change the albedo it will have little impact on the modelled WQ.

As a shallow reservoir on the Canadian Prairies, BPL presents some unique modelling challenges. A great source of uncertainty for the WQ model has been capturing the timing and magnitude of water movement in BPL. We have estimated wind speed on the lake surface by comparing ECCC climate station data with recent buoy data collected in-situ, yet wind direction remains for the station 30 km south as no in-lake data are available. W2 may incorrectly measure fetch in wind-induced motions, such as shear stresses, if the model is given time-series data incorrectly showing wind to be blowing across the width of the lake rather than along the length, for example.

For flows, the inflow gauge is upstream of ungauged tributaries draining into the river channel. In addition we have no data to determine the impact of the shallow upper reservoir section, old highway, and Highway 2 underpass on the flow velocities. As the inflow constituents are measured at Highway 2, which acts as the upstream boundary of our DEM, there is a timing disparity between the inflows and corresponding inflow constituents. Small or shallow lakes have a low buffer for inaccuracies in input data, which makes a WQ model sensitive to small amounts of error.

The Moose Jaw River waters are a poorer quality than BPL and the contributions to constituent concentrations during flood events are challenging to calculate. Based on the two downstream flow gauges, backflows into BPL were calculated on 12 days over the modelled period – reaching a daily average high of 3.14 m³/s during July 1991. Simple assumptions for WQ variables may be complicated in these wet periods. Shallow lakes also react quickly to changes in
meteorological conditions, and variable weather patterns from year-to-year can increase the complexity of nutrient patterns and productivity (Taranu et al., 2010).

Another sizable source of uncertainty is the WQ boundary data. Inflow constituents are interpolated in W2 from monthly records provided by the WSA. Monthly samples are an extremely coarse frequency for WQ constituents that can fluctuate greatly in just a matter of hours. The performance of a WQ model is restricted by the quality of its input and boundary data (Sadeghian et al., 2018, Hosseini et al., 2017), and W2 has shown poor WQ results due to boundary data limitations previously (Debele et al., 2008, Deliman and Gerald, 2002). Inflow constituents can be interpolated, or stepped, between sample dates in W2, yet neither method will accurately describe the dynamics over our simulation period.

We are also unable to validate our simulated spatial and temporal distribution of constituents due to limited profile data for earlier years. The weekly dataset of the WTP originates from sampling the plant’s water withdrawals at the pumping house. The very action of withdrawing a large quantity of water through a pipe close to the reservoir bed may distort the nearby hydrodynamics, and, potentially, the observed constituent data. The intake pipe is approximately 300 m to the sample point in the pumping house (3000 m in total to the WTP) and data may begin to change as water is withdrawn from the reservoir. The segment we are trying to calibrate is therefore a difficult one.

One of the most challenging aspects of modelling shallow lakes is correctly identifying sediment oxygen demand (SOD), and the contribution of internal loading from the sediments to constituent concentrations. Due to their volume to sediment ratios shallow lakes have a relatively strong relationship with bottom decomposition (Chapra, 1997). This is especially true under ice where shallow, productive lakes can become oxygen depleted due to high SOD levels and the lower oxygen carrying capacity of a smaller volume of water. The correct representation of SOD is paramount, and yet data are rarely available to parameterise a comprehensive sediment diagenesis module included in WQ models such as W2 (Mooij et al., 2010). Likewise, internal loading of nutrients can be substantially greater than external sources (Taranu et al., 2010). Our lack of understanding of the lagged response of internal loading in polymictic lakes to changes in external nutrient loads (Taranu et al., 2010) makes shallow lake models susceptible to substantial error when internal loading data are missing.
For BPL, phosphorus internal loading (P-flux) data are available, for the years 2014 and 2015, for three sites in the main reservoir body (D'Silva, 2017). There are no data for other fluxes, such as ammonia. As we have insufficient data to run the sediment diagenesis model, we use the zero-order sediment compartment in our WQ model. In this compartment, W2 calculates internal loading with a user-defined flux coefficient that represents the fraction of the SOD rate that is released under anoxic conditions (coefficient * SOD = flux). As we have no spatial profile data for almost all of our variables the SOD rate we use is the same throughout the model grid. This means W2 would calculate the P-flux as being the same over the reservoir, and when under anoxic conditions. The actual internal loading data show that the P-flux rates vary spatially with the greatest flux occurring approximately two-thirds of the way into the reservoir from the upstream direction. The data also show that the P-flux is high, and occurs in substantial amounts in both summer and winter and in both anoxic and oxic conditions.

Uncertainty stems from assumptions and calculations in the W2 model. W2 uses labile and refractory dissolved organic matter (LDOM and RDOM), and labile and refractory particulate organic matter (LPOM and RPOM) to account for organic phosphorus (P); nitrogen (N); carbon (C); and silica (SI) cycling through the system. The only inflow and in-reservoir data we have available to us is dissolved organic carbon (DOC). If error exists in our conversion of DOC to the DOMs and POMs then that error will be propagated through the model results. Uncertainty and error resulting from using organic matter pools in W2 have been discussed by other authors (Debele et al., 2008). In general, we find our model to be highly sensitive to slight adjustments in algae and nutrient coefficients; the model output tends to rotate between high and low PO4-P, NO3-N, NH4+-N and Chl-a concentrations as we change parameter values making calibration difficult.

The WTP have collected algal count data since 1996. On review we see that the behaviour of the taxonomic groups can vary considerably from year-to-year. We note that W2’s algal productivity equations have no connection with water movement other than the algae settling rates. Algal dynamics are quite unique in shallow well-mixed lakes. Non-motile species can remain suspended in the water column through wind stress turbulence, upwelling and Langmuir circulation, for example (Kelley, 1997). Competitive advantage may then shift between species in respect to nutrients, temperature, light, and water column stability (Yang et al., 2016, Taranu et al., 2012). Non-motile species can still be at the mercy of turbulent vertical mixing that cycles them through the eutrophic zone and dictates their available light for photosynthesis (Jewson et
al., 2009, Folkard et al., 2007); this is also true of some motile species that can only retain their position up to a particular turbulence threshold (Huber et al., 2012). With strong Prairie winds blowing over the surface, and high throughflow, BPL owes part of the observed variability of algae to water movement.

A sizeable challenge is attempting to resolve these uncertainties while modelling up to six-months per year under ice cover. Knowledge of under-ice processes in lakes is still relatively new, and WQ models are often based on open water limnology. The denitrification rate in W2, for example, is corrected with a temperature rate multiplier with default fractions being 1% denitrification at the lower temperature and 99% denitrification at the higher temperature. Recent work on BPL and other Prairie lakes has found that despite large water temperature differences denitrification rates were similar in both summer and under ice as nitrate concentrations represent a primary control of denitrification under ice, and temperature only the secondary control (Cavaliere and Baulch, 2018).

Both ice and snow cover on lakes have a dynamic complex nature with little uniformity on which to estimate the constant coefficient values, such as albedo, that must be specified in W2. Seasonal ice cover shows large variability and may be comprised of a transparent congelation ice (black ice), or white snow-ice (Leppäranta, 2015). Snow may accumulate on top of the ice and be pushed into patchy drifts depending on wind strength and direction. Ice can melt partially in spring forming slush and then refreeze with new melt water into new ice formations. Flooding can occur when ice is pushed under the surface by the weight of snow (when snow thickness>1/3 of ice thickness (Kirillin et al., 2012)). As a further complication, ice breaks up first along the shoreline due to its shallower depth with the released ice then free to move around the lake and break up further as a function of wind and water movements (Leppäranta, 2015). Most WQ models do not have the capacity to parameterise ice dynamics over a multi-year run.

The ice formation and breakup dates provided by the WTP are for the portion of lake directly in front (and thus visible) of the shoreside pumping station. Ice-on is defined to be the date when the visible portion of the reservoir is continuously ice covered, and ice-off the date when half of the visible portion is clear of ice. Total melting in front of the pumping station is rapid with only 1 or 2 days before the visible section of reservoir is clear of ice (Dan Conrad, personal communication). Recent Landsat imagery indicates that this visible area becomes ice free well in advance of the rest of the reservoir. Ice cover could still be seen on most of the reservoir weeks
after the ice-off date provided by the WTP. The observed area is also the location of the WTP intake pipe, and we suggest that the altered hydrodynamics in the immediate surroundings of the pipe are causing the ice cover to melt more rapidly.

### 3.7 Recommendations

Model simulations are greatly influenced by the upstream boundary conditions (Hosseini et al., 2017). To improve water quality modelling predictions, high-frequency WQ sampling is suggested at gauge 05JG004, immediately upstream of the top section of the reservoir, and near Highway 2. Manual flow measurements should be taken at the inflow to the top shallow section of reservoir, and near Highway 2. The combination of WQ and flow data at gauge 05JG004 and top section inflow will provide Upper Qu’Appelle River contributions, and the ungauged inflows and nutrient run-off in the remaining river channel. The WQ and flow data from Highway 2 will act as boundary data and reveal the buffering capacity of the top section of reservoir. Ongoing spot sample flow and constituent measurements are advised at the dam wall when Moose Jaw River waters are back-flowing into BPL. Finally, it is useful to monitor inflowing ephemeral streams around the reservoir perimeter during spring melt to consider nutrient run-off from surrounding agricultural fields.

In addition to boundary data, profile data of the reservoir is needed. It is recommended that a sampling strategy is in place to map the spatial location of constituents in a range of environmental conditions. Ideally one sample location should be close to the current WTP sample site, although outside the influence of the intake pipe, for comparison. Spatial profiling of sediment nitrogen-fluxes, and sediment oxygen demand is particularly encouraged. Other research groups are studying the sediments in greater detail and there is an opportunity for data collaboration between institutions.

Groundwater is not considered to be a significant contribution to the water balance; however, there are several small communities surrounding the reservoir that use septic tanks for domestic waste. The potential for seepage and point-source pollution should be re-evaluated periodically.

In winter, we advise that the WTP make note of ice type (e.g. clear ice, frazzle ice) when they record the ice-on date to assist the ice model parameterisation. Albedo measurements should be taken as often as logistically possible from various locations around the lake, along with snow
depth and ice thickness. The entire reservoir ice formation should ideally be monitored in some form, and not just the visible area in front of the pumping house.

Since 2014 there has been an in-reservoir data collecting buoy in the open-water seasons. The buoy includes a weather station and the relationship between wind direction at the reservoir surface and the ECCC weather station data should become clearer over time. To protect the equipment the buoy is removed from the reservoir during ice cover periods. It would be useful to have a weather station placed on top of the pumping house over winter.

3.8 Conclusions

In seasonally ice covered lakes and reservoirs the connection between under-ice processes and spring/summer WQ dynamics is becoming ever more important in response to changing ice phenology. Drinking water reservoirs are particularly at risk as unforeseen WQ troubles can lead to expensive treatment costs and water restrictions. WQ models have yet to successfully model uninterrupted open water and under-ice periods during multi-year simulations. The current ‘stopstart’ method of summer eutrophication and winter ice modelling leads to inaccurate assumptions during calibration efforts, and models lose predictive capabilities as a result. Yet the solution is not simple. Here, our attempt to improve the ice model of W2 with a variable albedo rate highlights challenges faced when modelling interannual dynamics in a cold-polymictic shallow reservoir. Our work is made the more difficult by the extreme variability in response mechanisms of shallow lakes and reservoirs to eutrophication problems (Scheffer, 2004). Most of the challenges stem from insufficient data to fully parameterise the model during calibration. In conclusion, a targeted monitoring program will go a long way to tackling uncertainty in model results and indicate if the WQ model can be calibrated to Buffalo Pound Lake without further modifications to the ice module code.
PREFACE TO CHAPTER 4

This manuscript was designed to provide guidance to the Water Security Agency (WSA), the reservoir management agency of Buffalo Pound Lake (BPL), in how best to allocate their monitoring resources to collect the necessary data for developing models and monitoring tools. The existing water quality model of BPL has been difficult to calibrate due to uncertainty in boundary data. This manuscript tests the sensitivity of the model to its boundary conditions to assess which boundary conditions are having the biggest impact in model results. This is the first time such an investigation has been performed on the reservoir. Through sensitivity analyses it is ascertained that the BPL model is influenced primarily by catchment processes and is highly sensitive to changes in inflow discharge in particular. By this method, the manuscript provides the WSA with a plan to collect the most pertinent data for improving water quality modelling of BPL. The methodology is applicable to inland water management agencies across the world.
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4.1 Abstract

A good predictive water quality model needs sufficient data to characterise the waterbody, yet monitoring resources are often limited. Inadequate boundary data often contribute to model uncertainty and error. In these situations, the same water quality model can also be used to determine where sampling efforts are best concentrated for improving model reliability. A sensitivity analysis using a one-factor-at-a-time approach on a shallow, eutrophic, impounded Prairie lake model investigates which boundary conditions are contributing most to variability in the model. The results show the lake model has greater sensitivity to its modelled catchment processes than to its modelled in-lake processes. Flows are shown to have the greatest influence on model predictions for all water quality variables tested, followed by air temperature. The lake is facing pressure from climate change, and future water management strategy. Results indicate an
accurate water balance will be a crucial factor in future monitoring programs and modelling efforts of the lake’s management agencies.

4.2 Introduction

Water quality (WQ) models are increasingly directing management decisions for maintaining lakes and reservoirs (referred to as simply lakes from here on). Over 100 surface WQ models are now available (Wang et al., 2013). The result is that there is a wide range of models that can be applied to almost any surface waterbody, and numerous ways to meet modelling objectives.

WQ models are largely used as prediction tools. One of the WQ issues being investigated through modelling is eutrophication (over enrichment). Eutrophication is an increasing problem worldwide - a detrimental consequence of increasing human pressure on lakes (Wetzel, 2001). Simple static steady-state, and regression models have been widely used by lake managers since the 1970s to study eutrophication (Mooij et al., 2010). These simple models are easy to use and relatively quick to provide answers. Their disadvantage is they often fall short of capturing lake dynamics that differ from a general pattern (Mooij et al., 2010). Eutrophication is a complex problem that is closely connected with environmental conditions, lake morphology, and ongoing lake processes. A static model that is time-invariant and calculates a system in equilibrium would unlikely capture all key processes simultaneously.

Model choice must consider the question being asked. Static models use general relationships and can be used for initial assessment of a lake’s trophic status, for example. They can point you in the direction of which processes may dominate in a waterbody. Dynamic models are designed to describe changes through time. Dynamic models use mathematical formula to simulate the physical behaviour of a system over time and space (Shoemaker et al., 2005). Dynamic models have greater spatial and temporal resolution than static models and greater flexibility in their application. Unfortunately, there is a trade-off between the maximum complexity of a model, the data available to parameterise the model, and the uncertainty a model can manage before it becomes unreliable (Chapra, 1997). When evaluating model output, uncertainty in the parameter settings and values used during model calibration, uncertainty in
boundary input data and initial values, and uncertainty due to model structure are essential considerations (Lindenschmidt et al., 2007).

This paper focuses on the second source of uncertainty: that arising from unknowns in boundary input data and initial values. A good WQ modelling effort requires sufficient data to adequately characterise the limnology of a waterbody (Cole and Wells, 2016). This includes in-pool data under a range of environmental conditions, and high-frequency time-varying boundary data covering the modelled period (Cole and Wells, 2016). In reality, monitoring resources are often limited (Reckhow, 1999), and financial, temporal, and logistical constraints are placed on sampling frequency and number of variables monitored. WQ models can be built using data recorded only monthly or less frequently. Yet observations show that boundary physical, chemical, and biological processes can fluctuate within hours (Sadeghian et al., 2018). Data used as time-varying boundary conditions for driving the model needs to be as accurate as possible (Cole and Wells, 2016). In one lake study model simulation RMSE error was consistently greater in WQ variables with only coarse field measurements (Sadeghian et al., 2018).

As well as being a scenario tool, a WQ model can also be used to explore where sampling efforts are best concentrated when monitoring resources are limited. A sensitivity analysis can investigate the most influential WQ variables through assessing the sensitivity of model output to a change in model input values. Several sensitivity analyses noted from the literature for lakes use a ‘one-factor-at-a-time’ (OAT) approach (Hosseini et al., 2017, Singleton et al., 2013, Knightes et al., 2009). OAT is a method where uncertain factors are changed one-by-one in the model while the others are kept constant (Saltelli and Annoni, 2010). In example, Knightes et al. (2009) established through OAT analyses that a shallow lake’s response to a reduction in atmospheric mercury deposition was highly sensitive to changes in sediment burial rates and active sediment layer depth. Their second site, a catchment-dominated shallow farm pond, had little sensitivity to these same sediment parameters – being driven entirely by catchment processes.

Shallow lakes are particularly challenging for WQ modelling - being highly sensitive to small amounts of error from input data inaccuracies (Terry et al., 2018). One such lake is Buffalo Pound Lake (BPL) in Saskatchewan, Canada. An impounded natural prairie lake, BPL supplies the water needs of approximately 25% of the provincial population (Kehoe et al., 2015). Plagued by algal blooms the lake necessitates ongoing expensive treatment costs for the onsite Buffalo Pound Water Treatment Plant (WTP). Water shortages have occurred as a result of treatment
processes slowed by WQ issues. The lake is the focus of a research group developing models and monitoring tools to investigate conditions leading to harmful algal blooms. One objective of the research is to inform the strategic planning of the WTP, and provide critical information to the Water Security Agency (WSA) who manage flows to and from the lake.

An application of the CE-QUAL-W2 (W2) WQ model to the lake has been difficult to calibrate due to notable challenges and uncertainty in the model’s boundary data (see Terry et al., 2018). Recommendations for improving the model are to strengthen the available data (see Terry et al., 2018). This study extends the work of Terry et al. (2018) and uses OAT sensitivity analyses to ascertain which boundary conditions are contributing most to variability in model output. This will provide recommended insight into where the WTP and WSA should concentrate their WQ monitoring resources for improved WQ modelling.

4.3 Materials and Methods

4.3.1 Site Description

BPL is a shallow (mean depth 3.8 m, maximum depth 5.98 m) impounded natural lake on the Upper Qu’Appelle River system. Annual mean precipitation is 365.3 mm with most rainfall occurring between May-July (~61%), and ~30% of precipitation falling as snowfall (Environment and Climate Change Canada). Ice cover is from November to late April (Hall et al., 1999, Hammer, 1971). The lake is wind-driven and mixes frequently through the open water season. Brief thermal stratification events and microstratification can occur (Baulch et. al., 2018, personal communication). Air temperatures range between an average daily minimum of -17.7°C (daily average -12.3°C) in January to an average daily maximum of 26.2°C (daily average 19.3°C) in July (Environment and Climate Change Canada).

Flows from the upstream Lake Diefenbaker (LDief) are released by the WSA to maintain water levels in BPL with an annual fluctuation in the lake of less than 0.25 m. The upper 35 km of the river reach between LDief and BPL is constructed channel, with the 62 km lower reach being natural channel. Two main tributaries and many smaller creeks join along the 97 km stretch (Fig. 4.1a). Highway 2 cuts through the lake at the upstream end (Fig. 4.1b). The highway is constructed on the lake bed, and essentially splits BPL into two waterbodies. Inflows first pass through an
opening in the old highway before passing under the bridge at Highway 2 with a 45 m inflow gap made up of three 15 m widths divided by pillars.

Figure 4.1. 4.1a (left): Upper Qu’Appelle catchment area for Buffalo Pound Lake. 4.1b (right): Buffalo Pound Lake, Saskatchewan, Canada. The black lake outline is to the scale provided. The lake has a mean depth of 3.8 m and a maximum depth of 5.98 m. Average surface width of the main lake body is 890 m. The black dots indicate the locations of the segments selected for model output.

4.4 Model Set-up

4.4.1 Model Description and Data

W2 is a two-dimensional coupled hydrodynamic and WQ model. W2 is a complex dynamic model suitable for rivers, estuaries, lakes, and reservoirs (Cole and Wells, 2016). Several branches and tributaries can be added to a waterbody, and waterbodies can be linked together in one simulation. W2 can be linked with catchment models such as SWAT (e.g. White et al., 2010, Debele et al., 2008). The longitudinal segments and vertical layers are user defined, and can be variable throughout the grid. The most recent versions of the model (V4 -V4.2) now incorporate an internal sediment diagenesis module.

W2 is considered a capable hydrodynamic and transport model. Various options exist for inflow placement, both longitudinally and vertically. Several types of inflow (including
precipitation) can be specified each with their own temperature and constituent file. Numerous hydraulic structures and withdrawals can be placed throughout the grid, and there are a variety of turbulence schemes from which to choose. The model’s numerical scheme allows for direct coupling between the hydrodynamic and WQ processes and W2 uses the same time step and spatial grid (Zhang et al., 2015).

The simulation period covered seven consecutive years (1 April 1986 – 31 March 1993) that led up to the discontinuation of Environment and Climate Change Canada flow gauges just above and below the lake. The seven years covered a relatively dry period that was both preceded and followed by flood event years. Mean monthly summer (June-August) air temperatures ranged from 20.8°C (1988) to 16.5°C (1992). Mean monthly winter air temperatures (November-February) ranged from -3.6°C (1987) to -10.7°C (1989). Available input data frequency ranged from hourly meteorological data to monthly (or less) inflow constituent data sampled at Highway 2 (Fig. 4.1b). Observed in-lake constituent data were provided weekly from a laboratory analyses at the WTP. Inflows were daily averages measured at gauge 05JG004 upstream of BPL. For a full description of data sources and calculations see Terry et al. (2018).

Parameter coefficients were set as per Terry et al. (2018) according to known lake processes, literature reviews, or default values recommended in the W2 manual (Table 4.1). Equations for each constituent can be found in the W2 user manual (Cole and Wells, 2016) and are too numerous to provide here. As per Terry et al. (2018) the zero-order sediment model was used, and the variable-albedo function was added to the W2 ice model to improve ice coverage. The BPL model grid had a total of 256 segments of approximately 100 m longitude each and equalling 25,834 m in total. Vertical layers were 0.75 m in height with the deepest segment of the lake having 10 layers plus two 0.25 m boundary layers used by the W2 model.
Table 4.1 Main kinetic coefficients used in the water quality model. Additional kinetic and algal coefficients are listed in Terry et al (2018).

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Description</th>
<th>Default</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSED</td>
<td>Sediment temperature</td>
<td>-</td>
<td>10.3</td>
<td>°C</td>
</tr>
<tr>
<td>CBHE</td>
<td>Coefficient of bottom heat exchange</td>
<td>0.3</td>
<td>0.3</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>SOD</td>
<td>Zero-order sediment oxygen demand</td>
<td>-</td>
<td>1.2</td>
<td>g O₂ m⁻² day⁻¹</td>
</tr>
<tr>
<td>PO4R</td>
<td>Sediment release rate of phosphorus (fraction of SOD)</td>
<td>0.001</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>NH4REL</td>
<td>Sediment release rate of ammonium (fraction of SOD)</td>
<td>0.001</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>NH4DK</td>
<td>Ammonium decay rate</td>
<td>0.12</td>
<td>0.12</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>NO3DK</td>
<td>Nitrate decay rate</td>
<td>0.03</td>
<td>0.1</td>
<td>day⁻¹</td>
</tr>
<tr>
<td>NO3S</td>
<td>Denitrification rate from sediments</td>
<td>0.001</td>
<td>0.001</td>
<td>m day⁻¹</td>
</tr>
<tr>
<td>SSS</td>
<td>Suspended solids settling rate</td>
<td>1.0</td>
<td>1.0</td>
<td>m day⁻¹</td>
</tr>
<tr>
<td>EXSS</td>
<td>Extinction due to inorganic suspended solids</td>
<td>0.1</td>
<td>0.01</td>
<td>m⁻¹/(g m⁻³)</td>
</tr>
<tr>
<td>EXOM</td>
<td>Extinction due to organic suspended solids</td>
<td>0.1</td>
<td>0.01</td>
<td>m⁻¹/(g m⁻³)</td>
</tr>
<tr>
<td>EXH20</td>
<td>Light extinction coefficient for pure water</td>
<td>0.25</td>
<td>0.25</td>
<td>m⁻¹</td>
</tr>
<tr>
<td>BETA</td>
<td>Fraction of incident solar radiation absorbed at the water surface</td>
<td>0.45</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>WSC</td>
<td>Wind shelter coefficient</td>
<td>-</td>
<td>0.9</td>
<td>°C</td>
</tr>
<tr>
<td>HWI</td>
<td>Coefficient of water-ice heat exchange</td>
<td>10.0</td>
<td>10.0</td>
<td>W m⁻² °C⁻¹</td>
</tr>
<tr>
<td>BETAI</td>
<td>Fraction of solar radiation absorbed in the ice surface</td>
<td>0.6</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>GAMMAI</td>
<td>Solar radiation extinction coefficient</td>
<td>0.07</td>
<td>0.07</td>
<td>m⁻¹</td>
</tr>
<tr>
<td>ICEMIN</td>
<td>Minimum ice thickness before ice formation is allowed</td>
<td>0.05</td>
<td>0.02</td>
<td>m</td>
</tr>
<tr>
<td>ICET2</td>
<td>Temperature above which ice formation is not allowed</td>
<td>3.0</td>
<td>0</td>
<td>°C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algal Coefficients</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG</td>
<td>Maximum algal growth rate, day⁻¹</td>
<td>2.5</td>
<td>1.0</td>
</tr>
<tr>
<td>AM</td>
<td>Maximum algal mortality rate, day⁻¹</td>
<td>0.1</td>
<td>0.15</td>
</tr>
<tr>
<td>AS</td>
<td>Algal settling rate, m day⁻¹</td>
<td>0.02</td>
<td>0.15</td>
</tr>
<tr>
<td>AHSN</td>
<td>Algal half-saturation for nitrogen limited growth, g m⁻³</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>AT1</td>
<td>Lower temperature for algal growth, °C</td>
<td>2.0</td>
<td>10.0</td>
</tr>
<tr>
<td>AT2</td>
<td>Lower temperature for maximum algal growth, °C</td>
<td>8.0</td>
<td>30.0</td>
</tr>
<tr>
<td>AT3</td>
<td>Upper temperature for maximum algal growth, °C</td>
<td>15.0</td>
<td>35.0</td>
</tr>
<tr>
<td>AT4</td>
<td>Upper temperature for algal growth, °C</td>
<td>24.0</td>
<td>40.0</td>
</tr>
<tr>
<td>ACHLA</td>
<td>Ratio between algal biomass and chlorophyll a in terms of mg algae/µg chl a</td>
<td>0.05</td>
<td>0.04</td>
</tr>
</tbody>
</table>

4.4.2 Sensitivity Analysis

To determine the boundary conditions that most influence model output, a local sensitivity analysis was performed using the OAT approach. With this method each boundary condition was perturbed once, by a certain amount, while holding the rest of the model constant. The new model output was then compared with the original simulation results (the base model), and the total variance for each variable was quantified using root mean square error (rmse). The variables tested were chlorophyll-a (Chl-a), dissolved oxygen (DO), ammonium (NH₄⁺-N), nitrate (NO₃-N) – simulated in W2 as nitrate/nitrite (NOx) - and phosphate (PO₄-P). The boundary conditions
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investigated are listed in Table 4.2 and thought to be the most influential factors for BPL based on knowledge of the lake and calibration of the existing WQ model of Terry et al. (2018). Equal perturbation was applied to each boundary condition for comparability in the sensitivity output. A 10% increase was chosen as the experimental value as being within the realm of realistic variability while being sufficient perturbation to elicit a response. W2 considers each model grid cell individually when solving the water balance equations. Once the water balance is calibrated it is then difficult to decrease inflow discharge without recalibration of the outflows. If this is not done then the upstream cells can be left with insufficient volume. This returns an error code and terminates the simulation. The sensitivity analysis was restricted to testing a 10% one-directional sensitivity assessment (positive perturbation) only so that this recalibration step was not required for the one inflow scenario, and all scenarios were then tested using the same criteria.

Table 4.2 Boundary conditions perturbed during the sensitivity analysis. Each boundary condition was tested by increasing the model input values (time-series or model parameter) by 10% while holding the remaining boundary conditions and parameters constant.

<table>
<thead>
<tr>
<th>Boundary Condition</th>
<th>Perturbation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air temperature</td>
<td>Increase by 10%</td>
</tr>
<tr>
<td>Inflows</td>
<td>Increase by 10%</td>
</tr>
<tr>
<td>Inflow constituent concentrations</td>
<td>Increase by 10%</td>
</tr>
<tr>
<td>Inflow water temperature</td>
<td>Increase by 10%</td>
</tr>
<tr>
<td>Opening balances (all constituents)</td>
<td>Increase by 10%</td>
</tr>
<tr>
<td>PO₄-P &amp; NH₄⁺-N sediment release (as a fraction of SOD)</td>
<td>Increase by 10%</td>
</tr>
<tr>
<td>SOD</td>
<td>Increase by 10%</td>
</tr>
<tr>
<td>Wind speed</td>
<td>Increase by 10%</td>
</tr>
</tbody>
</table>

Air temperature, inflow discharge, inflow constituent concentrations, inflow water temperature, and wind speed were subject to a 10% increase in the time series data in W2 boundary input files. These represent the external forces on the lake driven by the catchment (wind speed being part of the catchment’s climate). All air temperatures were perturbed in the positive direction meaning negative winter air temperatures became 10% warmer. In general, the absolute Kelvin scale should be used when calculating a percentage increase for temperature due to the Fahrenheit and Celsius scales having an arbitrary zero point. However, the W2 model requires air temperature to be entered as degrees Celsius in the meteorology time-series file. As the objective was to test the model response to each boundary condition in a comparable manner, we chose to apply the percentage increase to the Celsius scale rather than use a fixed interval increase. This is not entirely
appropriate to treat temperature in degrees Celsius as a continuous variable. It is recognised that this may introduce some uncertainty into results of the relative influence of air temperature. As 10% of 0°C is not possible, instances of 0°C were assigned the new air temperature of 0.1°C. The influence of this on the analysis is considered minor as these values represented <0.4% of the hourly air temperature measurements. Inflow temperatures were treated in the same manner as air temperature with 0°C representing <0.9% of the weekly inflow temperature measurements. Inflow constituents included in the W2 model of BPL were PO₄-P, NH₄⁺-N, NO₃-N, DO, dissolved silica, four organic matter groups (labile and refractory dissolved, and labile and refractory particulate), and three algal groups (diatoms, green algae, cyanobacteria). Note that W2 uses organic matter as a means to account for organic phosphorus, nitrogen, carbon, and silica cycling through the system. This analysis considers the first four inflow constituents listed above plus Chl-a.

The in-lake boundary conditions are represented by the opening balances (the initial constituent concentrations specified in the model at the start of the simulation), the fluxes of PO₄-P and NH₄⁺-N from the sediment bed, and the specified SOD rate. The fluxes for PO₄-P and NH₄⁺-N are entered in W2 by the user as the sediment release rate under anoxic conditions as a fraction of SOD, and modified by the SOD temperature multiplier (Cole and Wells, 2016). When W2 is predicting anoxia then the flux becomes the (SOD rate) * (sediment release rate) in units of g/m²/day. For a detailed description of how the model uses SOD, and the SOD temperature multiplier see Terry et al. (2017). In the sensitivity analysis the sediment release rate was increased by 10%, and the SOD rate increased by 10% as two separate tests. Four segments (100, 169, 214, and 254) are chosen for output comparison based on availability of field data for comparison. Segment numbering runs from upstream to downstream with segment 100 being approximately 10 kms from the upstream boundary (see previous section).

4.5 Results

4.5.1 Base Model

Figure 4.2 presents the base model results for the five variables considered for four segments spaced along the lake. The mid-depth layers are compared for each segment for Chl-a, NH₄⁺-N and NO₃-N and the bottom layers are compared for each segment for DO and PO₄-P.
Figure 4.2. Base model simulation results. Output is for four segments (100, 169, 214, and 254) at mid-depth for chlorophyll-a (Chl-a), ammonium (NH$_4^+$-N), and nitrate (NO$_3^-$-N), and near the bottom for dissolved oxygen (DO), and phosphate (PO$_4^-$-P).
Modelled Chl-a concentrations generally decrease in the flow direction with greatest variation occurring in the year when Chl-a concentrations are at their lowest in the lake overall. DO concentrations are generally modelled to be the same throughout the lake during the open-water season, although there is a marked gradient from low to higher concentrations in the flow direction during winter. At all segments, DO decreases during the winter due to the oxygen demand imposed by the sediments and the lack of reaeration due to the ice cover capping the lake. Allochthonous inputs of organic material at the upstream boundary settle faster in winter due to the lack of wind induced resuspension of sediments. The oxygen demand gradient for decomposition of allochthonous material decreases in the direction of flow. This helps explain the opposite behaviour of the DO gradient. In addition, W2 simulates a dynamic ice cover, and predicts occasional breaks in the ice at various segments along the lake allowing reaeration and possible photosynthesis to be simulated.

Dissolved nutrients are generally at their lowest concentration during the summer peaks when algal activity is at its maximum (highest Cha-l concentrations). However, there is a strong decreasing gradient in the flow direction for the nitrogenous nutrient components under ice covered conditions which persists into spring. Particularly during the 1990/1991 winter, NO3-N concentrations become particularly high in the upstream portion of the lake. This result is attributed to a large outlier in the inflow NO3-N constituent data leading to substantially high loading over a two-month period. Spring phytoplankton prefer NH4+-N uptake over NO3-N, and NH4+-N is depleted before NO3-N in summer. Low nitrogen can result in the nitrogen fixing cyanobacteria outcompeting other species, and the resulting cyanobacterial blooms draw on substantial amounts of phosphorus as seen in the decreasing PO4-P concentration in late summer. PO4-P concentrations in the lake replenish again during winter when algal growth is minimum and a PO4-P flux is still present. An exception occurs during the spring of 1987 where high PO4-P values are simulated after the ice cover breakup. Observed data from the WTP indicates the real PO4-P peak to be greater than our model predictions due to unusually high loading this year.

4.5.2 Sensitivity Analysis Scenarios

The rmse values of the differences between the perturbed Op and base run Ob output can be used as a sensitivity measure when comparing the impact of the boundary condition changes on each constituent individually. These impacts were summarised by first summing all of the
squared daily differences over the course of the simulation time domain, dividing by the total number of simulation days, $n$, and then taking the square root of that value (equation 4.1).

$$rmse = \sqrt{\frac{\sum_{i=1}^{n}(o_p-o_b)^2}{n}} \quad (4.1)$$

The sensitivities of the simulated variables to each of the eight boundary condition scenarios are visualised in Figure 4.3. The different levels of shading refer to the size of the $rmse$ value relative to the other $rmse$ values for the same variable, and are scaled in rows. Darker shades indicating a greater sensitivity to the change in boundary conditions.

All five variables are most sensitive to inflow discharge in all four segments. Chl-a $rmse$ values range from 8.1 for inflow discharge to 1.87 for SOD, and DO $rmse$ values range from 0.74 for inflow discharge to 0.08 for inflow temperature. DO, NH$_4^+$-N and NO$_3$-N concentrations gradually decrease in sensitivity to inflows from upstream to downstream ($rmse$ DO: 0.74 (seg100) – 0.44 (seg254); $rmse$ NH$_4^+$-N: 0.025 (seg100) – 0.009 (seg254); and $rmse$ NO$_3$-N: 0.124 (seg100) – 0.064 (seg254)). Nitrogen is rapidly taken up by phytoplankton or nitrified, hence the influence of inflows on NH$_4^+$-N and NO$_3$-N concentrations will be reduced with distance from the inflow. DO in inflows can be consumed rapidly on entering a water body leading to a similar sensitivity gradient. PO$_4$-P results indicate the same sensitivity trend from upstream to downstream although to a far lesser degree.

Air temperature has the second greatest influence on model variables. The strong influence on DO results from the decreased DO saturation capacity of water at higher temperatures, along with accelerating organic decay processes as a function of temperature. The impact of air temperature on DO is greater at the upstream end ($rmse$ 0.57 (seg100) – 0.28 (seg254)). Air temperature is also relatively impactful on PO$_4$-P concentrations in the lake due to concurrent changes in simulated algal nutrient uptake. For Chl-a concentrations, sensitivity is greatest at the downstream end of the lake ($rmse$ 5.36 (seg100) - 7.1 (seg254)).
Figure 4.3. Sensitivity analysis based on the relative root mean square errors for each variable for each of the eight boundary conditions. Colours are scaled per row, and the four segments are treated individually for the scaling. Sensitivity is ranked from 0 (lowest) to 1 (highest). Where AT = air temperature, IC = inflow constituent concentrations, I = inflows, IT = inflow water temperatures, OB = opening balances, F = sediment flux, SOD = sediment oxygen demand, WS = wind speed, CHLA = chlorophyll-a, DO = dissolved oxygen, NH$_4^+$-N = ammonium, NO$_3^-$-N = nitrate, and PO$_4^-$-P = phosphate.

The plots in Figure 4.4 present the actual differences between the base run and scenario results as a year-by-year comparison for segment 214. This segment encompasses the sampling point location for the observed in-lake constituent data provided by the BPWTP.
Figure 4.4a. Year-by-year comparison of actual difference between scenario and base run output concentrations for segment 214. Where AT = air temperature, IC = inflow constituent concentrations, I = inflows, IT = inflow water temperatures, OB = opening balances, F = sediment flux, SOD = sediment oxygen demand, WS = wind speed, CHLA = chlorophyll-a, DO = dissolved oxygen, NH$_4^+$-N = ammonium, NO$_3^-$-N = nitrate, and PO$_4^-$-P = phosphate.

The plots are shown for catchment driven boundary conditions.
Figure 4.4b. Year-by-year comparison of actual difference between scenario and base run output concentrations for segment 214. Where AT = air temperature, IC = inflow constituent concentrations, I = inflows, IT = inflow water temperatures, OB = opening balances, F = sediment flux, SOD = sediment oxygen demand, WS = wind speed, CHLA = chlorophyll-a, DO = dissolved oxygen, NH$_4^+$-N = ammonium, NO$_3^-$-N = nitrate, and PO$_4^-$-P = phosphate.
The plots are shown for in-lake processes boundary conditions.

The air temperature scenario consistently shifts the timing of the algal blooms to earlier in the open water season than the baseline scenario blooms, as well as increasing bloom amplitude. The plot shows the large plotted positive difference in Chl-a at the start of each season. The blooms then subside earlier than the baseline scenario leading to the plotted negative difference between the two scenarios at the end of the seasons. The model shows early nutrient decreases associated with these early blooms. The algae’s modelled preferred form of N, NH₄⁺-N, displays a similar temporal response to air temperature’s influence on algal growth and mortality. Wind speed and inflow discharge cause the opposite behaviour in Chl-a concentrations to air temperature. Increasing air temperatures lead to an early spring/summer algal bloom and then subsequent population decline. In reverse, increasing wind speed or inflow discharge results in an apparent early decline in population before the subsequent bloom occurrence.

The model appears less sensitive to inflow concentrations (other than PO₄-P), inflow temperatures, initial state opening balances, fluxes, SOD and windspeed.

### 4.6 Discussion

The results indicate that the BPL model is most sensitive to catchment processes. All five modelled WQ variables are most sensitive to a 10% increase in inflow discharge throughout the lake. This supports concerns discussed in Terry et al. (2018) that a large majority of the uncertainty in the model results relates to issues encountered when calibrating the water balance and the subsequent impact on WQ predictions. Flow is reported as being a dominant factor in model calibration (Sadeghian et al., 2018). The hydrology in the BPL catchment is complex with a contributing area that varies depending on amount of precipitation, and that functions on the percentage change between wet years and dry years (pers. Comm. Chris Spence, Environment and Climate Change Canada).

Both Chl-a and DO are found to be sensitive to air temperature. This result is unsurprising as both algal growth, and DO saturation are influenced greatly by water temperature in real life. Other modelling studies have found air temperature to have the most significant contribution to lake temperature uncertainty (Hondzo and Stefan, 1993). Above average spring temperatures, and calm, thermally stratified conditions have indeed led to early algal blooms in BPL. Note that while
ice off dates are similar between the two scenarios (except 1986 where ice off is 30 days earlier in the air temperature scenario), the ice on date is delayed by up to two weeks on average, and ice thickness is less in the air temperature scenario. Both the ice formation and ice growth equations in W2 are a function of air temperature. Thinner ice has more potential for light penetration for photosynthesis, and warming of the water, which in turn can lead to early bloom occurrence.

The onset of the blooms are within one to two days of each other between the wind and baseline scenarios; however, the blooms grow less rapidly and reach their peak later in the wind scenario. This leads to a plotted negative difference in Chl-a earlier in the season followed by a positive difference as the baseline peaks subside before the wind scenario peaks. BPL is a very wind-driven, well-mixed lake and it is possible the increased wind speed surpasses a critical point of turbulence for some algal species, and species competition and bloom temporal dynamics are altered as a result. In the simulated wind scenario the cyanobacteria group are consistently smaller each year in response to the increased wind speeds. In a controlled lake and modelling experiment Huisman et al. (2004) record how diatoms and green algae outcompete cyanobacteria for light when artificial mixing is switched on and within a certain turbulent diffusivity range. The dominant species of cyanobacteria in BPL are *Dolichospermum spp.* (*Anabaena*) (Buffalo Pound Water Treatment Plant, weekly lab data 1995-2011), which has been shown to be negatively affected by turbulence previously (Lindenschmidt and Chorus, 1998).

For some of the in-lake processes the model results are not surprising. Initial conditions, for example, quickly lose their importance during long simulations of waterbodies with short residence times (Debele et al., 2008). In contrast, an increase in fluxes would be expected to have more of an impact in a shallow lake with a high sediment to volume ratio, and long periods of ice cover. Terry et al. (2018) notes that fluxes are particularly difficult to quantify and model due to a lack of data to parameterise the sediment diagenesis model in W2. In the alternate zero-order sediment compartment fluxes are calculated internally by the model as a fraction of SOD released under anoxic conditions. Fluxes cannot be added directly to the model. The default release rates as a fraction of SOD for PO4-P and NH4+-N in W2 are both 0.001. Defaults are used as there are no data to evidence applying a different rate. The same SOD rate is used throughout the model grid for the BPL model. With an SOD of 1.2 the release rate for each of the nutrients becomes 1.2 mg/m²/day and the 10% increase brings this to 1.32 mg/m²/day. These rates are fairly low for BPL, and the small increase that is calculated as a result likely explains the low sensitivity of the model
variables to the 10% increase in fluxes. Recent field data shows the phosphorus flux varies spatially in BPL and occurs under both oxic and anoxic conditions in both summer and winter (soluble reactive phosphorus: summer oxic (6–21 mg/m²/day); summer anoxic (23–40 mg/m²/day); winter oxic (0–1 mg/m²/day); winter anoxic (1–8 mg/m²/day)) (D'Silva, 2017). Fluxes are therefore under accounted for in the model and the WQ calibration has been performed under the assumption of the majority of PO₄-P and NH₄⁺-N entering the lake via inflows in the simulation period.

As shown in Terry et al. (2018) the BPL study site presents a number of unique modelling challenges for a WQ model. Much of this uncertainty is attributed to the lake’s boundary conditions. In particular, the difficulty in capturing the timing and magnitude of water movement in the lake is described. Figure 4.5 plots observed constituent data provided by the Buffalo Pound Water Treatment Plant for two field sample sites. One field site (Highway 2) is located at the lake model boundary and provides the inflow constituent boundary data. The second field site (Marquis) is located upstream on the Upper Qu’Appelle River close to the location of the nearest Water Security Agency flow measurement gauge (05JG004) that provides the inflow discharge boundary data. As described in Terry et al. (2018) between the two sample locations exists a large, shallow, macrophyte-bedded section of the lake (Figure 1b) that is disconnected from the main body, and for which no data exists for the simulation period. Figure 4.5 depicts a comparison conducted prior to this current study where constituent data for Marquis is compared against the model boundary constituent data at Highway 2. The flow on the plots is as measured at gauge 05JG004. The correlations of the constituent concentrations are poor with R² values of 0.21 (NO₃-N), 0.04 (total phosphorus), 0.13 (total iron). There are clear indications that the unknown reduction in flow moving from riverine to lacustrine conditions reduces constituent concentrations - most likely due to retention of sediments and nutrients (Hosseini et al., 2018), and possible uptake by algae as the flow transport momentum slows down. A timing disparity is suspected between fluctuations in inflow discharge, and the expected corresponding fluctuations in inflow constituents. Thus flow is suggested as a principal driver for uncertainties in boundary constituent data.
Figure 4.5. Comparison of constituent concentrations sampled from our model boundary site at Highway 2, and the upstream Marquis site. Flow at gauge 05JG004 is also plotted. Both sites are sampled on the same days, although the time between the sampling is not known. The spike in total phosphorus at Marquis in February 1990 reflects an outlier in the phosphate data.

Terry et al. (2018) puts forward a number of suggestions for improving the accuracy of the WQ model for BPL. This sensitivity investigation strengthens the recommendation for the reinstallation of the WSA flow gauge below the lake that was discontinued in 1996 so that both inflows and outflows to BPL are monitored (note the upstream gauge 05JG004 was reinstalled June 2015). The installation of a meteorological station is recommended for the winter months to
supplement the field data collected by the in-situ research buoy deployed in summer. The WSA are already increasing WQ sampling frequency along the Upper Qu’Appelle river channel and in BPL in the open-water season. However, flow has a major role in constituent transport and sampling flow and WQ data at Highway 2, under a range of flow conditions, may yield better estimates of loading than a monitoring program based on fixed time intervals (Johnes, 2007).

What is interesting is that the two most influential outside variables on modelled WQ are both heavily dependent on climate. The results presented here are for a relatively dry simulation period. In the Canadian Prairies, air temperatures are warming rapidly and the Prairies have experienced severe drought and flood periods in the last couple of decades (Wheater and Gober, 2013). In Canada, a country that contains almost 42% of earth’s lakes (with area > 0.1 km²) (Minns, 2013), the impacts of climate change have seen a trend in earlier lake ice break-up dates attributed to warming spring air temperatures (Duguay et al., 2006), and changes in snowpack quantity and duration (Wheater and Gober, 2013). Shallow lakes react quickly to changes in meteorological conditions (Taranu et al., 2010), and the catchment to lake ratio is high for BPL. There is a need to understand how WQ is influenced by the timing of spring break-up and snowpack melt, changing air temperatures and precipitation events. This is also applicable to other aquatic systems that have a large catchment to water surface area ratio as these are most likely to be driven by these catchment climatic conditions.

In addition, there is a need to understand the impacts of changes in flow management strategies. The capacity of the Upper Qu’Appelle River channel is insufficient to meet the needs of a growing region. In 2016-17 the WSA spent $900K stabilizing the channel and maintaining channel capacity (Water Security Agency, 2017). The channel had suffered erosion, sedimentation and macrophyte growth and the original design carrying capacity has been more than halved over recent years (Clifton Associates Ltd, 2012). Recently, the WSA investigated augmenting the delivery of water from LDief to BPL in order to meet increasing water demand. Non-anthropogenic water demand is three times that of human demand, with evaporation constituting 98% of the non-anthropogenic requirements and expected to increase in the face of climate change (Clifton Associates Ltd, 2012). From these results it is apparent that the modelled water quality variables are sensitive to just a 10% increase in flows. If managed flows are to be substantially increased then a reliable water balance may be the most important factor in future modelling efforts.
4.7 Conclusions

Sensitivity analyses are useful to investigate a model’s response to a change in boundary conditions. The importance of good collection of boundary data is clearly demonstrated. Buffalo Pound Lake has a high catchment to lake ratio (Fig. 4.1a), and the scenario results show that catchment processes have substantial influence on modelled WQ. Flows have the greatest impact on model output for the variables considered. These findings are useful as monitoring resources can now be used strategically for the collection of boundary data. These findings will inform the sampling strategy of the agencies managing the lake.
CHAPTER 5

CONCLUSIONS - BUFFALO POUND LAKE MANAGEMENT OPTIONS

The previous chapters present three practical applications of the CE-QUAL-W2 (W2) hydrological-ecological model. Work focuses on Buffalo Pound Lake (BPL), a shallow eutrophic impounded lake in Saskatchewan, Canada. All three chapters look towards testing an alternative approach to the standard model framework to allow increased complexity with limited data. Together the chapters explore the capability of a complex water quality (WQ) model to capture under ice and open water eutrophication processes in a continuous multiyear simulation.

Chapter 2 customises the W2 model to read sediment oxygen demand (SOD) as a time-varying variable in the zero-order sediment compartment. This is in place of the existing fixed coefficient value. The variable rate factors for seasonal variation in SOD dynamics during open water and under-ice conditions. A dissolved oxygen/biochemical oxygen demand model is improved using the variable SOD function. In search of a method to parameterise the new SOD rates with only limited data, in-lake chlorophyll-a (Chl-a) concentrations are found to be a good proxy measurement for estimating summer SOD demand and rate of winter decay.

Chapter 3 adapts the ice module of W2 to include a variable albedo rate function. This better simulates natural changes in ice and snow albedo. Simulated ice cover dates are improved using the variable function with predicted ice-off dates shown to be sensitive to end of season albedo values. The timing of algae spring blooms are shifted in the model using the variable rate. Improvements to WQ predictions are limited by the model structure and linkage of the ice and eutrophication modules. Chapter 2, for example, presents a ‘quick fix’ to better simulate ice cover dates by adding two empirical coefficients to the existing W2 ice module algorithm. These coefficients act as snow cover in the model by reducing heat transfers at the ice-air interface during simulated ice formation and melt. The chapter ends by suggesting a better parameterisation would be to substitute a variable albedo function in the ice module code. This will control the amount of
solar radiation penetrating the ice and solve for snow cover. This will also improve WQ calibration as a fixed albedo coefficient cannot capture the under-ice light environment when modelling winter primary productivity. Testing this suggested improvement in Chapter 3 finds the albedo coefficient in the W2 ice model has no connection to the light extinction coefficient - W2 has two additional coefficients to control light absorption at the ice surface (BETAI), and light decay through the ice (GAMMAI). As a result, when the model code is adapted to read a variable albedo rate the timing of the algal blooms are shifting due to albedo’s minor influence on the heat budget, but not on the light environment as would occur in real life.

Linking an ice model and eutrophication model is going to be challenging - especially in simulations spanning multiple years. The dynamic nature of ice formation and melt occurrences, and their dependency on both long and short term weather events means ice cover is variable among years. Regardless, Chapters 2 and 3 demonstrate that there is a reason to parameterise the ice cover-eutrophication processes. WQ variables in BPL follow seasonal trends that differ too greatly between open water and under-ice processes to have just one set of WQ model coefficients. The current information gap is huge; substantial amounts of winter ice and snow data are required to properly calibrate WQ models – this data is expensive to collect, and its applicability for modelling ice dynamics in different time periods is highly uncertain. In addition, too few under-ice eutrophication modelling studies have been conducted to assist with calibration assumptions. Chapters 2 and 3 take essential steps in exploring how WQ models may be adapted to better represent under-ice processes - as published manuscripts they are available for the scientific community at large to move forward this research.

Chapter 4 evaluates the most influential boundary conditions affecting select eutrophication variables in the BPL model. Catchment conditions are found to have more influence on the model than in-lake processes with inflow discharge having the greatest sensitivity for all five modelled eutrophication variables considered. The high sensitivity of inflows in BPL is concerning. Uncertainty becomes an issue with highly sensitive parameters. As the relative importance in the model increases for an input variable or fixed parameter, the greater the risk of model error propagating from inaccuracies in input data and calibrated coefficients. Chapter 3 points out potential instability in the calibrated model in both the ice module (Fig. 3.3), and the modelled results for NH4+-N (Fig. 3.4). Chapter 3 also discusses a number of uncertainties with the available data for the BPL system. Inflows and outflows are particularly problematic with
ungauged tributaries and wetlands, an unknown transition from riverine to lacustrine flow rates, and the confluence of Moose Jaw River all confounding gauging station data. Other boundary data are also inadequate to properly calibrate the water balance and lake hydrodynamics. In example, capturing water movements in the model has been made difficult due to the limited availability of climate stations for BPL. Climatic forcing is a major driver of turbulent motion behind horizontal and vertical mixing. The closest year-round meteorological station to BPL is 30 km south. Estimates for boundary data are based on comparing recent data between this station and the weather station on the in-situ data collecting buoy deployed over summer. Assumptions are that the summer relationships between the two meteorological stations are still valid when estimating winter values. Wind direction was not recorded by the buoy and thus the wind direction used in the WQ model is for the station 30 kms south. BPL’s supply reservoir, Lake Diefenbaker (LDief), has similar challenges with meteorological data. The LDief model is highly sensitive to wind (Sadeghian, 2017), and needs onsite measurements for accurate calibration, yet the closest meteorological station is kilometres from the lake. LDief is a large, deep (max depth 60 m), man-made reservoir located 97 kms (channel length) upstream on the Upper Qu’Appelle River. In LDief the stratification is stronger and the main concern for the model is the depth of the thermocline and mixing in the epilimnion. The BPL model is more challenging as uncertainty in wind data is more impactful on a shallow system. In BPL the shallow depth and large fetch facilitates wind induced shear stresses to the lake bed and it is far more difficult to parameterise wind’s impact on mixing conditions in the model – particularly with the lack of temperature profile data for BPL.

Chapter 4 concludes, from the results of the model, that flow management strategy may be the most important aspect of WQ management in BPL. The chapter discussion introduces Water Security Agency (WSA) investigations for meeting increasing water demand with the current level of inflows, and their exploration into increasing the volume of water delivered from LDief to BPL. From the results of Chapter 4 it appears that any proposed change in flow regime may have considerable impact on BPL’s WQ based on the model’s response. The calibrated WQ model of BPL developed in Chapters 2 to 4 can be applied to assist the WSA with their decision making. A scenario-based investigation is presented next:

The main inflows into BPL are through controlled releases from the upstream LDief in the Qu’Appelle River system (Fig. 5.1). The capacity of the Upper Qu’Appelle River channel, a
combination of improved channelized river (35 km) and meandering natural river channel (62 km) flowing between the two reservoirs, can transport insufficient volume to meet future water demand.

Several studies have been undertaken to evaluate options for augmenting water supply. One project idea put forward by AECOM in 2009 was the construction of an upland conveyance canal (Clifton Associates Ltd, 2012). Alternative options include a gravity pipeline from LDief to BPL, or improving the existing river channel (Stantec, n.d.). According to Clifton Associates Ltd (2012) the AECOM project report stated that the benefits of a new purpose built canal would be an ‘incremental’ increase of flows from 115,000 dam$^3$ to 326,419 dam$^3$ between the two reservoirs. As a new upland route, a secondary benefit would be the bypassing of agricultural run-off and nutrient loading, and evasion of the algal blooms and sediments found in the current river channel system (Clifton Associates Ltd, 2012).

However, the construction of the conveyance canal would be a major undertaking and may not occur. The existing river channel may need to cope with additional volume of releases from LDief. The WSA are already investigating the benefits of LDief waters, which are cleaner waters than BPL, flowing into BPL. In the summer of 2015 the WSA conducted controlled releases of LDief in an attempt to more rapidly flush BPL WQ at the request of the Buffalo Pound Water
Treatment Plant (WTP). A mild winter with early ice-off saw the appearance of early algal blooms that produced unexpected amounts of oxygen in the lake. This disrupted treatment processes at the WTP as the plant design was not set-up for these conditions. The problems were augmented by a lack of mixing due to unusually calm spring weather, warm temperatures and a summer stratification of 8°C difference (Helen Baulch, personal communication). The Qu’Appelle catchment is flat landscape and the WSA has to carefully manage additional releases so as not to create high water levels downstream. Analysis when scoping the effect from the flushing was that the additional amounts of water entering BPL were too small to impact the WQ status in the short-term, but would form part of a longer term investigation. The spring algae problem improved independently (John-Mark Davies, personal communication).

The WTP administration board considers that WQ in BPL may not improve until such time that the WSA increases LDief contributions more permanently. The WSA, however, cannot simply increase flows due to the catchment’s limited capacity to receive additional water, including downstream stakeholder considerations. The management of flows into BPL from LDief is also dependent on the amount of upstream runoff from BPL’s local catchment in any given year. This local runoff has elevated concentrations of nutrients, organic carbon, and salts relative to LDief and affects WQ in BPL. In years with high local runoff, including those preceding 2015, the capacity of the system to receive water from LDief is reduced (John-Mark Davies, personal communication). With the WTP having to restrict water supplies to the Cities of Moose Jaw and Regina over the 2015 summer due to substandard WQ and issues with plant design, it is beneficial that the WSA are provided tools and information to help inform their decision on flow management and flushing rates. Notably, an understanding of the constraints of catchment management on improving WQ in BPL need to be defined so residual risks from that approach are accounted for when revising water treatment plant processes. The developed WQ model for BPL is shown to be highly sensitive to the hydrology of the catchment. Lake inflows have the greatest influence on model WQ conditions out of all boundary conditions tested (Terry et al., 2018). The type of modelling approach used in this study can provide an informative tool for investigating this important management question.

At the start of this project there were two options being considered for augmenting the supply of incoming water to BPL: The first was to increase the capacity of the existing Upper Qu’Appelle River channel so that more water can be released from LDief through the existing
system. Over the past number of years, the WSA has worked to improve channel conveyance including erosion control. Apart from expanded irrigation proposals, the current channel capacity is considered sufficient to meet present and future anticipated water demands. The second was the construction of an upland canal conveyance system that would carry water directly from LDief to BPL. As a complex hydrological-ecological model W2 has numerous options for representing the hydrodynamics of natural and man-made waterbodies. This means both management options can be investigated using the same calibrated WQ model of Terry et al. (2018).

Three scenarios are modelled to investigate the effect of augmented water supply on WQ in BPL. The first is to simulate doubling the amount of water being released from LDief through the existing Upper Qu’Appelle River channel and into BPL. For this scenario, the measured boundary daily inflow data are increased by a factor of two. No changes are made to the model hydraulic set-up, and it is assumed all other inflow and outflows, such as ungauged inflows or piped withdrawals for the WTP, remain as per the base model. Inflow temperature and constituent files are as per the base model and described in Terry et al (2018). The base model constituent values are measured data recorded at Highway 2 at the downstream end of the river channel (and forming the upstream boundary of the BPL model). The model assumes that these base model constituent values are not affected by the increased flows.

The second scenario again doubles the amount of water released from LDief into BPL, yet assumes the flows travelling through the Upper Qu’Appelle River channel remain the same as the base model. The additional volume of water is conveyed to BPL along the projected upland canal. The upland canal is added to the model as an inflowing tributary entering the most upstream segment of the lake model grid. It is assumed that flows running through the conveyance canal will remain consistent through the length of the channel. Inflow temperatures are assumed the same as the existing river channel. Inflow constituent concentrations for the upland canal are averages of historical LDief concentrations (so as would be released into the upstream end of the canal) and are a constant value (Table 5.1).
Table 5.1 Lake Diefenbaker constituent concentration values used for upland canal inflow constituent file in W2 model scenario.

<table>
<thead>
<tr>
<th>Inflow constituent</th>
<th>Value mg/l (constant)</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total dissolved solids</td>
<td>362</td>
<td>WSA data: 1986-2006 (107 samples)</td>
</tr>
<tr>
<td>Inorganic suspended solids</td>
<td>2</td>
<td>(Sadeghian et al., 2018)</td>
</tr>
<tr>
<td>Phosphate</td>
<td>0.003</td>
<td>WSA data: 2013-2015 (33 samples)</td>
</tr>
<tr>
<td>Ammonium</td>
<td>0.04</td>
<td>WSA data: 2010-2015 (60 samples)</td>
</tr>
<tr>
<td>Nitrate</td>
<td>0.14</td>
<td>WSA data: 2013-2015 (55 samples)</td>
</tr>
<tr>
<td>Chlorophyll-a (as algae dry weight organic matter)</td>
<td>5</td>
<td>(Sadeghian et al., 2018)</td>
</tr>
<tr>
<td>Labile dissolved organic matter</td>
<td>2</td>
<td>WSA data: 1983-2009 (134 samples – DOC)</td>
</tr>
<tr>
<td>Refractory dissolved organic matter</td>
<td>7.8</td>
<td>WSA data: 1983-2009 (134 samples – DOC)</td>
</tr>
<tr>
<td>Labile particulate organic matter</td>
<td>0.1</td>
<td>WSA data: 1983-2009 (134 samples – DOC)</td>
</tr>
<tr>
<td>Refractory particulate organic matter</td>
<td>0.4</td>
<td>WSA data: 1983-2009 (134 samples – DOC)</td>
</tr>
<tr>
<td>Biochemical oxygen demand</td>
<td>2</td>
<td>WSA data: 2010-2015 (39 samples)</td>
</tr>
<tr>
<td>Dissolved oxygen</td>
<td>11.4</td>
<td>WSA data: 2010-2015 (78 samples)</td>
</tr>
<tr>
<td>Total inorganic carbon</td>
<td>39</td>
<td>WSA data: 1975-1982 (51 samples)</td>
</tr>
<tr>
<td>Alkalinity</td>
<td>173</td>
<td>WSA data: 1974-2009 (203 samples)</td>
</tr>
</tbody>
</table>

The third scenario assumes that volume releases are made from LDief so as to reach the maximum capacity of the projected upland canal at peak flow rates. The assumed flow rates in the upland canal are based on a hydrograph of historical monthly average flow data (Fig. 5.2) for a Water Survey of Canada gauge below the Qu’Appelle River dam, which releases water from LDief into the Upper Qu’Appelle River channel. Historical monthly averages are multiplied by a factor of 4.5 to produce a maximum flow rate of 65 cms, which is the proposed capacity of the new upland canal (Lindenschmidt and Carstensen, 2015). Proposed winter flows are 6 cms in order to avoid ice damage to the canal as described in Lindenschmidt and Carstensen (2015). Here, ice cover is assumed between October and March. Inflow temperatures are assumed the same as the existing river channel. Inflow constituent concentrations are as scenario two. Flows travelling through the Upper Qu’Appelle River channel are kept the same as per the base model.
Figure 5.2. Estimated monthly maximum flows for the projected upland canal based on historical monthly average maximum flows recorded for station #05JG006 below Qu’Appelle Dam on the Upper Qu’Appelle River Channel. Maximum capacity of the projected upland canal is 65 cms, with proposed winter flows of 6 cms (Lindenschmidt and Carstensen, 2015)

Results of the first scenario compared against the base model are presented in Figure 5.3. Output is for the downstream segment encompassing the sampling point location of the WTP, as per Terry et al. (2018). Model results indicate that doubling the volume of water released into BPL from LDief does not improve predicted WQ when pushed along the existing Upper Qu’Appelle River channel. Chlorophyll-a (Chl-a) increases from baseline over each winter as well as spring/summer (from here on just summer) periods 1986, 1987 and 1992. Chl-a concentrations are calculated by W2 and represent algae biomass in the BPL model using an algae/Chl-a ratio. Nutrient loading of phosphate (PO4-P), ammonium (NH4+-N), and nitrate (NO3-N) increase. BPL has a greater amount of total nitrogen (TN) in the scenario run in all but the winter of 1988. Dissolved oxygen (DO), DOC and total dissolved solids (TDS) concentrations show some fluctuation although are not impacted greatly. Algal growth appears to be phosphorus limited in the scenario model. A maximum capacity for nitrogen uptake leads to excess concentrations of NH4+-N and NO3-N including periods where algae previously suffered nitrogen limited growth (1987, 1988 and 1992).
Figure 5.3. Scenario results where flows in the existing Upper Qu’Appelle River channel are doubled. Concentrations are mg/l.

Results of the second scenario show modelled Chl-a summer concentrations are slightly greater than the base model in 1986 and 1987, although the latter five-years demonstrate a significant reduction in peak values in the scenario model (Fig. 5.4). Winter concentrations of Chl-a still reach higher values than concentrations in the base model although show improvement over scenario one results. Chl-a concentrations are depleted lower than the base model by the end of most winters. This may explain why the summer peaks do not reach the same scale as the base model. Nutrient concentrations are clearly reduced from scenario one by the diversion of the additional discharge volume through the projected upper canal. DOC levels, however, increase over the latter half of the simulation period from both the base model and from scenario one. The
diverted inflows through the upper canal use constant nutrient concentration values (Table 5.1) and the calculated DOC loading appears greater in the upper canal than in the original channel in these later years leading to the overall increase in DOC.

Figure 5.4. Scenario results where flows in the existing Upper Qu’Appelle River channel are doubled with the extra water then transported to BPL through the projected upland canal (flows in the existing river channel remain the same). Concentrations are mg/l.

Most notable from the third scenario results is the predicted reduction in overall Chl-a concentrations as a result of the influx of cleaner water from LDief conveyed along the projected upper canal (Fig. 5.5). Algal growth once again appears to be phosphorus limited in the model. Nutrient concentrations are again substantially reduced from the base model. DOC and TDS
concentrations level out within the first year as a result of the majority of flows now carrying a constant loading concentration.

These flow scenarios underscore several important factors regarding increasing the volume of water moving from LDief to BPL to meet rising water demands. A core finding of the preceding chapters is that BPL’s WQ model is highly influenced by lake inflows as discussed in Chapter 4. The scenarios presented here identify that both the volume of water, and the concentration of WQ constituents entering the lake are contributing factors to the lake’s predicted WQ status.

The first scenario predicts that increasing the volume of water released from LDief though the existing river channel does not result in decreased BPL nutrient concentrations. This is not
entirely unexpected because the first scenario model assumptions were that boundary condition WQ concentrations at Highway 2 remained consistent with the base model. In reality these concentrations are anticipated to change with increased flow; however, the scenario is useful for assessing maximum expected differences among different inflow conditions. Almost all variables plotted in Figure 5.3 are increased with the additional discharge volume. The exception to this are DO concentrations that display little change. This DO result agrees with Hosseini et al. (2018) in a similar scenario increasing flow between LDief to BPL using the WASP7 model. It is worth mentioning that while a 10% increase in inflows cause most sensitivity for DO (Chapter 4: Fig. 4.3) the maximum change from baseline is less than 0.8 mg/l. TDS is another exception as concentrations decrease slightly in the initial years of the simulation period. Although not plotted here, further simulations of triple and quadruple flows released from LDief into the existing river channel confirm that as discharge volumes increase so do predicted Chl-a and nutrient concentrations in BPL. WQ challenges appear amplified in line with the additional loading amounts entering the lake through the river channel due to the higher flows. The WASP7 simulations in Hosseini et al. (2018) also find predicted Chl-a and NO$_3$-N concentrations increase in BPL when more water is released from LDief along the original channel. NH$_4^+$-N and PO$_4$-P, however, are shown by WASP7 to decrease with the greater flow volume. The authors state the main source of NH$_4^+$-N and PO$_4$-P in BPL are sediment fluxes, which they specify in the WASP7 model as a fixed daily flux (loading) rate. The authors suggest the increased inflow volume thus dilutes these flux concentrations. In the W2 scenarios presented here the NH$_4^+$-N and PO$_4$-P fluxes are calculated internally by the model as discussed in Chapters 3 and 4, and flux rates differ between both models. The time periods of the two model simulations are almost two decades apart and WQ data are not directly comparable.

Nutrient loading in these W2 scenarios follows basic assumptions. Loading concentrations in the original river channel remain the same in both the base model and in scenario one – the doubling of inflows therefore doubles the inflow constituent loading. In reality, doubling the discharge volume may lead to a dilution of inflow nutrient concentrations as the cleaner LDief waters ‘wash out’ the channel. Conversely, the additional discharge volume travelling the channel on any given day may lead to additional scour of river banks and movement of the sediment bed as shear stresses increase. In turn this will likely increase inflow nutrient concentrations entering BPL from the original channel. W2 has the ability to link a number of waterbodies together in one
model structure, and the BPL WQ model could be extended to include the Upper Qu’Appelle River channel as a means to investigate this. Both the W2 model and the WASP7 river-lake model predict that BPL remains eutrophic after augmenting inflows from LDief to BPL along the existing channel.

In the second and third scenarios, inflow constituent concentrations for the projected upland canal are constant values throughout the simulation period - being estimated from average LDief concentrations. The concentrations listed in Table 1 are based on long-term historical data, and should be reasonably representative of expected loadings. Interannual and seasonal changes in concentrations will occur in LDief that are not factored into the inflow constituent file - Chl-a in particular will fluctuate seasonally. For these scenarios, potential substances input to the canal through runoff are not considered. It is also assumed that there will be no transformation of LDief constituents being transported through the canal. These assumptions are made as it is not possible to predict how the constituents will transform as they travel through the channel or canal - nor the amount of water and substances abstracted or emitted into the waterbodies from the catchment areas. As with scenario one, these assumptions are useful for establishing contrasting inflow scenarios for comparative purposes. It is assumed in scenarios two and three that flows along the upland canal will remain the same along the whole stretch. In reality, the primary purpose of the upland canal is to provide water for irrigation with water abstracted along the length of the canal.

The inflow temperature file is the same for both the existing river channel and the projected upland canal in all scenarios. In real life inflow temperatures along the existing river channel will be influenced by a number of inflowing tributaries along the river stretch. Inflow temperatures in the upland canal will remain more consistent being a function of flow volume and local climate. Results of a further scenario simulation where inflow temperatures are increased by 2°C indicate inflow temperatures have little impact on the overall outcome of the simulations – the in-lake temperature being more important for WQ processes in this case. Output variables such as Chl-a are therefore not impacted by the inflow temperature assumptions made for this scenario study.

The flow scenarios have no discernible relationship with the simulated dates of ice cover, although scenario two appears to cause both earlier ice formation and melt events. The ice equations in W2 are a function of a number of heat balance equations including ice-to-air surface heat exchange, ice-conduction through the ice, and a function of water conditions below the surface (this includes inflow temperatures as well as water turbulence and movement). Surface heat
exchange computations are the primary terms of the equations. The influence of water movement is set through a coefficient of water-to-ice exchange ($H_{wi}$) that is set empirically by the user for lakes, and is a function of water velocity for rivers. The WQ model of BPL uses the W2 default value for $H_{wi}$ for both the base model and the scenarios. A test simulation doubling the value of $H_{wi}$ resulted in negligible impact on ice cover dates and ice thickness. The simulation discussed above with increased inflow temperatures of 2°C also has negligible impact on ice cover and minimal impact (in the range of millimetres on average) on ice thickness. The potential instability in the ice model has already been discussed.

For the scenarios it is assumed lake water levels will remain close to full supply level of 509.47 masl and the dynamic pump option in the W2 model is used to calculate the appropriate outflow files. The ability of the Buffalo Pound Dam structure to cope with the increased volume of inflows and outflows in BPL is not considered in these analyses. Existing reports establish that the movement of water across the dam structure during flood events is extremely complex with tailwater creating a significant drop in capacity of the spillway to deal with outflows. Several instances of water backflowing into BPL from the downstream Moose Jaw Creek have occurred during high water events after waters overtop the dam (MPE Engineering, 2013). Moose Jaw Creek backflows are discussed in Chapter 3.

Figure 5.6 plots the residence time of the lake water in the model segment selected for the constituent comparisons in Figures 5.3-5.5. The segment is located approximately four kilometres before the downstream model boundary, and the plots show mid-depth values. In the third scenario, where flows are maximised in the projected upland canal, the residence time of BPL decreases substantially. It is likely that modelled algae populations are negatively impacted by the rapid residence time in the new scenario. The base model has one algal group with a growth rate of 1.2 per day that represents an average of the different species and growth rates in BPL. This is a relatively slow growth rate, and with the rapid changeover of lake water and nutrients the group are unable to establish high population growth in the scenario. A plot of limiting factors for algal growth, per W2, indicates algae have sufficient light, nitrogen and phosphorus resources. Water movement will therefore be the detrimental factor with algae populations washed out of BPL before large blooms can establish.
Figure 5.6. Comparison of water residence time between the base model and scenario simulations.

The modelled results show that, dependent on the quantity of water transferred, the increased volume of water may improve WQ in BPL as well as provide additional lake water to meet growing demand. The greater the amount of water that can be transported from LDief along the projected upland canal the greater the improvement in the modelled in-lake Chl-a concentrations. At this point it is worth clarifying that the scenarios were based on three different methods of water transfer used to define the quality of water entering BPL. The basic assumptions made for the treatment of both flows and constituents in both the original channel and the upland canal mean the scenarios do not necessarily hold true in the real world. What the model does support is that increasing the volume of inflows that reflect the WQ of LDief will improve WQ in BPL as the WTP administration board have suggested. If the increase of flows through the original channel results in sufficient dilution of inflow constituents to be closer to the WQ of LDief then the WQ may improve in BPL regardless of whether the upland canal is constructed or not.

There is some uncertainty in the results due to the high sensitivity of the model to small changes in parameter settings, as discussed in Chapter 3. Further investigation would be warranted to ascertain if the findings presented in this study are biased based on model accuracy. Model output can be assessed through uncertainty analysis, which would be an interesting step to take.
forward. In addition, recent WQ monitoring in BPL and along the Upper Qu’Appelle River has increased spatially and temporally, and lake profile data are now available. With the reinstallation of the flow gauge 05JG004 above the lake there is the opportunity to validate, and fine tune the BPL model with new simulation periods in future projects.

Chapters 2 through 5 have addressed the three research themes introduced in Chapter 1. For the first research theme, catchment processes, inflows and air temperature in particular, appear to have the most influence on the WQ model of BPL. The hydrology of the Upper Qu’Appelle River basin is indicated as the most sensitive factor behind simulated WQ conditions in the BPL model. An accurate water balance will be essential for successful WQ modelling. Flow is also considered a primary uncertainty in boundary constituent data. This is due to the shallow, macrophyte-bedded section of lake above the Highway 2 divide acting as a flow transition zone. Catchment meteorological conditions also have considerable influence on modelled WQ results with local air temperatures having the second greatest impact to predicted WQ after flows. One caveat is the relatively low flux rates used for PO4-P and NH4+-N, as discussed in Chapter 4. The model may show more sensitivity to internal flux processes with greater flux rates.

The second research theme is answered in Chapters 4 and 5. For algal bloom development in particular, in Chapter 4 increased air temperatures are shown to increase bloom amplitude, and shift the timing of blooms in the model to earlier in the open water season. Modelled wind speed is also shown to impact Chl-a, although it cannot be said at present how wind speeds across the lake will vary with future climate change. Flow management strategy implications are discussed in detail within the text of Chapter 5. These scenarios are based on a greater volume of controlled flows from LDief. A change in flows due to climate change is more difficult to predict. Climate change impacts may bring increased precipitation and snow melt flows into the lake via ungauged inflows and overland run-off. The Upper Qu’Appelle River channel and BPL will have lower capacity for LDief releases, and WQ will be reduced in these years due to higher inputs of nutrients and organic materials washed in from overland (Hosseini et al., 2018).

For the third research theme, it is evident that the W2 model can be improved/adapted to better represent under-ice conditions during simulations. In example, in Chapters 2 and 3 model results are improved by changing a fixed parameter coefficient to be treated the same as a time-varying boundary variable with time-series data as input. This allowed individual parameterisation
of open water and under-ice processes as would occur in real life. Nonetheless, modelling under-ice processes in BPL has not been altogether successful. The work presented here is unable to influence the under-ice environment to a point where noticeable improvements in the WQ results occur. Linking ice dynamics and eutrophication processes remains the biggest challenge WQ modellers have at the moment with winter modelling. It is clear a number of limitations remain in the W2 ice model compartment, and its connection to the model’s WQ compartment, that restrict the ability to use an extended algorithm as intended. Potential improvements would involve major adjustments to the programming code, and in a model as complex as W2 should be performed by the model’s own developers. This result is of great significance to those involved with modelling under-ice WQ. There is clearly a missing link in the applicability of current WQ models to high-latitude lakes that needs to be addressed. It is imperative that model developers learn from the challenges that are presenting themselves in real world studies, such as presented in this thesis, so that they can begin to tackle these limitations.
APPENDIX

TECHNICAL NOTES MODEL SET-UP

A.1 Bathymetry

Bathymetry measurements of Buffalo Pound Lake (BPL) were collected by boat (Paul Jones). The provided sonar measurements were converted for Excel using Sonar Log Viewer 2.1.2 (Jay Sagin), and adjusted for the depth of the boat drive. Data collection took place over two field days on 19 June 2014 and 14 August 2014. High-frequency water level data were available at 5-minute intervals from the Water Security Agency (WSA) in-situ gauge at the southern end of the lake. Water level fluctuations during data collection (e.g. due to wind) were not statistically significant (Relative Standard Deviation > 0.000% over each 24-hr period), and the mean water level was taken to be representative for each day (Table A1). The 14 August 2014 was selected as the base data, and 0.136 m (3 d.p.) added to 19 June 2014 values to compensate for water level differences between the bathymetry datasets.

Table A1: Water level statistics for Buffalo Pound Lake for the two data collection field days. Full data record available for each day.

<table>
<thead>
<tr>
<th></th>
<th>19 Jun 2014</th>
<th>14 Aug 2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ($\bar{x}$) (288 measurements)</td>
<td>509.497</td>
<td>509.633</td>
</tr>
<tr>
<td>Standard Deviation (s)</td>
<td>0.0038</td>
<td>0.0040</td>
</tr>
<tr>
<td>% Relative Standard Deviation (%RSD = (s/$\bar{x}$)*100)</td>
<td>7.46 * 10^-6</td>
<td>7.85 * 10^-6</td>
</tr>
</tbody>
</table>

The sonar dataset was re-projected to WGS84 UTM 13N for ArcGIS processing. To reduce interpolation error due to large areas of lake with no data, additional bathymetry points were included from a digitised version of a 1959 bathymetry map of BPL provided by the WSA. While sedimentation and structure changes on the lake will mean these data are obsolete, for the interpolation it was deemed better than having large gaps with zero information. For the 1959
depth points, the map gave the water level at 1671 ft (509.321 m), and it was assumed that the published data had been corrected for fluctuations in water level during collection. On merging the datasets, 2014 was selected as the base data, and the 1959 values adjusted by 0.3 m (1959 values to 1 d.p.) using the field calculator in ArcMap.

The digital elevation model (DEM) (Figure 2.1) was generated in ArcGIS (Heather Wilson) following the methodology described in Dost and Mannaerts (2008) where the sonar dataset is merged with shoreline level data prior to interpolation of the lake area. The lake extent polygon was provided by the WSA, and digitised from 2006 SPOT 5 2.5 meter imagery when the lake level was 509.58 m. Surface interpolation was performed using a deterministic Spline with Barriers Raster Interpolation at a resolution of 15m.

The lake bathymetry file was created using the Watershed Modeling System (WMS) version 9.1. The ArcGIS DEM was converted into a digitised triangulated irregular network (TIN) file, the format required for generating the CE-QUAL-W2 bathymetry file. WMS supports the CE-QUAL-W2 model and provides GIS tools for creating and editing the bathymetry data before saving in the required .npt format of the CE-QUAL-W2 control file. To represent a water body, WMS requires the user to define branches (locations of significant inflow), segments (areas of similar hydrodynamics), and flow direction, and calculates vertical layers and cell-widths based on user preferences. The lake morphology of BPL is such that only one main branch was required to be modelled in WMS.
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