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ABSTRACT

Magnetic field-aligned currents (FACs) flow between the Earth’s ionosphere and magnetosphere. The connection afforded by FACs means that magnetospheric dynamics may be discerned in ground-based observations of the ionosphere, observations such as the ionospheric plasma velocity measurements made by the Super Dual Auroral Radar Network (SuperDARN). Signatures of FACs are present in the radar data as vorticity in the ionospheric plasma flow.

In this thesis, a new method of estimating FACs on a hemispheric scale from ground-based radar observations is presented. The method produces maps of estimated FAC density divided by height-integrated ionospheric Pedersen conductivity through direct calculation from electrostatic potential (voltage) functions that are generated from SuperDARN plasma velocity measurements. Comparisons of the maps to FAC estimates obtained from ground- and satellite-based observations using established methods show good qualitative agreement. A short case study of a geomagnetic event that occurred between the evening of 31 May 2013 and the morning of 1 June 2013 is presented to demonstrate the utility of the new potential function-based method. Future applications of the new method are suggested, such as to multi-instrument studies including SuperDARN. The new method is especially useful in that it is easily automated, easily adaptable to new SuperDARN data analysis software, and provides hemisphere-scale FAC maps with the one- or two-minute cadence of the underlying SuperDARN potential functions.
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1.1 Schematic drawing of Earth’s magnetosphere. The Earth is at the centre with its ionosphere shown as a thin layer, and the Sun is to the left. From Russell [1995].

2.1 Trajectories of electrons in the boundary current sheet between two magnetised plasmas. The tangential component of the magnetic field varies as shown at the right, pointing into the page in the top half of the figure (also shown as a crossed circle at the upper left) and out of of the page in the bottom half of the figure (also shown as a dotted circle at the lower left). From Hughes [1995]; in turn, adapted from Cowley [1986].

2.2 Two-dimensional sketch of magnetic reconnection. Magnetic field lines are drawn as solid lines, plasma motion is illustrated with dashed arrows, and the diffusion zone is represented by a diffuse grey region. Reconnection proceeds as follows: (a) antiparallel magnetic fields approach, (b) a diffusion zone forms on close approach, (c) reconfiguration of field topology occurs through the current sheet in the diffusion zone, and (d) the reconnected field moves away in a direction perpendicular to its original motion, carrying plasma in two oppositely-directed reconnection jets.

2.3 Earth’s magnetosphere, showing the magnetotail (to the right of the Earth) and the Dungey cycle. The Earth is viewed in its equatorial plane with the Sun to the left.

2.4 The Region 1 FAC system viewed from the magnetospheric lobe on the nightside of the Earth, with the sunward direction into the page and the antisunward magnetosheath flow (out of the page) shown at the top of the diagram. Currents are shown as dashed lines, and plasma flow and the dawn-dusk electric field \( E_{DD} \) are shown as solid lines. After Cowley [2000].

2.5 Phases of a substorm, showing patterns of aurora (wavy lines) and their motion (arrows). From Akasofu [1964]. Heavier lines indicate brighter aurora. The diagrams are in magnetic invariant latitude (MLAT) coordinates and magnetic local noon is upward. A shows the quiet phase; B, C, and D show the expansive phase; and E and F show the recovery phase.

2.6 Dayside reconnection under southward and duskward IMF. The Earth is viewed in its equatorial plane from the direction of the Sun. The grey arrows indicate the east–west motion caused by magnetic tension in the newly reconnected and highly kinked open field lines.

2.7 Reconnection for northward IMF. The Earth is viewed from the duskside, with north up and the Sun to the left. (a) The IMF reconnects with the north lobe field, producing (b) overdraped north lobe field and IMF.
2.8 An ionospheric electron density profile showing D, E, and F regions. From *Russell* [1995].

2.9 Ionospheric Pedersen ($\sigma_P$), Hall ($\sigma_H$), and parallel ($\sigma_||$) conductivity profiles on the nightside. From *Boström* [1973].

2.10 Ionospheric two-cell plasma convection pattern for southward IMF. Plasma flow is shown with closed solid lines, electric field $E$ with arrows, and the polar cap boundary with a dashed line. Magnetic field-aligned currents are shown flowing upward out of the ionosphere (out of the page, dotted circles) and downward into the ionosphere (into the page, crossed circles). From *Cowley* [2000].

2.11 Ionospheric convection pattern (northern hemisphere) under southward IMF with a duskward component. Viewed from above the north pole with the Sun toward the top of the page—that is, in magnetic local time (MLT) coordinates.

2.12 Northern hemisphere convection pattern expected under conditions with prolonged and strongly northward IMF with a dawnward component. From *Watanabe and Sofko* [2009]. The open–closed field line boundary is shown as a dashed line. Heavy lines without arrows represent the projections of reconnection sites on the ionosphere and are labelled according to the reconnection geometries responsible (not shown). Plasma flowlines are shown as solid lines with heavy arrows marking plasma flow across reconnection lines. The diagram is plotted in MLT coordinates.

2.13 Interchange reconnection between the north lobe and the dayside closed geomagnetic field. From *Watanabe and Sofko* [2009]. The Earth is viewed from the sunward side with north up. The changing field topology proceeds from the left image to the right image (as indicated by the open white arrow) when reconnection occurs at the place marked with an “X” to the south of the Earth.

2.14 The integration volume for the FAC equation.

2.15 Statistical plot of FAC distribution from *Iijima and Potemra* [1976a], measured using Triad satellite magnetometers and projected onto the ionosphere in MLT and MLAT coordinates. Upward and downward FACs are plotted as light and dark boxes, respectively, and the hatched box at magnetic noon represents currents of variable sense.

3.1 The fields of view of all SuperDARN radars operational during the case study period of 31 May–1 June 2013, plotted in magnetic invariant coordinates. The northern hemisphere radars are shown at left with mid-latitude radars in red, high-latitude in blue, and polar cap (PolarDARN) in green. The southern hemisphere radars are shown at right in blue.

3.2 Over-the-horizon propagation of a radio wave that is refracted by the ionosphere and scattered by the ground.

3.3 The electric field $E$ of a propagating radar wave (with wavevector $k$) and a periodic density structure in a plasma, demonstrating the alignment of their wavelengths necessary for coherent scatter. The density structure has a wavelength half that of the radio wave.
3.4 Phasing an antenna array with antenna spacing $d$ by applying phase shifts of integer multiples of $\Delta \phi$ to steer the main beam direction an angle $\theta$ from boresight (array normal). The radar wavevector is denoted $k$ and the antennas are shown along the bottom of the diagram.

3.5 The Katscan pulse sequence. The pulses are marked by vertical bars at the top of the figure along a time axis, and are labelled according to the number of fundamental lag times $\tau$ elapsed at the transmission of each pulse. Analysis lag intervals are listed below the pulse sequence from 1 ($\tau$) to 27 (27$\tau$), and the pulse pairs used to obtain the lag intervals are noted (according to the number of $\tau$ elapsed, as at the top) and shown graphically with arrowed lines. The intervals that are not available from this sequence are marked as missing. From McWilliams [2001].

3.6 Farley diagram (range–time diagram) of a simple two-pulse sequence with transmitted (Tx) and received (Rx) signals. Range $R$ is the range being studied. $R_n$ is a nearer undesired range and $R_f$ is a farther undesired range. Time $t$ begins an arbitrary interval before the first pulse is transmitted at time $t_0$.

3.7 Line-of-sight velocity in the field of view of the Saskatoon SuperDARN radar in MLT–MLAT coordinates. The radar location, at the bottom left, is marked with a black dot. The field of view, outlined in black, is divided into 16 beams of 75 range cells each. A range cell with measured velocity is shown as a coloured block: yellow to red (negative) represent velocity away from the radar and green to blue (positive) represent velocity toward the radar. Grey blocks represent measured data classified as ground scatter. Lines of MLT and parallels of MLAT are shown as short-dashed grey lines, with 60° MLAT at the bottom of the plot and 80° MLAT near the top.

4.1 The grid used for processing l-o-s velocity vectors into fitted velocity vectors. A sample of SuperDARN data from the Goose Bay station is shown. Radial lines show magnetic local time (MLT) and magnetic latitudes are marked. From Ruohoniemi and Baker [1998].

4.2 A family of Heppner–Maynard boundary curves plotted in MLAT–MLT coordinates. From Shepherd and Ruohoniemi [2000].
4.3 A sample SuperDARN convection map in magnetic coordinates, including MLAT and MLT. This example, from the 00:48 universal time (UT) to 00:50 UT interval on 1 June 2013, used a sixth-order Legendre polynomial fit. Plasma velocities are shown as coloured barbs originating in black circles (which mark the locations of the fitted vectors) and pointing in the direction of flow, with both barb length and colour corresponding to speed. A sample scale vector of length 400 m/s is shown in the upper left corner of the plot. The colour bar at the right shows the colour scale of the speed. The contours of the electrostatic potential are shown as solid (positive potential) and long-dashed (negative potential) curves. The HMB is shown as a heavy dotted line. Circles of magnetic invariant latitude (at 60° MLAT and 80° MLAT) and lines of MLT are shown as short-dashed lines, and the MLT lines are labelled at the edges of the map. The IMF conditions at the dayside magnetopause are shown in the upper right corner of the figure: the IMF projection on the GSM $y-z$ plane is plotted and the magnitude of the projection is annotated along the top of the map.

4.4 Plasma flow vorticity measurement configuration from McWilliams [1997]. The lines radiating from the radars represent the radar beam edges and shaded areas represent the beam intersection cells. Arrows represent plasma flow velocities. The indices $i$ and $j$ refer to the beam numbers of the western and eastern radars, respectively.

4.5 $J_{∥}/\Sigma_P$ in the 01:22 UT to 01:24 UT interval on 1 June 2013, calculated analytically from the SuperDARN potential function, in MLAT–MLT coordinates. $J_{∥}/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_{∥}/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y-z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
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4.7 $J_{\parallel}/\Sigma P$ in the 01:22 UT to 01:24 UT interval on 1 June 2013, calculated by applying Stokes’ theorem to the fitted velocities in the grid cells of Ruohoniemi and Baker [1998], in MLAT–MLT coordinates. $J_{\parallel}/\Sigma P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_{\parallel}/\Sigma P$ as shown by the colour bar at the right of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.

4.8 The absolute difference between the Stokes’ theorem estimates of $J_{\parallel}/\Sigma P$ (Figure 4.7) and the potential-calculated estimates of $J_{\parallel}/\Sigma P$ (Figure 4.5) in the 01:22 UT to 01:24 UT interval of 1 June 2013, in MLT–MLAT coordinates. The difference is plotted as a heat map showing the Stokes’ theorem value minus the potential-calculated value, according to the colour bar at the right of the figure. The colour scale has 10% of the extent of the scale used in previous maps of $J_{\parallel}/\Sigma P$ estimates. Circles of MLAT and lines of MLT are shown as short-dashed lines, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.

4.9 $J_{\parallel}/\Sigma P$ in the 01:22 UT to 01:24 UT interval on 1 June 2013, calculated by applying Stokes’ theorem to only the measured, gridded SuperDARN velocity data, in MLAT–MLT coordinates. $J_{\parallel}/\Sigma P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_{\parallel}/\Sigma P$ as shown by the colour bar at the right of the figure. Grid cells containing measured data are marked with black dots. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.

4.10 One-hour maps of FAC estimates from AMPERE and SuperDARN, 15 UT to 16 UT on 23 March 2002. On the left is Figure 1c from Anderson et al. [2008], showing AMPERE estimated FAC. On the right is SuperDARN estimated $J_{\parallel}/\Sigma P$. In both cases FAC is shown as a colour map, with red indicating upward FAC and blue indicating downward FAC. The SuperDARN map also includes the HMB (a dashed grey line) and measured data locations (black dots). Both maps are plotted in MLT and invariant latitude coordinates. The IMF at this time was directed dawnward.

5.1 IMF components in GSM coordinates from 20 UT on 31 May to 08 UT on 1 June, 2013. The vertical dashed line marks the time of the IMF southward turning.

5.2 The SYM-H index from 20 UT on 31 May to 08 UT on 1 June, 2013. The vertical dashed line marks the time of the IMF southward turning.
5.3 SuperDARN $J_\parallel/\Sigma_P$ estimates in the 21:34 UT to 21:36 UT interval on 31 May 2013, in MLAT–MLT coordinates. $J_\parallel/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_\parallel/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.

5.4 Pedersen conductance induced by photoionisation at 21:34 UT on 31 May 2013, calculated from the Robinson and Vondrak [1984] model. The day–night terminator is shown as a black line. Latitude circles mark 80° MLAT, 60° MLAT, and (in the corners of the figure) 40° MLAT.

5.5 The $Kp$ index from 20 UT on 31 May 2013 to 08 UT on 1 June 2013.

5.6 Statistically modelled height-integrated Pedersen (left) and Hall (right) conductivity induced by electron precipitation at $Kp=4$, shown in MLT and MLAT coordinates. From Hardy et al. [1987], wherein it is noted of the Pedersen conductivity map, “The 16 color levels correspond to conductivities of 0.25, 0.50, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 7.0, 8.0, > 9.0 mhos [p. 12281],” and of the Hall conductivity map, “The 15 color levels correspond to conductivities of 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 7.0, 9.0, 11.0, 13.0, 15.0, 17.0, 19.0, 21.0, > 23.0 mhos [sic] [p. 12279].” (The unit mho is 1/ohm, or siemens.)

5.7 SuperDARN $J_\parallel/\Sigma_P$ estimates in the 01:16 UT to 01:18 UT interval on 1 June 2013, in MLAT–MLT coordinates. $J_\parallel/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_\parallel/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
5.8 SuperDARN $J_\parallel/\Sigma_P$ estimates in the 01:18 UT to 01:20 UT interval on 1 June 2013, in MLAT–MLT coordinates. $J_\parallel/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_\parallel/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
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5.10 Reverse convection cells observed by SuperDARN near noon during northward IMF conditions. From Huang et al. [2000].

5.11 SuperDARN $J_\parallel/\Sigma_P$ estimates in the 01:28 UT to 01:30 UT interval on 1 June 2013, in MLAT–MLT coordinates. $J_\parallel/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_\parallel/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.

A.1 The Geocentric Solar Magnetoospheric coordinate system. (Not to scale.) The large black dot marks the magnetic north pole.

B.1 Drift motion $u$ of a charged particle subject to a magnetic field $B$ and electric field $E$. From Kivelson [1995].
B.2 A plasma flux tube. The cross-sectional surface shown as a solid oval has propagated at velocity $v$, along with the plasma, beginning at time $t$ and ending at time $t + dt$ after an infinitesimal time $dt$. The “walls” of the flux tube are shown with dashed lines. The $dl$ vector shows an infinitesimal length element for integration around the boundary of the surface. For simplicity $v$ is shown as normal to the surface. The grey stripe shows the infinitesimal area $dA$ along the side of the flux tube. After Siscoe [1983].
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CHAPTER 1

INTRODUCTION

The Sun’s influence on the Earth is not limited to gravity and sunlight. The solar atmosphere expands at supersonic speed [Parker, 1958], a fluid that flows around the obstacles in its path. In the case of a magnetised planet such as Earth, the obstacle presented is the planetary magnetosphere, which is significantly larger than the planet itself [Dungey, 1961].

The expanding solar atmosphere, or solar wind, carries the Sun’s magnetic field with it as the interplanetary magnetic field (IMF), so the interaction of the IMF and the Earth’s geomagnetic field is governed as much by Maxwell’s equations of electromagnetism as by the laws of fluid dynamics. The geomagnetic field resists the pressure of the onrushing solar wind flow, forming a cavity called the magnetosphere in the solar wind. The Earth and its magnetosphere are shown in Figure 1.1 from Russell [1995]. The solar wind transfers energy and momentum into the magnetosphere both through viscous fluid processes and, more importantly for this thesis, magnetic reconnection [Hughes, 1995].

Reconnection is a process by which the magnetic fields of two regions of magnetised plasma become linked across their mutual boundary. The IMF becomes linked with the geomagnetic field across the magnetosphere’s outer boundary, called the magnetopause. As the solar wind and the IMF continue to move away from the Sun, the connected geomagnetic field moves as well. Through combinations of reconnection, magnetic tension, and pressure, large-scale patterns of plasma motion are set up in the magnetosphere [Dungey, 1961].

Magnetically controlled plasma motion is readily observed in the magnetosphere and in the ionised upper layers of Earth’s atmosphere, which are called the ionosphere. Because of the mapping of the geomagnetic field, as seen in Figure 1.1, the dynamics of a vast section of the mag-
Figure 1.1: Schematic drawing of Earth’s magnetosphere. The Earth is at the centre with its ionosphere shown as a thin layer, and the Sun is to the left. From Russell [1995].
netosphere are projected on the high-latitude ionosphere. Detecting the motion of the ionospheric plasma particles with radars on the ground provides valuable information about the movement of plasma in a much larger region: the magnetosphere.

Coupling of the magnetosphere and ionosphere occurs primarily through field-aligned currents, or FACs, flowing parallel to the magnetic field [Cowley, 2000]. FACs flow both up out of the ionosphere and down into it, as seen in Figure 1.1. (FACs and ionospheric plasma motion are connected, as will be shown in Section 2.4.) Knowledge of FACs is important for studying the connection between the ionosphere and the magnetosphere. FACs can show where horizontal currents flow within the ionosphere between the locations of downward FACs and upward FACs. FACs can also be used to study plasma dynamics in the magnetosphere.

1.1 Determining Field-Aligned Current

There are a number of ways to estimate FACs, and each way has its own advantages and disadvantages. From radar measurements of the ionospheric plasma velocity it is straightforward to determine the electric field in the ionosphere when the magnetic field is known. From the electric and magnetic fields, FACs can be determined if the ionospheric conductivity is known, but in practice the conductivity typically must be modelled or set to unity [e.g., Sofko et al., 1995]. Ground-based magnetometers (magnetic field detectors) require similar modelling of the ionospheric conductivity to determine the ionospheric electric field and FACs [Kamide et al., 1981]. Satellite-based magnetometers can detect FACs, but a satellite can only make single-point measurements. An impractically large number of satellites would be required to reach both spatial and temporal resolutions fine enough to see the whole picture of magnetospheric dynamics. The main advantage of the radar approach in this regard is its extensive spatial coverage.

The Super Dual Auroral Radar Network (SuperDARN), a global network of high frequency radars operated by an international scientific consortium [Greenwald et al., 1995], was used for the work in this thesis. Each SuperDARN radar has a field of view of approximately 5.6 million square kilometres, and the combined network of 23 radars in the northern hemisphere and 12 radars in the southern hemisphere is able to observe a significant portion of the high-latitude ionosphere (poleward of 50° in the north and 60° in the south). Each SuperDARN radar sweeps through
its field of view once every 60 to 120 seconds in normal operations, meaning that a network-wide image of plasma convection can be obtained with a cadence that is useful for the study of magnetospheric dynamics. Data processing techniques allow the raw radar measurements to be converted into hemisphere-scale maps of plasma flow and electric potential that are invaluable for studying magnetosphere–ionosphere coupling.

1.2 Purpose and Scope

This thesis presents a novel technique for calculating estimates of FACs using SuperDARN data. While previous techniques for performing this task have used SuperDARN plasma velocity measurements to estimate FACs [e.g., McWilliams, 1997; Sofko et al., 1995], the work presented here uses the electrostatic potential (voltage) functions produced in standard SuperDARN data analysis. The potential functions can be mathematically manipulated to obtain functions describing FAC per unit of ionospheric conductivity. Computer application of these FAC functions to standard SuperDARN potential data then directly produces hemispheric maps of estimated FAC per unit conductivity. The maps can be used to study FAC location and direction, and can be combined with data from other instruments to determine conductivity or combined with measured or modelled conductivity to obtain maps of FAC magnitude as well as direction.

The purpose of this thesis is to present the SuperDARN FAC estimation technique. Application of the technique to obtain new physical results (such as multi-instrument conductivity determination) and integration of separately determined conductivity into the technique are outside the scope of this thesis, although a short case study is presented to demonstrate the utility of the technique.
CHAPTER 2

BACKGROUND

The interaction between the solar wind and the Earth’s magnetosphere and ionosphere produces effects that are observable in the magnetosphere and ionosphere and on the ground. The effects of the Sun–Earth interaction include plasma convection, FACs, and geomagnetic storms and substorms.

2.1 The Sun–Earth System

The interaction of the Sun and the Earth includes the solar wind of plasma particles that stream outward from the sun. The solar wind and the IMF interact with the Earth’s geomagnetic field, allowing transfer of energy, momentum, and particles to take place between the solar wind and the magnetosphere.

2.1.1 The Sun and the Solar Wind

At the core of the Sun is a nuclear fusion reactor that converts protons into helium nuclei. Energy produced by the reactor travels outward from the core of the Sun and eventually heats the outer part of the Sun’s atmosphere, called the corona. The corona undergoes supersonic expansion into interplanetary space, giving rise to the solar wind [Parker, 1958, 1965].

2.1.2 The Interplanetary Magnetic Field

The magnetic field of the Sun extends through the corona into interplanetary space, where it is called the IMF [Parker, 1965]. The interaction of the IMF and the solar wind plasma is governed by
the convection–diffusion equation for the plasma (which is derived in Appendix B in Section B.3):

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}) + \frac{1}{\mu_0 \sigma} \nabla^2 \mathbf{B},
\]  

(2.1)

where \( \mathbf{v} \) is the plasma velocity, \( \mathbf{B} \) is the magnetic field vector, \( t \) is time, \( \mu_0 \) is the permeability of free space, and \( \sigma \) is the conductivity of the plasma (parallel to \( \mathbf{B} \)). If parallel conductivity is small, magnetic diffusion (the second term of the right hand side) becomes significant, and plasma and magnetic flux may move perpendicular to the surrounding magnetic field. If parallel conductivity is high, diffusion becomes small and convection (the first term of the right hand side) dominates.

### 2.1.3 Frozen-In Flow

In the case of high parallel conductivity \( \sigma \), equation 2.1 can be rewritten as

\[
\mathbf{E} = -\mathbf{v} \times \mathbf{B}
\]

(2.2)

by using Faraday’s law,

\[
\frac{\partial \mathbf{B}}{\partial t} = -\nabla \times \mathbf{E}.
\]

(2.3)

The case of large parallel conductivity is called frozen-in flow or frozen-in flux. This condition is satisfied in the solar wind \([Baumjohann and Treumann, 1997]\). The electric field, the velocity, and the magnetic field are balanced according to equation 2.2. If this were not so, then the high conductivity would quickly redistribute the plasma until the arrangement reached a balanced state. The bulk motion of charged particles subject to these conditions (on a scale larger than their gyroradii) is described by what is called the convective drift, which is a rearrangement of equation 2.2 to read

\[
\mathbf{v}_{\text{cnv}} = \frac{\mathbf{E} \times \mathbf{B}}{\mathbf{B}^2}.
\]

(2.4)

An important result of equation 2.2, and the origin of the term *frozen-in flux*, is that the magnetic flux through an arbitrary surface moving with the plasma is constant. This is shown in Appendix B in Section B.4.

### 2.1.4 Magnetic Reconnection

When \( \sigma \) becomes infinitely large, there is no diffusion of the magnetic field through the plasma, and conversely there is no movement of plasma particles across the magnetic field. However,
at the boundary between two regions of magnetised plasma, any discontinuity in the tangential component of the magnetic field requires a current sheet to form. An example is the Chapman–Ferraro current sheet at the boundary between the solar wind and the magnetosphere [Chapman and Ferraro, 1930]. On the small length scale of the boundary current sheet, previous assumptions about the relative magnitudes of the convection term and the diffusion term of equation 2.1 break down and the diffusion term becomes significant. In this diffusion region, diffusion of the magnetic field occurs and plasma particles can diffuse across the magnetic field, moving perpendicular to the magnetic field lines.

Under the conditions of the diffusion region, plasma particles may cross the boundary between regions of frozen-in plasma in a process called magnetic reconnection [Dungey, 1961]. As the particles pass through the diffusion region, they encounter the new, differently oriented magnetic field, and their motion adjusts accordingly. For example, an electron that had been spiralling clockwise around an upward-pointing magnetic field will begin to spiral counter-clockwise when it enters a downward-pointing magnetic field region. Trajectories such as those shown in Figure 2.1 result, depending on the speeds of the particles and the angles at which they cross the boundary.

Plasma exits the diffusion region in reconnection “jets” [e.g., Petschek, 1964], moving perpen-
Figure 2.2: Two-dimensional sketch of magnetic reconnection. Magnetic field lines are drawn as solid lines, plasma motion is illustrated with dashed arrows, and the diffusion zone is represented by a diffuse grey region. Reconnection proceeds as follows: (a) antiparallel magnetic fields approach, (b) a diffusion zone forms on close approach, (c) reconfiguration of field topology occurs through the current sheet in the diffusion zone, and (d) the reconnected field moves away in a direction perpendicular to its original motion, carrying plasma in two oppositely-directed reconnection jets.

A diagram of the magnetic reconnection process is shown in Figure 2.2. In panel (a) the two magnetised plasma regions with oppositely directed magnetic fields approach each other. In panel (b) a thin diffusion zone forms upon close approach, and particle and flux exchange begins to take place. In panel (c) the reconnected fields leave the diffusion zone after they have changed their topology. In panel (d) the two reconnection jets of plasma, frozen into the reconnected magnetic field, move away from the reconnection site. The remaining fields approaching from the left and right in panel (d) will undergo reconnection as the two regions continue to move toward one another.
2.2 The Magnetosphere

The Earth produces its own approximately dipolar magnetic field, which is known as the geomagnetic field. At the boundary between the geomagnetic field and the IMF, called the magnetopause, is the magnetopause current sheet, or the Chapman–Ferraro current [Chapman and Ferraro, 1930]. The cavity within the magnetopause is called the magnetosphere.

Because of the influence of the IMF and solar wind, the quasi-dipolar shape of the geomagnetic field is drastically altered beyond an altitude of a few Earth radii. On the sunward side (or dayside) of the Earth, the oncoming IMF exerts plasma pressure, compressing the geomagnetic field until the magnetic pressure of the geomagnetic field and the dynamic pressure of the solar wind are in balance. On the nightside, the geomagnetic field takes on an elongated teardrop shape called the magnetotail and extends far beyond the orbit of the Moon [Hughes, 1995]. A sketch of the magnetosphere is shown in Figure 2.3.

2.2.1 The Dungey Cycle

When the IMF points southward, the antiparallel arrangement of the IMF and the northward-pointing dayside geomagnetic field (see Figure 2.3) means that reconnection can take place on the dayside magnetopause, as was first recognised by Dungey [1961], who proposed the Dungey cycle of magnetospheric dynamics.

The cycle begins as the IMF and the geomagnetic field become linked through reconnection
on the dayside. The geomagnetic field line that has not yet undergone reconnection, shown at marker (a) in Figure 2.3, is called a “closed” field line because its complete closed loop is inside the magnetosphere. The geomagnetic field line that has reconnected with the IMF, shown at marker (b) in Figure 2.3, is called an “open” field line because close to the Earth it has the appearance of not closing on itself (although it necessarily does, through both Earth and Sun via the IMF). The open field forms what is known as the Earth’s magnetospheric lobe regions. In each hemisphere, the region of the Earth’s ionosphere through which the (open) lobe field lines pass is called the polar cap.

Because the open field beyond the magnetopause is still frozen into the solar wind it continues to move antisunward with the solar wind plasma. The portion of the open field within the magnetosphere also moves antisunward. This induces a motional electric field, the dawn-dusk electric field \( E_{DD} \). Figure 2.4 shows \( E_{DD} \), along with what is called the Region 1 FAC system (described in Section 2.4), as well as the associated plasma flow in the magnetosheath (outside the magnetopause) and within the ionosphere (described in Section 2.3.3). The duskward direction of the dawn-dusk electric field is the result of the southward magnetic field and the antisunward plasma flow, according to equation 2.2. The antisunward pull of the solar wind on the lobe field, combined with magnetic pressure and tension, forms the lobe into the elongated teardrop shape seen in the magnetotail in Figure 2.3.

In the magnetotail near the equatorial plane, the north and south lobe fields are adjacent and antiparallel, which provides opportunity for reconnection to occur between the north lobe and the south lobe near marker (c) in Figure 2.3. During reconnection in the magnetotail, two lobe field lines produce one IMF line and one closed geomagnetic field line. The geomagnetic field and the IMF are both restored to the topologies they had before undergoing reconnection at the dayside magnetopause. The newly reconnected geomagnetic field is still in a stretched state, however, as shown in Figure 2.3 at marker (d).

As the north and south lobes reconnect in the magnetotail, the reconnection jet of plasma that leaves the reconnection site moves primarily in the sunward and antisunward directions. The closed geomagnetic field at marker (d), now highly non-dipolar, relaxes toward the Earth, gradually returning to its former quasi-dipolar shape at marker (f) as a result of magnetic tension. The relaxing geomagnetic field continues to move sunward around the flanks of the Earth until it returns
Figure 2.4: The Region 1 FAC system viewed from the magnetospheric lobe on the nightside of the Earth, with the sunward direction into the page and the antisunward magnetosheath flow (out of the page) shown at the top of the diagram. Currents are shown as dashed lines, and plasma flow and the dawn-dusk electric field $E_{DD}$ are shown as solid lines. After Cowley [2000].
to the dayside magnetopause at marker (a), where it can undergo dayside reconnection again when IMF conditions are favourable. The newly reconnected IMF and its frozen-in plasma at marker (e), disconnected from the geomagnetic field, flow away from the Sun into interplanetary space at marker (g).

2.2.2 Magnetic Storms and Substorms

As dayside reconnection occurs, plasma of solar wind origin and plasma of ionospheric origin mingle along the newly reconnected field lines, particularly considering the high parallel conductivity. As the solar wind draws the newly created lobe field antisunward, ionospheric plasma spreads out parallel to the magnetic field and is carried farther out into the magnetosphere. When the lobe field is stretched out in the magnetotail and distant tail reconnection takes place between the north and south lobes, the plasma earthward of the tail reconnection site becomes effectively stored in the tail.

Reconnection of the north and south lobes can occur near the Earth, leading to the release of stored particles in reconnection jets. The particles travel easily along the magnetic field and precipitate into the ionosphere. Collisions between precipitating particles and atmospheric constituents produce auroral displays through particle excitation and de-excitation. First deduced by Akasofu [1964] from studies of the corresponding auroral behaviour, this process is called a magnetic substorm. Akasofu’s [1964] drawings of auroral displays seen in the phases of a substorm are presented in Figure 2.5. The particle precipitation that creates the auroral displays is important for changing the conductivity of the ionosphere on the nightside of the Earth.

The energy released in a substorm is primarily that which was transferred into the magnetosphere through reconnection under southward IMF conditions [Birn, 2007], but the plasma particles that precipitate into the ionosphere during a substorm are largely of atmospheric origin [Lennartsson and Sharp, 1982], having travelled outward into the tail along the lobe field. The buildup of plasma and energy in the tail, called the growth phase (or quiet phase) of the substorm, lasts approximately an hour. The beginning of the energy release is called the substorm onset, and corresponds to the first auroral brightening in the ionosphere, as defined by Akasofu [1964]. The onset is visible in Figure 2.5 as the heavy line of aurora at the bottom of panel B. The auroral displays occur during what is called the expansive phase of the substorm, which lasts tens of minutes. Fi-
Figure 2.5: Phases of a substorm, showing patterns of aurora (wavy lines) and their motion (arrows). From Akasofu [1964]. Heavier lines indicate brighter aurora. The diagrams are in magnetic invariant latitude (MLAT) coordinates and magnetic local noon is upward. A shows the quiet phase; B, C, and D show the expansive phase; and E and F show the recovery phase.
nally, the return to “quiet” magnetic conditions is called the recovery phase, which may last a few hours. Substorms are described in more detail in, for example, Akasofu [1964] and McPherron [1970].

Should a long period (on the order of hours) of southward IMF occur, the prolonged, strong driving of magnetospheric dynamics can produce a magnetic storm, which is more dynamic and energetic than a substorm [McPherron, 1995]. The magnetospheric disturbance spreads, with nightside reconnection injecting high-energy particles near to the Earth and causing an intensification of the ring current, the westward-flowing near-earth magnetospheric current shown in Figure 1.1. (The ring current is described in Section B.2 of Appendix B.) A storm can last for days, until a change in the IMF slows the dayside reconnection that feeds the magnetotail, and loss processes sufficiently deplete the enhanced ring current. During a storm the southward magnetic field induced by the ring current is enhanced, causing a strong magnetic disturbance measured at the surface of the Earth [McPherron, 1995].

2.2.3 Reconnection Under Other IMF Conditions

Reconnection between the IMF and the geomagnetic field may occur for conditions other than directly southward IMF. Nearly any orientation of the IMF will be antiparallel to the geomagnetic field at some location on the magnetopause [Speiser, 1971]. For example, IMF that is southward with an additional east–west component can produce reconnection away from the subsolar point (the point on the magnetopause directly between the Earth and the Sun). In Figure 2.6, an example of reconnection under southward IMF conditions with a duskward IMF component is shown. Because of the angle of the IMF, reconnection occurs away from the subsolar point at the locations shown. The magnetic tension inherent in the sharply kinked lobe field causes the field lines to straighten, resulting in motion of the “footprints” of the lobe field in the ionosphere in the directions shown by the grey arrows in Figure 2.6. This east–west plasma motion is in addition to the antisunward motion caused by the antisunward flow of the solar wind.

Reconnection between the lobe field and the IMF is possible when the IMF is northward. For example, northward IMF with an antisunward component can reconnect with the north lobe field as shown in Figure 2.7. In this case the resulting field topologies begin as north lobe field and IMF and end as IMF and north lobe field, although both fields are left kinked and the north lobe field
Figure 2.6: Dayside reconnection under southward and duskward IMF. The Earth is viewed in its equatorial plane from the direction of the Sun. The grey arrows indicate the east–west motion caused by magnetic tension in the newly reconnected and highly kinked open field lines.

is in an “overdraped” state. Plasma frozen into the north lobe earthward of the reconnection site remains on north lobe field while the tailward north lobe deconnects from the geomagnetic field, reconnects with the IMF, and travels antisunward with the solar wind into interplanetary space.

2.3 The Ionosphere

The most accessible part of the magnetosphere is the ionosphere, the ionised upper layers of Earth’s atmosphere. At high enough altitudes the bulk motion of the ionospheric plasma is controlled by the electrodynamics of the magnetosphere. The ionosphere acts like a gigantic cathode ray tube screen, showing a projection of activity throughout the magnetosphere. (This is especially true when particles precipitating along the magnetic field interact with atmospheric particles and stimulate photon emission, like the interaction of electrons with a phosphor screen.)

2.3.1 The Production and Structure of the Ionosphere

Ionisation of neutral atoms and molecules in the atmosphere by sunlight depends on the amount of incident energy absorbed by a parcel of air. Absorption depends on the density of the air, on the radiation cross-section of the atoms or molecules, and on the amount of incident light, which
Figure 2.7: Reconnection for northward IMF. The Earth is viewed from the duskside, with north up and the Sun to the left. (a) The IMF reconnects with the north lobe field, producing (b) overdraped north lobe field and IMF.

depends on the integrated absorption along the path of the incoming solar radiation. An efficiency factor describes how many electrons are liberated for a given quantity of absorbed energy. The production function describes the resulting altitude profile of the generation of ions and electrons. Rather than an exponential shape, the production function $Q$ has a peak, described as follows by Chapman [1931]. If $Q_{mo}$ is the peak production rate at the subsolar point (directly between the Earth and the Sun) and $h_{mo}$ is the altitude of that subsolar peak, then the production function $Q$ overhead is

$$Q = Q_{mo} \exp \left(1 - z - \sec \chi \exp (-z)\right),$$

(2.5)

where $\chi$ is the solar zenith angle and $z$ is the normalised altitude. The solar zenith angle is the angle to the direction of the Sun measured down from the local vertical. Here, $z$ is given by

$$z = \frac{h - h_{mo}}{H},$$

(2.6)

where $h$ is altitude and $H$ is the scale height of the atmospheric gas. $H$ is given by

$$H = \frac{k_B T}{mg},$$

(2.7)

where $k_B$ is Boltzmann’s constant, $T$ is temperature, $m$ is molecular mass, and $g$ is gravitational acceleration.

Photoionisation by the Sun is not the only source of ions in the ionosphere. Particularly at high latitudes, precipitation of magnetospheric plasma particles into the ionosphere is also a significant source. Charged particles in the magnetosphere that have sufficient parallel kinetic energy
Figure 2.8: An ionospheric electron density profile showing D, E, and F regions. From Russell [1995].

will reach altitudes where atmospheric collisions are likely. The effects of the collisions include ionisation of atmospheric particles by the primary, precipitating particles, and ionisation by both the secondary particles and the bremsstrahlung photons created by the primary interactions [Luhmann, 1995]. The production function for particle impact ionisation depends on atmospheric density, precipitation particle flux, scattering and absorption cross sections, and secondary production efficiency.

When ion production is combined with ion loss through such processes as recombination, and with vertical and horizontal transport, an overall ion or electron density profile is established. A typical electron density profile for Earth’s ionosphere is shown in Figure 2.8. The regions of the ionosphere marked in the figure are produced through different combinations of production, loss, and transport processes; for example, the high-energy end of the particle precipitation spectrum (including galactic cosmic rays) is important in the production of the D region [Luhmann, 1995].
2.3.2 Ionospheric Plasma Dynamics

The responses of ionospheric plasma constituents to electric and magnetic fields also differentiate the regions of the ionosphere. The electron-neutral collision frequency $\nu_{en}$ is considerably lower than the electron cyclotron frequency $\omega_{ce}$ above approximately 80 km [Carlson and Egeland, 1995] ($\nu_{en}$ is on the order of $10^4$ s$^{-1}$ and $\omega_{ce}$ is nearly $10^7$ s$^{-1}$ [Luhmann, 1995]), so electrons are magnetised and respond to the frozen-in convective drift (equation 2.4) in the E and F regions. In the F region, the ion–neutral collision frequency $\nu_{in}$ is less than the ion cyclotron frequency $\omega_{ci}$, so ions are also magnetically controlled and move with the convective drift. In the E region, ion–neutral collisions are frequent enough that $\nu_{in}$ is greater than $\omega_{ci}$ (the former on the order of $10^3$ s$^{-1}$ below 120 km and the latter just above $10^2$ s$^{-1}$ [Luhmann, 1995]). As a result, the ions at E-region altitudes are unable to gyrate: they lose their frozen-in behaviour and respond primarily to electric fields. In the vicinity of 80 km altitude and below (that is, the D region), both electrons and ions collide so frequently with neutrals that they become demagnetised.

In the E region, the ions, much more affected by collisions than the electrons, drift in the electric field direction, relative to the electrons, and form a Pedersen current $J_P$, written [e.g., Schunk and Nagy, 1999]:

$$J_P = \sigma_P E,$$  

(2.8)

to first order (that is, neglecting the influence of the neutrals), where $\sigma_p$ is the Pedersen conductivity. The electrons, mostly magnetically controlled, drift perpendicular to the electric and magnetic fields, relative to the ions, and form a Hall current $J_H$, written [e.g., Schunk and Nagy, 1999]:

$$J_H = \sigma_H B \times E / B,$$  

(2.9)

again to first order (neglecting neutral influence), where $\sigma_h$ is the Hall conductivity.

Because the E-region electrons are magnetically controlled, they do not affect $\sigma_p$ to first order. The Pedersen conductivity, considering only the ion contribution, is given by [e.g., Schunk and Nagy, 1999]:

$$\sigma_p = \sum_i N_i e_i^2 / m_i v_i^2 + \omega_{ci}^2,$$  

(2.10)

where the sum is over all ion species $i$, $N_i$ is the ion density, $e_i$ is the ion charge, $m_i$ is the ion mass, and the ion collision frequency $v_i$ contains collisions with all neutral species for ion $i$. The Hall
conductivity, considering that $\nu_{en} \ll \omega_{ce}$ above approximately 80 km altitude, can be written [e.g., Schunk and Nagy, 1999]:

$$\sigma_H = -\sum_i \frac{N_e e_i^2}{m_i v_i} \frac{v_i \nu_{ci}}{v_i^2 + \omega_{ci}^2} + \frac{N_e e^2}{m_e v_e} \frac{v_e}{\omega_{ce}}$$

(2.11)

where $N_e$ is the electron density, $e$ is the electron charge, $m_e$ is the electron mass, and the electron collision frequency $\nu_e$ contains all electron–neutral collisions. The parallel (or specific) conductivity $\sigma_\parallel$ (or $\sigma_0$) is primarily dependent on electrons because they are much more mobile than ions, and is given by [e.g., Schunk and Nagy, 1999]:

$$\sigma_\parallel = \frac{N_e e^2}{m_e v'_e}$$

(2.12)

where the modified electron collision frequency $v'_e$ contains both electron–ion and electron–neutral collisions.

The Pedersen and Hall conductivities fall off with height, as seen in Figure 2.9 from Boström [1973], which shows typical nightside conductivity profiles (without particle precipitation). Currents parallel to the magnetic field (that is, FACs) become the only significant currents at high altitudes. The parallel conductivity increases with height as seen in Figure 2.9, consistent with the large parallel conductivity found in frozen-in regions such as the F region.
2.3.3 Ionospheric Convection

The magnetospheric circulation that occurs in response to reconnection creates patterns in the motion of the magnetically controlled F-region plasma. The simplest is that occurring under conditions of directly southward IMF, in which case the lobe field moves directly antisunward to the magnetotail and the reconnected geomagnetic field moves sunward around the flanks of the Earth. The resulting ionospheric convection pattern is like the schematic in Figure 2.10, from Cowley [2000], commonly called a two-cell convection pattern. As the magnetic field reconnects with the IMF on the dayside, plasma flows into the polar cap at magnetic noon. Tailward convection over the pole ensues, consistent with the dawn-dusk electric field $E_{DD}$ in the polar cap (which corresponds to the dawn-dusk electric field farther out in the magnetosphere) and the downward-pointing magnetic field, and according to $v = E \times B / B^2$ (equation 2.4). As the north and south lobe fields reconnect in the magnetotail, the F-region plasma transfers from open to closed field lines, leaving the polar cap at magnetic midnight. Finally, sunward convection draws the plasma on the closed field lines around the Earth on the equatorward side of the polar cap boundary. The electric field equatorward of the polar cap boundary points equatorward on the dawnside and poleward on the duskside. The quasi-dipolar shape of the magnetic field at these latitudes means that the electric field equatorward of the polar cap maps along the magnetic field to the magnetospheric dawn-dusk electric field in the equatorial plane of the Earth [Dungey, 1961].

When the dayside reconnection site is formed away from the subsolar point because of a dawn–dusk component in the IMF, the direction of the cross polar cap flow of plasma is altered from the directly antisunward flow shown in Figure 2.10. Dayside ionospheric plasma flows in a direction contrary to the orientation of the dawn–dusk component of the IMF. The non-symmetrical two-cell flow is shown by the grey arrows in Figure 2.6. The return flow at lower latitudes is not affected. The resulting convection pattern in the northern-hemisphere F-region ionosphere is like that shown schematically in Figure 2.11, where one of the convection cells is larger and more circular (the round cell) and the other is smaller and crescent-shaped (the crescent cell). The example in Figure 2.11 is for IMF with a duskward component, the same configuration as in Figure 2.6. For IMF with a dawnward component the convection pattern in Figure 2.11 is mirrored across the noon–midnight axis.
Figure 2.10: Ionospheric two-cell plasma convection pattern for southward IMF. Plasma flow is shown with closed solid lines, electric field \( E \) with arrows, and the polar cap boundary with a dashed line. Magnetic field-aligned currents are shown flowing upward out of the ionosphere (out of the page, dotted circles) and downward into the ionosphere (into the page, crossed circles). From Cowley [2000].

Figure 2.11: Ionospheric convection pattern (northern hemisphere) under southward IMF with a duskward component. Viewed from above the north pole with the Sun toward the top of the page—that is, in magnetic local time (MLT) coordinates.
During periods of northward IMF or of IMF dominated by a dawn–dusk component, reconnection can take place simultaneously at different locations on the magnetopause. Each reconnection site maps along the magnetic field to one or two locations in the ionosphere, moving the ionospheric plasma and changing the open/closed identity of the magnetic fields according to the configuration of the IMF and the geomagnetic field. As a result, the convection pattern seen in the ionosphere can become more complicated.

An example of a complicated convection pattern from Watanabe and Sofko [2009] is shown in Figure 2.12. Here the IMF is primarily northward, tilted less than 30° toward dawn from the purely northward direction. A type of reconnection referred to as interchange reconnection is occurring between the IMF and the lobe field. This interchange reconnection is as depicted in Figure 2.7, except for being away from the Earth–Sun axis. The IMF–north lobe reconnection site maps to the line marked “C₄” in Figure 2.12, showing that ionospheric plasma initially on the north lobe
Figure 2.13: Interchange reconnection between the north lobe and the dayside closed geomagnetic field. From Watanabe and Sofko [2009]. The Earth is viewed from the sunward side with north up. The changing field topology proceeds from the left image to the right image (as indicated by the open white arrow) when reconnection occurs at the place marked with an “X” to the south of the Earth.

is still on the north lobe after reconnection and circulates within the polar cap, always in the open lobe magnetic field region. Interchange reconnection is also taking place between the overdraped north lobe and the closed geomagnetic field as shown in Figure 2.13, also from Watanabe and Sofko [2009]. In this case, the ionospheric footprint of the reconnection is at the heavy lines labelled “D1” and “D3” in Figure 2.12, showing how the northern-hemisphere ionospheric plasma associated with this interchange reconnection passes from the lobe field to the closed field at the former site and from closed field to the lobe field at the latter site.

The convection pattern shown in Figure 2.12 is the result of a variety of reconnection geometries occurring simultaneously, as modelled and described in Watanabe and Sofko [2009], and it is beyond the scope of this thesis to discuss all of them. Still, features such as the circulation in open lobe field at the centre of the figure (around the C4 label) and across the open–closed field line boundary (OCFLB) on the dayside (at the D1 and D3 labels) can be detected in convection patterns measured by SuperDARN, and can be studied using the technique described in this thesis. Models such as Watanabe and Sofko’s [2009] can then be applied to the interpretation of the proposed technique.

The bulk E × B plasma flow in the F region reveals the dynamics of the magnetosphere, but plasma at lower altitudes is affected as well. Pedersen and Hall currents, mentioned above, still flow in the lower F region and the E region. Hall currents, which flow in the E region, are due to electrons moving in the E × B direction relative to collision-controlled ions. Hall currents form closed loops in the ionosphere, along the same streamlines followed by the upper F region bulk
plasma flow $\mathbf{v}_{\text{env}}$. Pedersen currents flow in the lower F region in the direction of the electric field (for example, the electric field $\mathbf{E}$ in Figure 2.10 for the southward-IMF Dungey cycle). Pedersen currents have finite divergence in some places and therefore must complete their current loops outside the ionospheric plane. They close through FACs that flow in and out of the ionosphere along the geomagnetic field.

2.4 Field-Aligned Currents

The FACs flowing parallel (and antiparallel) to the magnetic field between the ionosphere and the magnetosphere are an important means of coupling between the magnetosphere and the ionosphere. FACs and the convective drift associated with solar wind-driven reconnection and convection described in Section 2.3.3 are particularly important because they can be used as ionospheric indicators of magnetospheric activity. Plasma drifts besides the convective drift, such as the curvature–gradient drift, affect plasma in the equatorial magnetosphere but are not significant at high latitudes. (The curvature–gradient drift is described in Section B.2 of Appendix B.) The differing plasma behaviours in the magnetosphere and ionosphere produce stresses that are communicated between the regions by FACs.

2.4.1 The FAC Equation

Not only are FACs and the convective drift the main ionospheric indicators of magnetospheric dynamics, but signatures of FACs can be found in the plasma drift patterns using radar. Ground-based magnetometers can also be used to determine currents, but it is not possible to discern between horizontal currents and FACs using magnetometer data alone [Chapman, 1935]. Horizontal equivalent current functions can be derived from magnetometer measurements, but ionospheric conductance must be known or modelled before FACs can be determined [Kamide et al., 1981]. Satellite-based magnetometers measure the magnetic perturbations caused by FACs directly, but FACs must be calculated from perturbation data by assuming infinite sheets of current [Iijima and Potemra, 1976b]. Additionally, global-scale coverage takes hours for a satellite, although a squadron of satellites significantly reduces the time required.

Ground-based measurements of ionospheric plasma velocity allow data to be obtained with fine
spatial and temporal resolution (on the order of hundreds of kilometres and on the order of minutes, respectively). The data can be used to estimate the locations and intensities of FAC ionospheric footprints. This is the method used by Sofko et al. [1995] and McWilliams [1997] and reviewed by Chisham et al. [2007]. As shown by, for example, Sofko et al. [1995], an expression for FAC can be found in terms of the electric and magnetic fields, the F-region convective drift velocity, and the Pedersen and Hall conductivities by starting with the continuity equation:

\[ \nabla \cdot \mathbf{J} = -\frac{d\rho}{dt} = 0, \quad (2.13) \]

where \( \mathbf{J} \) is total current density, \( \rho \) is charge density, and \( t \) is time. On a large enough spatial scale the charge density of the quasi-neutral plasma can be assumed not to vary with time. The divergence can be broken down into components perpendicular and parallel to the magnetic field:

\[ \nabla \cdot \mathbf{J} = \nabla \cdot \mathbf{J}_\perp + \nabla \cdot \mathbf{J}_\parallel = 0. \quad (2.14) \]

The parallel component is chosen here to be positive when pointing upward out of the ionosphere along \( \mathbf{B} \), which is antiparallel to the magnetic field in the high-latitude northern hemisphere and parallel in the high-latitude southern hemisphere. Choosing an integration volume in the form of a field-aligned cylinder, as shown in Figure 2.14, and using an infinitesimal volume \( d\tau \), equation 2.14 can be written

\[ \int d\tau \nabla \cdot \mathbf{J}_\perp = -\left( \mathbf{J}_\parallel^{\text{top}} - \mathbf{J}_\parallel^{\text{bottom}} \right) A, \quad (2.15) \]

where \( A \) is the cross-sectional area of the integration volume (assumed to be approximately constant over the length of the volume) and the top and bottom parallel current are considered separately. If the bottom of the integration volume is at a low enough altitude that conductivity is negligible there, the bottom parallel current \( \mathbf{J}_\parallel^{\text{bottom}} \) is zero (as is the perpendicular current at the bottom). Rearranging,

\[ AJ_\parallel = -A \int dh \nabla \cdot \mathbf{J}_\perp, \quad (2.16) \]

if \( d\tau = Adh \) for height \( h \). The parallel current has been simplified to \( J_\parallel \), now only flowing out the top of the volume, and the cross-sectional area \( A \) cancels. In practice, if the top of the integration volume is at a typical SuperDARN measurement altitude of 300 km and the bottom of the volume is at 80 km, the top area will exceed the bottom area by approximately 0.1% at 70° MLAT according to the methods of Walker and Sofko [2016].
Figure 2.14: The integration volume for the FAC equation. $\mathbf{B}$ is the geomagnetic field (downward-pointing in the northern hemisphere), $A$ is the cross-sectional area of the integration volume (approximately constant), the heavy arrows $J^{\text{top}}_\parallel$ and $J^{\text{bottom}}_\parallel$ are the parallel current at the top and bottom of the volume, respectively, and $J_\perp$ is the perpendicular current.

The perpendicular current can be broken down into the Pedersen and Hall currents, and the divergence can be brought out of the integral:

$$J_\parallel = -\nabla_\perp \cdot \int dh \left( \sigma P \mathbf{E} + \sigma H \frac{\mathbf{B} \times \mathbf{E}}{B} \right).$$  \hspace{1cm} (2.17)

The conductivities, the electric field, and the magnetic field can be replaced with their height-integrated weighted means:

$$J_\parallel = -\nabla_\perp \cdot \left( \Sigma_P \langle \mathbf{E} \rangle + \Sigma_H \left\langle \frac{\mathbf{B} \times \mathbf{E}}{B} \right\rangle \right),$$  \hspace{1cm} (2.18)

where $\Sigma_P = \int dh \sigma_P$ and $\Sigma_H = \int dh \sigma_H$ are the height-integrated Pedersen and Hall conductivities, respectively, and the means of the fields are represented with $\langle \rangle$. It may be noted that the Pedersen current peak is higher than the Hall current peak by tens of kilometres, but the variation in magnetic and electric fields over that range is negligible. The divergence can be applied to each term to yield

$$J_\parallel = - \left( \langle \mathbf{E} \rangle \cdot \nabla_\perp \Sigma_P + \Sigma_P \nabla_\perp \cdot \langle \mathbf{E} \rangle + \left\langle \frac{\mathbf{B} \times \mathbf{E}}{B} \right\rangle \cdot \nabla_\perp \Sigma_H + \Sigma_H \nabla_\perp \cdot \left\langle \frac{\mathbf{B} \times \mathbf{E}}{B} \right\rangle \right).$$  \hspace{1cm} (2.19)

If the integration volume extends from the E region at the bottom to the altitude of SuperDARN measurements at the top, it is convenient to replace the mean electric field with the electric field
measured by SuperDARN (that is, calculated from SuperDARN convective drift velocity measurements) and replace the mean magnetic field with the magnetic field at SuperDARN altitudes. Over the same 300 km to 100 km range as before, at 70° MLAT the magnetic field increases by approximately 0.1% and the electric field increases by approximately 4% [Walker and Sofko, 2016], while at 79° MLAT the magnetic field increases by less than 0.1% and the electric field increases by less than 6%. The small change in magnetic field warrants replacement of $\langle B \rangle$ with $B$, assuming the field to be approximately constant. The larger change in the electric field from the top to the bottom of the integration volume introduces error into the calculation, but within the scope of this thesis the error is acceptable.

At the top of the integration volume, plasma follows the convective drift, so equation 2.2, $E = -v \times B$, may be used. The mean electric field $\langle E \rangle$ is replaced with the convective drift electric field $E_{\text{cnv}}$. The divergence of the electric field can be written

$$\nabla \cdot E = -\nabla \cdot (v_{\text{cnv}} \times B)$$

$$= v_{\text{cnv}} \cdot (\nabla \times B) - B \cdot (\nabla \times v_{\text{cnv}})$$

$$= \mu_0 v_{\text{cnv}} \cdot \left( J_{\perp} + \varepsilon_0 \frac{\partial E}{\partial t} \right) - B \cdot (\nabla \times v_{\text{cnv}}),$$

(2.20)

replacing the curl of the magnetic field using Ampère’s law:

$$\nabla \times B = \mu_0 \left( J + \varepsilon_0 \frac{\partial E}{\partial t} \right).$$

(2.21)

Assuming the fields vary slowly with time, the time derivative is approximately zero. One can split the perpendicular current into a Pedersen component $J_P$ and a Hall component $J_H$:

$$\nabla \cdot E = \mu_0 v_{\text{cnv}} \cdot (J_P + J_H) - B \cdot (\nabla \times v_{\text{cnv}})$$

$$= \mu_0 v_{\text{cnv}} \cdot J_H - B \cdot (\nabla \times v_{\text{cnv}})$$

$$= -\mu_0 \Sigma_H B v_{\text{cnv}}^2 - B \cdot (\nabla \times v_{\text{cnv}}).$$

(2.22)

In the equation above, $J_P = \Sigma_P \langle E \rangle$ has been used to eliminate the Pedersen current from the dot product, knowing that $v_{\text{cnv}} \perp E$. Also,

$$J_H = \Sigma_H \left( \frac{B \times E}{B} \right) = -\Sigma_H B v_{\text{cnv}}$$

(2.23)

has been used for the Hall current, following the same argument as above regarding the mean.
The divergence of $B \times E / B$ is
\[
\nabla_\perp \cdot \frac{B \times E}{B} = \nabla_\perp \cdot \frac{1}{B} (B \times E) + \frac{\nabla_\perp \cdot (B \times E)}{B} = \frac{\nabla_\perp B}{B^2} : ( - B^2 v_{cm} ) + \frac{E \cdot (\nabla_\perp \times B) - B \cdot (\nabla_\perp \times E)}{B},
\]
(2.24)
using the convective drift equation (2.4) in the first term on the right. Using Faraday’s law (equation 2.3) and Ampère’s law (equation 2.21),
\[
\nabla_\perp \cdot \frac{B \times E}{B} = - v_{cm} \cdot \nabla_\perp B + \frac{\mu_0 E \cdot (J_P + J_H + \varepsilon_0 \frac{\partial E}{\partial t})}{B} + B \cdot \frac{\partial B}{\partial t} = - v_{cm} \cdot \nabla_\perp B + \frac{\mu_0 \Sigma_P E^2}{B} = - v_{cm} \cdot \nabla_\perp B + \frac{\mu_0 \Sigma_P v_{cm}^2 B}{B},
\]
(2.25)
assuming again that the time derivatives are negligible, and noting that only the Pedersen current survives the dot product with the electric field.

Substituting equation 2.22 and equation 2.25 into equation 2.19 and cancelling like terms, the full FAC equation in terms of ionospheric parameters is
\[
J_\parallel = \Sigma_P B \cdot (\nabla_\perp \times v_{cm}) + \Sigma_H v_{cm} \cdot \nabla_\perp B - E \cdot \nabla_\perp \Sigma_P + B v_{cm} \cdot \nabla_\perp \Sigma_H.
\]
(2.26)

Not all terms of the FAC equation are significant in the context of the work at hand. A dipolar approximation to the geomagnetic field is applicable at ionospheric altitudes:
\[
B = \frac{B_{eq,s} R_E^3}{r^3} \left( -2 \cos \vartheta \hat{r} - \sin \vartheta \hat{\vartheta} \right),
\]
(2.27)
where $B_{eq,s} = 0.310 \times 10^{-4}$ T is the magnetic field at the equator at the Earth’s surface, $R_E = 6371$ km is the radius of the Earth, $r$ is the radial vector (magnitude $r$ and unit vector $\hat{r}$), and $\vartheta$ is the colatitude (unit vector $\hat{\vartheta}$). The gradient of the magnetic field is then given by
\[
\nabla B = - \frac{3B}{r} \left( \hat{r} + \frac{\sin 2 \vartheta}{1 + 3 \cos^2 \vartheta} \hat{\vartheta} \right).
\]
(2.28)
If the magnetic field is taken to be approximately radial, then only the $\vartheta$ component of the gradient is significant, and it is small in the high latitude F-region ionosphere. The $\nabla_\perp B$ term can be
assumed to be approximately zero with little effect on the calculation of \( J_\parallel \), as discussed by Ruohoniemi et al. [1989]. That leaves the curl term and the two conductivity gradient terms. Boström [1974] identified these three terms according to their origins:

\[
J_\parallel = \Sigma_P \mathbf{B} \cdot (\nabla_\perp \times \mathbf{v}_{cnv}) + (-E \cdot \nabla_\perp \Sigma_P) + \mathbf{B} \mathbf{v}_{cnv} \cdot \nabla_\perp \Sigma_H; \tag{2.29}
\]

that is, one term that depends on magnetospheric dynamics through the convective drift velocity, and two terms that depend on ionospheric structure through conductivity gradients.

The ionospheric terms are set to zero within this work in the manner of, for example, Sofko et al. [1995] and McWilliams [1997]. The spatial scales in the ionosphere that are studied in this thesis are on the order of 100 km. The scale lengths of variations in the photo-induced Pedersen and Hall conductivities are considerably larger, meaning that the conductivity gradients are small compared to the velocity curl term. Shorter scale lengths occur in regions of particle precipitation. Any conductivity gradients on scales comparable to the velocity curl term would then be sources of error. They must be kept in mind when interpreting results, but are otherwise neglected in the development of the technique presented in this thesis.

When only the magnetospheric term of the FAC equation (2.29) is considered, the FAC depends on the curl term alone. The signatures of magnetospheric dynamics are thereby strongly linked to measurements of F region plasma velocity even when the ionospheric conductance is unknown. The estimations of FAC in this thesis begin with the approximation

\[
\frac{J_\parallel}{\Sigma_P} \approx \mathbf{B} \cdot (\nabla_\perp \times \mathbf{v}_{cnv}). \tag{2.30}
\]

In Section 4.2, equation 2.30 is modified to make use of SuperDARN potential functions.

## 2.4.2 FAC Systems

Large-scale systems of FACs link the ionosphere and the magnetosphere. One such system, the region 1 FAC system, is illustrated in Figure 2.4. The region 1 FAC system consists of an upward (that is, away from the Earth) FAC flowing at the boundary of the polar cap on the duskside, a downward FAC at the boundary of the polar cap on the dawnside, a portion of the magnetopause currents, and an ionospheric Pedersen current flowing dawn to dusk across the polar cap. The iono-
spheric portion of the region 1 system is marked in Figure 2.10. Both Figure 2.4 and Figure 2.10 show that the region 1 FACs are located primarily within the ionospheric plasma convection cells.

Figure 2.10 also includes the region 2 FAC system, which consists of an upward FAC at the equatorward edge of the sunward return plasma flow on the dawnside, and a downward FAC in the same place on the duskside. The ionospheric portion of the region 2 system is made up of meridional Pedersen currents across the regions of sunward return plasma flow, located equatorward of the OCFLB, where the Pedersen currents flow parallel to the electric field. These Pedersen currents link the region 1 and region 2 FACs [Cowley, 2000]. The region 2 system is connected to the ring current that flows westward around the Earth at equatorial latitudes (shown in Figure 1.1).

Iijima and Potemra [1976a] investigated the region 1 and 2 FACs using magnetometers on board the Triad satellite and produced the map shown here in Figure 2.15. The map shows the statistical locations and directions of the region 1 and region 2 FACs, as well as the higher-latitude noon sector FACs sometimes called Region 0 (see, for example, Eriksson et al. [2002]). The region 1 FACs are visible as the most poleward of the bands (with the exception of the three-box strip at magnetic noon) and region 2 FACs are visible as the most equatorward of the bands. The three-box strip at magnetic noon constitutes what is known as the Region 0 FAC. Region 0 FACs are associated with the cusp, the funnel-shaped part of the magnetopause between the dayside closed field region at lower latitudes and the lobe field at higher, including polar, latitudes. The northern cusp is visible in Figure 1.1.
Figure 2.15: Statistical plot of FAC distribution from *Iijima and Potemra* [1976a], measured using Triad satellite magnetometers and projected onto the ionosphere in MLT and MLAT coordinates. Upward and downward FACs are plotted as light and dark boxes, respectively, and the hatched box at magnetic noon represents currents of variable sense.
CHAPTER 3

INSTRUMENTS

3.1 SuperDARN

The Super Dual Auroral Radar Network (SuperDARN) is the primary instrument used for this thesis work. SuperDARN is a network of high frequency (HF) radars operated by an international scientific consortium [Greenwald et al., 1995]. PolarDARN, a northward extension of the network by the Canadian SuperDARN team [Chisham et al., 2007], improved radar coverage of the polar cap. During the time of the case study presented in Chapter 5 there were 21 stations in the northern hemisphere and 11 stations in the southern hemisphere, but more have subsequently been added. Those radars that were present during the case study period are listed in Table 3.1, and their fields of view are depicted in Figure 3.1.

The primary function of a SuperDARN radar is to determine the convective drift velocities \( \mathbf{v}_{cnv} = \mathbf{E} \times \mathbf{B}/B^2 \) of plasma in the ionosphere by measuring the mean Doppler shifts of plasma irregularity structures. Because the density irregularities are embedded in the moving plasma, measurement of their convective drift velocity equates to measurement of the bulk plasma convective drift motion in the ionosphere, motion that is driven by magnetospheric dynamics. The large extent of the radar coverage allows plasma motion to be mapped throughout the northern and southern hemispheres, providing information that is used to study global plasma flow patterns, such as those examined in this thesis.

Because the vector magnetic field \( \mathbf{B} \) is well known at ionospheric altitudes, measured plasma convective drift velocities can be converted to the vector electric field \( \mathbf{E} \), which would otherwise
Table 3.1: SuperDARN sites during the case study period of 31 May–1 June 2013

<table>
<thead>
<tr>
<th>Name</th>
<th>Code</th>
<th>Geographical (°)</th>
<th>Magnetic (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Latitude</td>
<td>Longitude</td>
</tr>
<tr>
<td><strong>Northern hemisphere sites</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adak West</td>
<td>adw</td>
<td>51.9</td>
<td>-176.6</td>
</tr>
<tr>
<td>Adak East</td>
<td>ade</td>
<td>51.9</td>
<td>-176.6</td>
</tr>
<tr>
<td>King Salmon</td>
<td>ksr</td>
<td>58.7</td>
<td>-156.7</td>
</tr>
<tr>
<td>Kodiak</td>
<td>kod</td>
<td>57.6</td>
<td>-152.2</td>
</tr>
<tr>
<td>Inuvik</td>
<td>inv</td>
<td>68.4</td>
<td>-133.8</td>
</tr>
<tr>
<td>Prince George</td>
<td>pgr</td>
<td>54.0</td>
<td>-122.6</td>
</tr>
<tr>
<td>Christmas Valley West</td>
<td>cvw</td>
<td>43.3</td>
<td>-120.4</td>
</tr>
<tr>
<td>Christmas Valley East</td>
<td>cve</td>
<td>43.3</td>
<td>-120.4</td>
</tr>
<tr>
<td>Saskatoon</td>
<td>sas</td>
<td>52.2</td>
<td>-106.5</td>
</tr>
<tr>
<td>Fort Hays West</td>
<td>fhw</td>
<td>38.9</td>
<td>-99.4</td>
</tr>
<tr>
<td>Fort Hays East</td>
<td>fhe</td>
<td>38.9</td>
<td>-99.4</td>
</tr>
<tr>
<td>Rankin Inlet</td>
<td>rkn</td>
<td>62.8</td>
<td>-92.1</td>
</tr>
<tr>
<td>Kapuskasing</td>
<td>kap</td>
<td>49.4</td>
<td>-82.3</td>
</tr>
<tr>
<td>Blackstone</td>
<td>bks</td>
<td>37.1</td>
<td>-78.0</td>
</tr>
<tr>
<td>Wallops Island</td>
<td>wal</td>
<td>37.9</td>
<td>-75.5</td>
</tr>
<tr>
<td>Clyde River</td>
<td>cly</td>
<td>70.5</td>
<td>-68.5</td>
</tr>
<tr>
<td>Goose Bay</td>
<td>gbr</td>
<td>53.3</td>
<td>-60.5</td>
</tr>
<tr>
<td>Stokkseyri</td>
<td>sto</td>
<td>63.9</td>
<td>-21.0</td>
</tr>
<tr>
<td>Þykkvibær</td>
<td>pyk</td>
<td>63.8</td>
<td>-20.5</td>
</tr>
<tr>
<td>Hankasalmi</td>
<td>han</td>
<td>62.3</td>
<td>26.6</td>
</tr>
<tr>
<td>Hokkaido</td>
<td>hok</td>
<td>43.5</td>
<td>143.6</td>
</tr>
</tbody>
</table>
Table 3.1: SuperDARN sites during the case study period of 31 May–1 June 2013\(^a\) (continued)

<table>
<thead>
<tr>
<th>Name</th>
<th>Code</th>
<th>Geographical (°)</th>
<th></th>
<th>Magnetic (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Latitude</td>
<td>Longitude</td>
<td>Boresight</td>
</tr>
<tr>
<td><strong>Southern hemisphere sites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Halley</td>
<td>hal</td>
<td>-75.5</td>
<td>-26.6</td>
<td>165.0</td>
</tr>
<tr>
<td>SANAE</td>
<td>san</td>
<td>-71.7</td>
<td>-2.9</td>
<td>173.2</td>
</tr>
<tr>
<td>Syowa South</td>
<td>sys</td>
<td>-69.0</td>
<td>39.6</td>
<td>165.0</td>
</tr>
<tr>
<td>Syowa East</td>
<td>sye</td>
<td>-69.0</td>
<td>39.6</td>
<td>106.5</td>
</tr>
<tr>
<td>Kerguelen</td>
<td>ker</td>
<td>-49.4</td>
<td>70.3</td>
<td>168.0</td>
</tr>
<tr>
<td>Zhongshan Station</td>
<td>zho</td>
<td>-69.4</td>
<td>76.4</td>
<td>72.5</td>
</tr>
<tr>
<td>South Pole Station</td>
<td>sps</td>
<td>-90.0</td>
<td>118.3</td>
<td>75.7</td>
</tr>
<tr>
<td>Dome C East</td>
<td>dce</td>
<td>-75.1</td>
<td>123.3</td>
<td>115.0</td>
</tr>
<tr>
<td>TIGER</td>
<td>tig</td>
<td>-43.4</td>
<td>147.2</td>
<td>180.0</td>
</tr>
<tr>
<td>McMurdo</td>
<td>mcm</td>
<td>-77.9</td>
<td>166.7</td>
<td>263.4</td>
</tr>
<tr>
<td>Unwin</td>
<td>unw</td>
<td>-46.5</td>
<td>168.4</td>
<td>227.9</td>
</tr>
</tbody>
</table>

\(^a\) Sites are listed in order of geographic longitude, west to east. Boresight is the centreline of the radar’s look direction and is measured positive east of north.
Figure 3.1: The fields of view of all SuperDARN radars operational during the case study period of 31 May–1 June 2013, plotted in magnetic invariant coordinates. The northern hemisphere radars are shown at left with mid-latitude radars in red, high-latitude in blue, and polar cap (PolarDARN) in green. The southern hemisphere radars are shown at right in blue.

Knowledge of $E$ in the ionosphere is important for studies of FAC systems because the systems primarily close through the ionosphere as Pedersen currents (flowing parallel to $E$).

### 3.1.1 Refraction and Scattering

A SuperDARN radar operates in the HF radio band (3 MHz to 30 MHz) and is capable of operating at frequencies between 8 MHz and 20 MHz. An important feature of the HF band is its over-the-horizon propagation. At HF frequencies, refraction of radio waves by ionospheric plasma is significant. The index of refraction $n$ of a plasma is given by the Appleton–Hartree equation [Appleton, 1925; Hartree, 1931]:

$$n^2 \approx 1 - \frac{N_e e^2}{4\pi^2 m_e e_0 f^2}$$

(in the high-frequency limit), where $N_e$ is the electron number density, $m_e$ is the electron mass, $e$ is the electron charge, $e_0$ is the permittivity of free space, and $f$ is the radio transmitter frequency. For frequencies in the HF band, a large enough electron density $N_e$ will cause $n$ to be appreciably less than unity, such that radio waves entering the ionosphere from below are refracted toward the
Figure 3.2: Over-the-horizon propagation of a radio wave that is refracted by the ionosphere and scattered by the ground.

The effect of $n < 1$ allows the radar field of view to extend well over the horizon, as shown schematically in Figure 3.2. A radio wave travelling outward from the radar propagates to ionospheric heights, refracts toward the ground, scatters from the ground, and propagates toward the ionosphere again. Each segment of the propagation path beginning and ending at the ground is called a “hop.” When a radio wave is scattered by plasma density irregularities or by the ground, some of the incident energy is scattered backwards along the path travelled by the incident wave and is received by the radar. This backscatter can occur in plasma at half of a hop, at the ground at one hop, in plasma again at one and one-half hops, and so on until the return signal becomes too weak to measure.

The mass difference between electrons and ions means that, to a first approximation, only the ionospheric electrons are affected by a radio wave passing through the plasma. The electrons oscillate in space with the oscillating radio wave electric field. The plasma frequency $\omega_p$ is the characteristic oscillation frequency of the plasma’s electrons when they are perturbed, and is given by

$$\omega_p^2 = \frac{N_e e^2}{m_e \varepsilon_0}.$$  

The plasma frequency may also be written $f_p$, such that $\omega_p = 2\pi f_p$. A radio wave of frequency $f$ entering the plasma will be reflected by the plasma if $f < f_p$ and transmitted through the plasma if $f > f_p$. When a transmitted wave propagates through the plasma, if there is a density irregularity structure within the plasma, the irregularity will consist of high-to-low density gradients from which some of the incident radio power will be reflected. The reflected power from a single density irregularity is small, but there are many density irregularities in a turbulent region of the
Figure 3.3: The electric field $E$ of a propagating radar wave (with wavevector $k$) and a periodic density structure in a plasma, demonstrating the alignment of their wavelengths necessary for coherent scatter. The density structure has a wavelength half that of the radio wave.

ionosphere. Because of the turbulence there will be a variety of spacing distances between the density irregularities, and periodic spacing may occur. Should the wavelength of a periodic plasma density structure equal half of the radio wavelength (tens of meters for SuperDARN), constructive interference will result, and the reflected power can be sufficient to be detected by the radar receiver. This process is called coherent scatter, and it is analogous to Bragg scattering in a crystal. Figure 3.3 shows a sketch of wavelength alignment between the electric field of a radio wave and a periodic plasma density structure.

3.1.2 Radar Operation

SuperDARN uses a monostatic radar design, meaning the same antenna array is used for transmitting and receiving. The array itself consists of a line of 16 antennas, each of which has a dedicated transmitter, power amplifier, and receiver. Transmitting the same signal from all of the antennas produces an interference pattern, similar to light passing through a diffraction grating. When the signal is transmitted in phase from all of the antennas, a narrow beam is directed in the “boresight” direction (that is, normal to the array), compared to the broad beam pattern of an individual antenna. The diffraction grating effect also produces lower power “sidelobes” to the left and right of the main lobe, or beam.

The main beam of the array can also be directed left or right of boresight by introducing a phase shift to the signal that varies linearly with antenna position, as shown in Figure 3.4. The phase shift applied to the signal at antenna $n$ is $n\Delta\phi$ for the basic shift of $\Delta\phi = kd\sin\vartheta$ for antenna
Figure 3.4: Phasing an antenna array with antenna spacing \( d \) by applying phase shifts of integer multiples of \( \Delta \phi \) to steer the main beam direction an angle \( \theta \) from boresight (array normal). The radar wavevector is denoted \( k \) and the antennas are shown along the bottom of the diagram.

spacing \( d \), wavevector magnitude \( k \), and beam direction \( \theta \) (measured relative to boresight). This configuration for steering the radar beam is called a phased array. The beam may be pointed in any azimuthal direction, with its achievable angular resolution limited only by the phasing element of the system. In practice, a typical SuperDARN radar uses 16 to 24 fixed beam directions spaced 3.24° apart, scanning across the field of view through sequential beams over a duration of one to two minutes.

SuperDARN radars operate as pulsed radars, transmitting multi-pulse sequences such as the Katscan sequence shown in Figure 3.5. The timing of the pulses is designed so that a wide range of lag time intervals can be obtained by choosing pairs of pulses from the sequence. The lag times are integer multiples of a fundamental lag time \( \tau \). This technique is called pulse coding, and is a way of obtaining received signals from only the desired range.

A range–time diagram for a simple two-pulse sequence is presented in Figure 3.6 to demonstrate pulse coding. The transmitted signal line (Tx) shows that the two pulses, which have finite width, are transmitted at times \( t_0 \) and \( t_1 = t_0 + \tau \) (for lag time \( \tau \)). The pulses travel outward from the radar at the speed of light \( c \) and are back-scattered from plasma density structures in the darker-coloured intersections of the diagonal lines. At time \( t_2 = t_0 + 2R/c \) the echo of the first pulse from the desired range \( R \) is received, but the received signal also contains what is called a “clutter” echo of the second pulse from the nearer range \( R_n \). At time \( t_3 = t_1 + 2R/c \) the echo of the second pulse
Figure 3.5: The Katscan pulse sequence. The pulses are marked by vertical bars at the top of the figure along a time axis, and are labelled according to the number of fundamental lag times $\tau$ elapsed at the transmission of each pulse. Analysis lag intervals are listed below the pulse sequence from 1 ($\tau$) to 27 ($27\tau$), and the pulse pairs used to obtain the lag intervals are noted (according to the number of $\tau$ elapsed, as at the top) and shown graphically with arrowed lines. The intervals that are not available from this sequence are marked as missing. From McWilliams [2001].
Figure 3.6: Farley diagram (range–time diagram) of a simple two-pulse sequence with transmitted (Tx) and received (Rx) signals. Range $R$ is the range being studied. $R_n$ is a nearer undesired range and $R_f$ is a farther undesired range. Time $t$ begins an arbitrary interval before the first pulse is transmitted at time $t_0$.

From $R$ is received, as well as a clutter echo of the first pulse from the farther range $R_f$. As shown by the received signal line (Rx), the received signal is masked (light grey and heavy black line) with the same pattern as the transmitted pulse sequence. Only times corresponding to the reception of the echo pulses at $t_2$ and $t_3$ are used in the analysis of signals from range $R$. (The dark grey blocks in the Rx line show where the received signal is cut off, or “blanked,” during transmission of the pulses to avoid damaging the radio receiver with excessive power. This is a necessary operational constraint for monostatic radar systems—that is, when the same antenna is used to transmit and receive.)

To remove the clutter echoes from the received signal, the complex autocorrelation function (ACF) of each possible received-signal pulse pair in the pulse sequence (with their various intervening lag times) is calculated. (For the simple two-pulse sequence there is only one such
pair.) Signals from plasma structures at range $R$ are expected to be well-correlated with each other (within the beam width, the radio bandwidth, and a handful of $\tau$) but poorly correlated with signals from plasma structures at range $R_n$ and range $R_f$, meaning only signals received from $R$ should constructively correlate. Each pulse pair contributes the ACF value for its lag time. The ACF is expressed as a discrete function of lag times, which are integer multiples of the fundamental lag time $\tau$. It can be shown [e.g., Woodman and Hagfors, 1969] that the time derivative of the phase $\varphi$ of the complex ACF is given by

$$\frac{d\varphi}{dt} = 2\pi f_D,$$

where $t$ is time and $f_D$ is the Doppler shift. The Doppler shift, calculated from the time derivative of the ACF phase, is then used to calculate the line-of-sight (l-o-s) velocity component of the periodic plasma density structures at range $R$ according to the equation for Doppler shift:

$$f + f_D = \frac{cf}{c - v},$$

where $f$ is the radar transmitter frequency, $c$ is the speed of light, and $v$ is the l-o-s speed (positive toward the radar receiver). The measured l-o-s velocity at range $R$ in the radar's beam direction is equated with the l-o-s component of the bulk plasma convective drift velocity at that location.

The complex ACF of the received signal at range $R$ can be used to study parameters of the plasma besides Doppler shift. The ACF as a function of time is converted via a Fourier transform to the ACF as a function of frequency. Functional fitting of the ACF makes it possible to determine, for example, the power received from range $R$, the spectral width of the distribution, and the correlation length and time of the plasma density structures being measured [Villain et al., 1996]. Also, in SuperDARN data, if the received signal from range $R$ has a velocity less than 30 m/s and a spectral width less than 60 m/s (when expressed in velocity units) it is classified as ground scatter. (The rationale is that the ground moves slowly and is a source of highly coherent echoes. Note that the ground includes surface water.)

SuperDARN radio receivers use a method called quadrature detection [e.g., Wehner, 1987], in which the received signal is divided into two equal parts and a 90° phase shift is applied to one of the parts. The resulting “in-phase” (unaltered) and “in-quadrature” (phase-shifted) signals provide the full complex received signal. The complex ACF of the received signal at any available range $R$ can then be calculated from the component signals.
Data from a single SuperDARN radar are conveniently viewed in a field-of-view plot, as shown in Figure 3.7, displaying measured parameters along with their azimuth and range information. In the example of Figure 3.7, a band of ground scatter (grey) is present across the field of view past range gate 30 (which represents a time-of-flight distance of 1530 km). Past range gate 40 (1980 km) there are small velocities toward and away from the radar (yellow and green) located across the central beams of the field of view, as well as fast away velocities (red) and fast toward velocities (dark blue) in the rightmost beams. Near range gate 50 (2430 km) more fast velocities are present, both toward (dark blue) and away (red), as well as some slower velocities (green, yellow, and orange). A slow toward velocity (green) is present at the centre of the far edge of the field of view. A mix of slow and fast velocities (toward and away) and ground scatter appears in the ranges nearest the radar.
Figure 3.7: Line-of-sight velocity in the field of view of the Saskatoon SuperDARN radar in MLT–MLAT coordinates. The radar location, at the bottom left, is marked with a black dot. The field of view, outlined in black, is divided into 16 beams of 75 range cells each. A range cell with measured velocity is shown as a coloured block: yellow to red (negative) represent velocity away from the radar and green to blue (positive) represent velocity toward the radar. Grey blocks represent measured data classified as ground scatter. Lines of MLT and parallels of MLAT are shown as short-dashed grey lines, with 60° MLAT at the bottom of the plot and 80° MLAT near the top.
CHAPTER 4

METHODS

4.1 Convection Map Fitting

The primary goal of SuperDARN is to monitor ionospheric plasma motion on a global scale by combining data from multiple SuperDARN radars [Greenwald et al., 1995]. The pairing of radars with overlapping fields of view is the origin of the word Dual in the SuperDARN acronym. With more than one radar covering a common viewing area, the velocity of drifting plasma structures can be observed from two different directions. The calculated resultant provides the vector velocity of the ionospheric plasma [Greenwald et al., 1995]. Ruohoniemi and Baker [1998] developed a method to extend the coverage of the two-dimensional vector velocity determination beyond the regions of overlapping observations by combining data from all available radars using a fit of a scalar electrostatic potential function $\Phi$ to the velocity data. Their processing technique is implemented in the standard SuperDARN software package, the Radar Software Toolkit (RST), and the technique and its implementation are described in this section.

4.1.1 Data Preparation

The Ruohoniemi and Baker [1998] method uses an equal-area grid over the northern or southern hemisphere of the Earth, with cells measuring approximately 111 km $\times$ 111 km, or one degree of latitude square, as shown in Figure 4.1. Radar l-o-s velocity data are filtered and smoothed and then grouped by spatial grid cell, and an electrostatic potential function $\Phi$ is fitted to the gridded l-o-s velocities denoted $u$. The equal-area grid is necessary to compensate for (1) the high spatial
Figure 4.1: The grid used for processing l-o-s velocity vectors into fitted velocity vectors. A sample of SuperDARN data from the Goose Bay station is shown. Radial lines show magnetic local time (MLT) and magnetic latitudes are marked. From Ruohoniemi and Baker [1998].

sampling density in regions near SuperDARN stations where the radar beams are narrow and low sampling density in regions far from the stations where the beams are wide, and (2) to avoid the nonuniform cell widths that would arise if a constant angular longitudinal width were used (so that cells narrowed with increasing latitude).

A filter is applied to the SuperDARN data, proceeding site by site. Data elements with large estimated uncertainty or high probability of being ground scatter are discarded. Ruohoniemi and Baker [1998] imposed an upper bound of 200 m/s on the estimated uncertainty of the l-o-s velocity components. The SuperDARN ground scatter standard implemented in RST is that any data having both l-o-s velocity less than 30 m/s and spectral width less than 60 m/s are classified as ground scatter.

Next, for each SuperDARN site, the l-o-s velocity data are smoothed both spatially and temporally. Each radar’s field of view is divided into cells by beam and range (not to be confused with the hemispheric-grid cells). Around each radar beam–range cell a $3 \times 3$ spatial grid is formed. The radar cell grid includes the central cell, the two adjacent range cells in the same beam, and the three corresponding cells in each of the two adjacent beams. The central cell is given a weight of four
and each of the surrounding cells is given a weight of two. The same nine cells in the preceding and following scans of the radar are then prepended and appended, although in these cases the central cell is given a weight of two and each surrounding cell is given a weight of one. The 27-point weighted median l-o-s velocity is calculated and assigned to the original central beam–range cell. If the assigned median l-o-s velocity is below the lower bound of 12 m/s used in RST, no velocity is assigned and the central beam–range cell is deemed empty.

The filtered, smoothed data from all of the SuperDARN radars within the hemisphere are grouped by hemispheric-grid cell. Within each grid cell, all of the l-o-s velocities from each radar are averaged to produce a resultant gridded l-o-s velocity $u$ in each grid cell for each contributing radar.

Because of spatial gaps in the radar observations, an a priori model is needed to constrain the electrostatic potential fit. A model constructed from large ensemble averages of SuperDARN data measured over several years and classified according to IMF conditions is used. To determine the prevailing IMF conditions and extract the corresponding data from the model, IMF data are obtained from the NASA GSFC multi-satellite OMNI data set through the online OMNIWeb database (URL: https://omniweb.gsfc.nasa.gov). The data in the OMNI dataset are time-shifted to the nose (or sunward extreme) of the Earth’s bow shock, a standing fluid shock in the solar wind plasma caused by the wind’s flow around the magnetosphere. A time delay is applied to the OMNI IMF data (set to a constant of 10 minutes for this thesis work) to account for the propagation time from the bow shock nose to the dayside magnetopause, where the IMF reconnects with the geomagnetic field.

### 4.1.2 The Hemispheric Electric Potential

In the Ruohoniemi and Baker [1998] technique, the electric field $E$ in the high-latitude ionosphere is assumed to be invariant with radial distance $r$, or

$$E = E(\theta, \phi),$$

where $\theta$ is the polar angle or colatitude and $\phi$ is the azimuthal angle. The field is also assumed to be irrotational (so that the magnetic field is constant on sufficiently short time scales), meaning
that \( \mathbf{E} \) can be expressed as the gradient of a scalar potential function \( \Phi(\vartheta, \phi) \):

\[
\mathbf{E}(\vartheta, \phi) = -\nabla \Phi(\vartheta, \phi) = \begin{bmatrix} 0 \\ -\frac{1}{r} \frac{\partial}{\partial \vartheta} \\ -\frac{1}{r \sin \vartheta} \frac{\partial}{\partial \phi} \end{bmatrix} \quad \Phi(\vartheta, \phi) = \begin{bmatrix} 0 \\ -\frac{1}{r} \frac{\partial}{\partial \vartheta} \Phi(\vartheta, \phi) \\ -\frac{1}{r \sin \vartheta} \frac{\partial}{\partial \phi} \Phi(\vartheta, \phi) \end{bmatrix}.
\]  

(4.2)

The definition \( \Phi = \Phi(\vartheta, \phi) \) is based on the assumption that SuperDARN measurements all occur at approximately the same altitude, and on the near-radial orientation of the high-latitude magnetic field that is approximated as perfectly radial for the purposes of potential fitting. The lack of \( r \)-dependence in \( \Phi \) means that \( \mathbf{E} = -\nabla \Phi \) has no radial component, which is consistent with frozen-in flow, \( \mathbf{E} = -\mathbf{v} \times \mathbf{B} \), and the radial magnetic field. The equivalent statement of the convective drift in equation 2.4 also supports the assumption of purely tangential velocity because of its requirement of \( \mathbf{v} \perp \mathbf{B} \) and the vertical magnetic field. Because SuperDARN detects field-aligned plasma irregularities, the measured velocities and electric fields are perpendicular to the magnetic field as expected.

Ruohoniemi and Baker [1998] chose to represent \( \Phi \) as a series of associated Legendre functions of the first kind, \( P_{lm}^m(\cos \vartheta') \), of order \( l \) and degree \( m \). The angle \( \vartheta' \) is a normalised polar angle given by

\[
\vartheta' = \frac{\pi}{\pi - \Lambda_0} \vartheta,
\]  

(4.3)

where \( \Lambda_0 \) is the low-latitude boundary of the potential, such that \( \vartheta' \) ranges from 0 to \( \pi \). The normalisation is similar to that introduced by De Santis [1992] (who normalised to \( \pi/2 \)) and allows Legendre polynomials of integer order and degree to be used, compared to the spherical cap harmonics fitting method of Haines [1985, 1988] that uses spherical harmonics of integer order and non-integer degree. The normalisation equates to a stretching of the convection pattern to cover an entire sphere before the fit is performed. For a potential, Ruohoniemi and Baker [1998] used the real part of a complex potential (found, for example, in Jackson [1975]), writing the potential \( \Phi \) as

\[
\Phi(\vartheta', \phi) = \sum_{l=0}^{L} \left( A_{10} P_{l0}^0(\cos \vartheta') + \sum_{m=1}^{l} (A_{lm} \cos m\phi + B_{lm} \sin m\phi) P_{lm}^m(\cos \vartheta') \right),
\]

(4.4)

where \( A_{lm} \) and \( B_{lm} \) are real coefficients and \( L \) is the highest order of the fit. For computer implementation it is best to express associated Legendre functions in terms of Legendre polynomials using the definition of the associated Legendre function of the first kind,

\[
P_{l}^{m}(x) = (-1)^m (1 - x^2)^{m/2} \frac{d^m}{dx^m} P_{l}(x),
\]

(4.5)
so that

\[ \Phi(x, \varphi) = \sum_{l=0}^{L} \left( A_{l0} P_l(x) \right) + \sum_{m=1}^{l} (A_{lm} \cos m \varphi + B_{lm} \sin m \varphi)(-1)^m (1 - x^2)^{m/2} \frac{d^m}{dx^m} P_l(x), \] (4.6)

where the variable \( x = \cos \vartheta' \) is introduced to simplify the expression. A Legendre polynomial, in turn, is given by [e.g., Jackson, 1975]

\[ P_l(x) = \frac{1}{2^l l!} \frac{d^l}{dx^l} ((x^2 - 1)^l). \] (4.7)

### 4.1.3 Obtaining Plasma Velocity

When the electric field, given by equation 4.2, is combined with the geomagnetic field \( B \) in the convective drift equation 2.4, the plasma velocity \( v \) can be computed from \( \Phi \). \( B \) is approximated as dipolar:

\[ B = \frac{B_{\text{polar}} R_E^3}{2 r^3} \begin{bmatrix} -2 \cos \vartheta \\ -\sin \vartheta \\ 0 \end{bmatrix}, \] (4.8)

where \( B_{\text{polar}} = 0.62 \times 10^{-4} \) T is the field magnitude at a pole of the Earth and \( R_E = 6371 \) km is the mean radius of the Earth. The magnitude of the field is

\[ B = \frac{B_{\text{polar}} R_E^3}{2 r^3} \sqrt{3 \cos^2 \vartheta + 1}. \] (4.9)

Inserting \( E, B, \) and \( B \) into equation 2.4, the result is

\[ v = \begin{bmatrix} v_r \\ v_\vartheta \\ v_\varphi \end{bmatrix} = \frac{4r^2}{B_{\text{polar}} R_E^3 (3 \cos^2 \vartheta + 1)} \begin{bmatrix} -\sin \vartheta \frac{\partial}{\partial \varphi} \Phi \\ -\frac{\tan \vartheta}{\tan \varphi} \frac{\partial}{\partial \vartheta} \Phi \\ -\cos \vartheta \frac{\partial}{\partial \vartheta} \Phi \end{bmatrix}. \] (4.10)

At high latitudes \( \sin \vartheta / 2 \) is small, supporting the assumption that the velocity measured by SuperDARN radars has a negligible radial component.
4.1.4 Fitting the Potential

Fitting a potential function, and the resulting fit velocities \( v \), to the gridded velocities \( u \) is achieved by minimising \( \chi^2 \) through singular value decomposition [e.g., Press et al., 1992]. The parameter \( \chi \) is defined by

\[
\chi^2 = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} (v_i \cdot \hat{u}_i - u_i)^2 ,
\]

where \( u_i \) is the \( i \)th of \( N \) gridded velocities, \( v_i \) is the corresponding \( i \)th velocity of \( N \) velocities calculated using equation 4.10, \( \sigma_i \) is the uncertainty in gridded velocity \( u_i \) (further discussed in Ruohoniemi and Baker [1998]), and \( \hat{u}_i \) and \( u_i \) are the direction and magnitude of \( u_i \), respectively.

Shepherd and Ruohoniemi [2000] changed the equatorward boundary of the convection pattern, where plasma velocity is set to zero, from a circular boundary to the Heppner–Maynard boundary (HMB). Heppner and Maynard [1987] found that the edge of the convection pattern is mostly circular but with a poleward perturbation on the dayside as shown in Figure 4.2. The shape is maintained through varying geomagnetic activity levels, but the boundary expands equatorward as geomagnetic activity increases. Shepherd and Ruohoniemi [2000] define a family of HMB curves and choose the curve that contains nearly all gridded data with velocity over a set threshold. The SuperDARN standard implemented in RST is to use the lowest-latitude curve at which three or more gridded velocities of at least 100 m/s are present.

When the fitting is completed, the set of coefficients of the potential \( A_{lm} \) and \( B_{lm} \) are given as output by the RST software, along with the gridded velocities and statistical model velocities, their locations, the IMF conditions used, the order of the fit, the location of the HMB, and some other relevant information.

4.1.5 Fit Velocity and True Velocity

The potential-derived velocity field \( v \), or the fit velocity, can be calculated over the hemispheric grid area from the coefficients to produce a fitted convection velocity map. An example of such a map, also including contours of the potential, the HMB, and the IMF conditions applied to the fitting, is shown in Figure 4.3. The map shows the potential contours (as solid and dashed curves, denoting positive and negative potential, respectively) and the resulting fitted plasma velocity field (as colour-coded barbs) at grid cells where the fit is constrained by measured SuperDARN data. A
two-cell convection pattern can be seen in the plasma flow vectors and the potential contours, with the dusk cell centred at approximately 75° MLAT and 18:30 MLT.

On a given map, the fitted velocity vectors are generally reliable only in areas where the fit is constrained by measured, gridded data, and for this reason only fitted vectors at the same coordinates as the gridded vectors are plotted. However, it is possible even then that the fitted vectors differ greatly from the l-o-s measurements by the radars because of close spacing of divergent data from different radars, lack of widespread favourable radar scattering conditions that leads to heavy dependence on the statistical model, or peculiarities of the data from any of the radars (for example, contamination by E-region or meteor scatter). Therefore, the “true vector” (or true velocity) parameter is introduced in SuperDARN convection fitting. The component of the fitted velocity $\mathbf{v}$ that is perpendicular to the gridded l-o-s vector $\mathbf{u}$ is added to the gridded vector to produce a modified resultant, the true vector $\mathbf{v}_t$:

$$\mathbf{v}_t = \mathbf{u} + \hat{\mathbf{u}} \times (\mathbf{v} \times \hat{\mathbf{u}}). \tag{4.12}$$

True vectors have closer connections to the measured l-o-s velocities than purely fitted vectors have in cases where the a priori model dominates a fit, but true vectors still take fitting into account so the large-scale combination of multiple radars is not ignored. Examination of true vectors may re-
Figure 4.3: A sample SuperDARN convection map in magnetic coordinates, including MLAT and MLT. This example, from the 00:48 universal time (UT) to 00:50 UT interval on 1 June 2013, used a sixth-order Legendre polynomial fit. Plasma velocities are shown as coloured barbs originating in black circles (which mark the locations of the fitted vectors) and pointing in the direction of flow, with both barb length and colour corresponding to speed. A sample scale vector of length 400 m/s is shown in the upper left corner of the plot. The colour bar at the right shows the colour scale of the speed. The contours of the electrostatic potential are shown as solid (positive potential) and long-dashed (negative potential) curves. The HMB is shown as a heavy dotted line. Circles of magnetic invariant latitude (at 60° MLAT and 80° MLAT) and lines of MLT are shown as short-dashed lines, and the MLT lines are labelled at the edges of the map. The IMF conditions at the dayside magnetopause are shown in the upper right corner of the figure: the IMF projection on the GSM y–z plane is plotted and the magnitude of the projection is annotated along the top of the map.
veal regions of fitting inconsistent with the original data—visible as vectors that differ widely from their neighbours or from the fitted convection pattern—which suggest the fit may not be reliable in those areas and therefore greater care must be taken when making physical interpretations.

4.2 Estimating FAC Using the Potential

As discussed in Section 2.4.1, estimations of $\frac{J_{\parallel}}{\Sigma P}$ can be made using equation 2.30 if the curl of velocity (specifically, the component perpendicular to the magnetic field) can be found. This approach was used by Sofko et al. [1995] and McWilliams [1997], for example, and a diagram of the configuration used by McWilliams [1997] is shown in Figure 4.4. In this technique, Stokes’ theorem is used to obtain the plasma flow vorticity in a cell formed by overlapping SuperDARN beams. Stokes’ theorem can be stated:

$$\int_S da \cdot (\nabla \times \mathbf{v}) = \oint_{\partial S} dl \cdot \mathbf{v},$$

for a vector quantity $\mathbf{v}$ over a surface $S$ (where $da$ and $dl$ represent infinitesimal area and length elements, respectively, and $\partial S$ is the boundary of $S$). Although the Stokes’ theorem technique is effective, it is limited by its requirements of overlapping SuperDARN fields of view and of measured velocity data sufficient to perform an integration around the boundary of each radar beam intersection cell, and is somewhat time-consuming and difficult to automate. An adapted version of the Stokes’ theorem technique is described in Section 4.3.

In contrast to the Stokes’ theorem method, this thesis takes a new approach: calculating FAC estimates directly from the SuperDARN fitted potential function $\Phi$. This method takes advantage of the fast-cadence potential function output from SuperDARN, the spatial coverage and resolution of SuperDARN, and the ability of the SuperDARN fitting technique to operate using sparse measured data. Calculations directly from the potential also have the advantages of being computationally faster and more easily automated than the Stokes’ theorem method.

When using the potential, it is convenient to return to equation 2.19 rather than to calculate the plasma flow vorticity. Neglecting the conductivity gradients and the divergence of the Hall current (all of which are small, as previously established), then

$$\frac{J_{\parallel}}{\Sigma P} \approx -\nabla_{\perp} \cdot \mathbf{E}.$$  \hspace{1cm} (4.14)
Figure 4.4: Plasma flow vorticity measurement configuration from McWilliams [1997]. The lines radiating from the radars represent the radar beam edges and shaded areas represent the beam intersection cells. Arrows represent plasma flow velocities. The indices $i$ and $j$ refer to the beam numbers of the western and eastern radars, respectively.
Using the electrostatic potential $\Phi$ and dropping the $\perp$ sign,

$$\frac{J_{\parallel}}{\Sigma p} \approx -\nabla \cdot E = -\nabla \cdot (-\nabla \Phi) = \nabla^2 \Phi. \tag{4.15}$$

The Laplacian can be expanded to yield the FAC estimate in terms of the potential:

$$\frac{J_{\parallel}}{\Sigma p} \approx \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} \Phi \right) + \frac{1}{r^2 \sin \vartheta} \frac{\partial}{\partial \vartheta} \left( \sin \vartheta \frac{\partial}{\partial \vartheta} \Phi \right) + \frac{1}{r^2 \sin^2 \vartheta} \frac{\partial^2}{\partial \varphi^2} \Phi$$

$$\approx \frac{1}{r^2 \sin \vartheta} \left( \cos \vartheta \frac{\partial}{\partial \vartheta} \Phi + \sin \vartheta \frac{\partial^2}{\partial \vartheta^2} \Phi + \frac{1}{\sin \vartheta} \frac{\partial^2}{\partial \varphi^2} \Phi \right). \tag{4.16}$$

Equation 4.16 requires derivatives of the potential $\Phi$ with respect to $\vartheta$ and $\varphi$. For $\vartheta$ it is first necessary to find derivatives with respect to $\vartheta'$. By inspection, these will have the same form as equation 4.4 but with $P_{l}^{m}(\cos \vartheta')$ replaced by a corresponding derivative:

$$\frac{\partial}{\partial \vartheta'} P_{l}^{m}(x) = \frac{\partial}{\partial \vartheta'} \frac{\partial}{\partial x} P_{l}^{m}(x)$$

$$= -\sin \vartheta' \frac{\partial}{\partial x} P_{l}^{m}(x)$$

$$= -\sqrt{1 - x^2} P_{l}^{m}(x), \tag{4.17}$$

where $P_{l}^{m}(x) = \frac{\partial}{\partial x} P_{l}^{m}(x)$, and

$$\frac{\partial^2}{\partial \vartheta^2} P_{l}^{m}(x) = -\cos \vartheta' \frac{\partial}{\partial x} P_{l}^{m}(x) - \sin \vartheta' \frac{\partial}{\partial \vartheta'} \frac{\partial}{\partial x} P_{l}^{m}(x)$$

$$= -\cos \vartheta' \frac{\partial}{\partial x} P_{l}^{m}(x) + \sin^2 \vartheta' \frac{\partial^2}{\partial x^2} P_{l}^{m}(x)$$

$$= -x P_{l}^{m}(x) + (1 - x^2) \frac{\partial^2}{\partial x^2} P_{l}^{m}(x). \tag{4.18}$$

Using equation 4.5, the first derivative in $x$ of $P_{l}^{m}(x)$ (that is, $P_{l}^{m}(x)$) can be written

$$\frac{\partial}{\partial x} P_{l}^{m}(x) = P_{l}^{m}(x) = (-1)^m m \frac{1}{2} (1 - x^2)^{\frac{m}{2} - 1} (-2x) \frac{d^m}{dx^m} P_{l}(x)$$

$$+ (-1)^m (1 - x^2)^{\frac{m}{2}} \frac{d^{m+1}}{dx^{m+1}} P_{l}(x)$$

$$= -\frac{mx}{1 - x^2} (-1)^m (1 - x^2)^{\frac{m}{2}} \frac{d^m}{dx^m} P_{l}(x)$$

$$+ (-1)^{m+1} (1 - x^2)^{\frac{m+1}{2} - \frac{1}{2}} \frac{d^{m+1}}{dx^{m+1}} P_{l}(x)$$

$$= -\frac{mx}{1 - x^2} P_{l}^{m}(x) + (-1)^{m+1} \frac{(1 - x^2)^{\frac{m+1}{2}}}{\sqrt{1 - x^2}} \frac{d^{m+1}}{dx^{m+1}} P_{l}(x)$$

$$= -\frac{1}{\sqrt{1 - x^2}} \frac{mx}{1 - x^2} P_{l}^{m}(x) + P_{l}^{m+1}(x). \tag{4.19}$$
The second derivative in $x$ can be written

$$
\frac{\partial^2}{\partial x^2} P_l^m(x) = -\frac{x}{(1-x^2)^{\frac{3}{2}}} \left( \frac{mx}{\sqrt{1-x^2}} P_l^m(x) + P_l^{m+1}(x) \right) - \frac{1}{\sqrt{1-x^2}} \left( \frac{m}{(1-x^2)^{\frac{3}{2}}} P_l^m(x) + \frac{mx}{\sqrt{1-x^2}} P_l^{m+1}(x) \right) 
+ \frac{mx}{\sqrt{1-x^2}} P_l^m(x) + P_l^{m+1}(x) 
= \frac{x}{1-x^2} P_l^m(x) - \frac{1}{\sqrt{1-x^2}} \left( \frac{m(1-x^2) + mx^2}{(1-x^2)^{\frac{3}{2}}} P_l^m(x) + \frac{mx}{\sqrt{1-x^2}} P_l^{m+1}(x) \right) 
= -\left( \frac{m}{(1-x^2)^{\frac{3}{2}}} P_l^m(x) + \frac{(m-1)x}{1-x^2} P_l^m(x) + \frac{1}{\sqrt{1-x^2}} P_l^{m+1}(x) \right) 
= \frac{m((m+1)x^2 - 1)}{(1-x^2)^2} P_l^m(x) + \frac{2mx}{(1-x^2)^{\frac{3}{2}}} P_l^{m+1}(x) + \frac{1}{1-x^2} P_l^{m+2}(x). \tag{4.20}
$$

The first derivative in $\vartheta'$ is then

$$
\frac{\partial}{\partial \vartheta'} P_l^m(x) = \frac{mx}{\sqrt{1-x^2}} P_l^m(x) + P_l^{m+1}(x), \tag{4.21}
$$

and the second derivative is

$$
\frac{\partial^2}{\partial \vartheta'^2} P_l^m(x) = -xP_l^m(x) 
+ (1-x^2) \left( \frac{m((m+1)x^2 - 1)}{(1-x^2)^2} P_l^m(x) + \frac{2mx}{(1-x^2)^{\frac{3}{2}}} P_l^{m+1}(x) + \frac{1}{1-x^2} P_l^{m+2}(x) \right) 
= \frac{m((m+2)x^2 - 1)}{1-x^2} P_l^m(x) + \frac{(2m+1)x}{\sqrt{1-x^2}} P_l^{m+1}(x) + P_l^{m+2}(x). \tag{4.22}
$$

The derivative of $P_l^m(\cos \vartheta')$ with respect to $\vartheta$ is

$$
\frac{\partial}{\partial \vartheta} P_l^m(\cos \vartheta') = \frac{\partial}{\partial \vartheta'} P_l^m(\cos \vartheta') \frac{\partial}{\partial \vartheta} \vartheta' = \frac{\pi}{\varpi - \Lambda_0} \frac{\partial}{\partial \vartheta'} P_l^m(\cos \vartheta'), \tag{4.23}
$$

and the second derivative is

$$
\frac{\partial^2}{\partial \vartheta'^2} P_l^m(\cos \vartheta') = \left( \frac{\pi}{\varpi - \Lambda_0} \right)^2 \frac{\partial^2}{\partial \vartheta'^2} P_l^m(\cos \vartheta'). \tag{4.24}
$$

Finally, combining equation 4.23 and equation 4.21 and applying them to equation 4.4 gives the
first $\vartheta$ derivative:

\[
\frac{\partial}{\partial \vartheta} \Phi(x, \varphi) = \frac{\pi}{2 - \Lambda_0} \sum_{l=0}^{L} \left( A_{l0} \frac{\partial}{\partial \vartheta} P_l^0(x) + \sum_{m=1}^{l} (A_{lm} \cos m\varphi + B_{lm} \sin m\varphi) \frac{\partial}{\partial \vartheta} P_l^m(x) \right)
\]

\[
= \frac{\pi}{2 - \Lambda_0} \sum_{l=0}^{L} \left( A_{l0} P_l^1(x) + \sum_{m=1}^{l} (A_{lm} \cos m\varphi + B_{lm} \sin m\varphi) \left( \frac{mx}{\sqrt{1-x^2}} P_l^m(x) + P_l^{m+1}(x) \right) \right)
\]

\[
= \frac{\pi}{2 - \Lambda_0} \sum_{l=0}^{L} \left( -A_{l0} \sqrt{1-x^2} \frac{d}{dx} P_l(x) + \sum_{m=1}^{l} (A_{lm} \cos m\varphi + B_{lm} \sin m\varphi) \left( (-1)^m m \sqrt{1-x^2} \frac{d^{m+1}}{dx^{m+1}} P_l(x) \right) \right)
\]

Combining equation 4.24 and equation 4.22 and applying them to equation 4.4 gives the second $\vartheta$ derivative:

\[
\frac{\partial^2}{\partial \vartheta^2} \Phi(x, \varphi) = \left( \frac{\pi}{2 - \Lambda_0} \right) \sum_{l=0}^{L} \left( A_{l0} \frac{\partial^2}{\partial \vartheta^2} P_l^0(x) + \sum_{m=1}^{l} (A_{lm} \cos m\varphi + B_{lm} \sin m\varphi) \frac{\partial^2}{\partial \vartheta^2} P_l^m(x) \right)
\]

\[
= \left( \frac{\pi}{2 - \Lambda_0} \right) \sum_{l=0}^{L} \left( A_{l0} \left( \frac{x}{\sqrt{1-x^2}} P_l^1(x) + P_l^2(x) \right) + \sum_{m=1}^{l} (A_{lm} \cos m\varphi + B_{lm} \sin m\varphi) \left( \frac{m(mx^2-1)}{1-x^2} P_l^m(x) + \frac{(2m+1)x^m}{\sqrt{1-x^2}} P_l^{m+1}(x) + P_l^{m+2}(x) \right) \right)
\]

\[
= \left( \frac{\pi}{2 - \Lambda_0} \right) \sum_{l=0}^{L} \left( -A_{l0} \frac{d}{dx} P_l(x) + (1-x^2) \frac{d^2}{dx^2} P_l(x) + \sum_{m=1}^{l} (A_{lm} \cos m\varphi + B_{lm} \sin m\varphi) \left( (-1)^m m(mx^2-1)(1-x^2)^{m-1} \frac{d^m}{dx^m} P_l(x) \right. \right.
\]

\[
+ (-1)^{m+1} (2m+1)x(1-x^2)^{m-1} \frac{d^{m+1}}{dx^{m+1}} P_l(x) + \left. \sum_{m=1}^{l} \left( A_{lm} \cos m\varphi + B_{lm} \sin m\varphi \right) \left( (-1)^m (1-x^2)^{m+1} \frac{d^{m+2}}{dx^{m+2}} P_l(x) \right) \right) \right).
\]

(4.26)
The derivatives in $\varphi$ of equation 4.4 are:

$$\frac{\partial}{\partial \varphi} \Phi(x, \varphi) = \sum_{l=0}^{L} \sum_{m=1}^{l} m(-A_{lm} \sin m\varphi + B_{lm} \cos m\varphi) P_{l}^{m}(x)$$

$$= \sum_{l=0}^{L} \sum_{m=1}^{l} (-1)^{m} m(-A_{lm} \sin m\varphi + B_{lm} \cos m\varphi)(1 - x^2)^{\frac{m}{2}} \frac{d^{m}}{dx^{m}} P_{l}(x), \quad (4.27)$$

$$\frac{\partial^{2}}{\partial \varphi^{2}} \Phi(x, \varphi) = -\sum_{l=0}^{L} \sum_{m=1}^{l} m^{2}(A_{lm} \cos m\varphi + B_{lm} \sin m\varphi) P_{l}^{m}(x)$$

$$= \sum_{l=0}^{L} \sum_{m=1}^{l} (-1)^{m+1} m^{2}(A_{lm} \cos m\varphi + B_{lm} \sin m\varphi)(1 - x^2)^{\frac{m}{2}} \frac{d^{m}}{dx^{m}} P_{l}(x). \quad (4.28)$$

It is then possible to produce maps of $J_\parallel/\Sigma_P$, such as that shown in Figure 4.5.

Although $J_\parallel/\Sigma_P$ can be calculated analytically from the potential $\Phi$, the method of fitting the potential chosen by Ruohoniemi and Baker [1998] means that the results of $J_\parallel/\Sigma_P$ calculations may not, in fact, be mathematically consistent. De Santis [1992], in introducing the method that would later be used in SuperDARN potential fitting, approximated $\sin \vartheta \approx \vartheta$ in order to convert Legendre’s equation to a form in which $\vartheta$ may be scaled. He acknowledged that expanding the upper bound of $\vartheta$ to $\pi/2$ (compared to $\pi$ in SuperDARN fitting) makes $\sin \vartheta \approx \vartheta$ no longer valid, but considered the results to be a fair approximation nevertheless. Green et al. [2006] discussed the method further and noted that reconstructed vectors calculated from the fitted potential are indeed valid. They did, however, point out that “stretching the data in this way distorts the basis functions so that they are no longer eigenfunctions of the Laplacian [p. 945],” meaning that analysis beyond reconstruction of the vector field must be done numerically or with complicated transformations to retain accuracy. In addition to the effects of the scaling, the Altitude-Adjusted Corrected Geomagnetic (AACGM) system of magnetic invariant coordinates used in the fitting of SuperDARN data (and from which the MLAT and MLT coordinates used in this thesis are obtained) is itself constructed in a non-orthogonal basis, built as it is upon realistic magnetic field line tracing between the northern and southern hemispheres [Baker and Wing, 1989].

Despite the reservations expressed by Green et al. [2006] and the non-orthogonal basis of the AACGM coordinates, this thesis proceeds with the approximations made by De Santis [1992] and consequently by Ruohoniemi and Baker [1998], although future improvements are suggested in Section 6.1. The following section compares $J_\parallel/\Sigma_P$ estimates calculated directly from the SuperDARN best-fit potential to estimates calculated numerically using Stokes’ theorem, following, for
Figure 4.5: $J_\parallel/\Sigma_P$ in the 01:22 UT to 01:24 UT interval on 1 June 2013, calculated analytically from the SuperDARN potential function, in MLAT–MLT coordinates. $J_\parallel/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_\parallel/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
Figure 4.6: Velocity components and dimensions of typical adjacent Ruohoniemi and Baker [1998] grid cells. The central cell has components denoted $c$, the west cell $w$, the east cell $e$, the poleward cell $p$, and the equatorward cell $q$. Cell height $h$ is constant for all cells. Poleward edge cell length $l$ is less than equatorward cell length $w + e$.

example, Sofko et al. [1995] and McWilliams [1997]. Stokes’ theorem is independent of the coordinate system used, requiring only a surface with a closed boundary, so the non-orthogonal basis resulting from the De Santis [1992] approximations and the use of AACGM coordinates does not pose a problem. The results of the potential calculation method are consistent with the results of the established Stokes’ theorem method, meaning the new method may be employed without significant loss of accuracy when compared to the existing method.

4.3 Calculating Plasma Flow Vorticity Using Stokes’ Theorem

The curl of velocity can be calculated from discrete velocity data using Stokes’ theorem, an established approach introduced by Sofko et al. [1995]. Using equation 4.13, if $S$ is an $n$-sided polygon and $\mathbf{v}$ is constant along each of the sides of $S$, then the integrals of Stokes’ theorem can be converted to multiplications and additions:

$$A \mathbf{\nabla} \times \mathbf{v} = \sum_{i=1}^{n} v_i l_i,$$

(4.29)

where $A$ is the area of $S$, $l_i$ is the length of the $i$th side of $S$, and $v_i$ is the parallel component of $\mathbf{v}$ along the $i$th side.

It was convenient in the case of this thesis to use the grid cells defined by Ruohoniemi and Baker [1998] as the $S$ surfaces, as shown in Figure 4.6. The fitting process already considers the $\theta$
and \( \varphi \) components of the velocity in a grid cell to be constant over the area of the approximately trapezoidal cell.

The velocity component parallel to the eastern or western boundary of a grid cell was calculated from the average of the \( \vartheta \) velocity components of that cell and its neighbour to the east or west. For example, the central cell in Figure 4.6 has a western boundary parallel velocity magnitude \( v_w \) of

\[
v_w = \frac{v_{\vartheta w} + v_{\vartheta e}}{2}, \tag{4.30}
\]

which is multiplied by the north–south cell height \( h \) for use in the sum of equation 4.29.

Calculating the velocity component parallel to the northern or southern boundary of a cell required the irregular arrangement of the cells to be considered, so the \( \varphi \) velocity components of the adjacent cells were combined in an average weighted by the lengths of the shared boundaries between the cells. For example, the central cell in Figure 4.6 has only one neighbouring cell on the poleward side and the cells have a shared boundary of length \( l \), so the parallel velocity magnitude \( v_p \) times length \( l_p \) that enters into the sum of equation 4.29 is

\[
v_p l_p = \frac{v_{\varphi p} + v_{\varphi e}}{2} l. \tag{4.31}
\]

The central cell borders two cells on the equatorward side, however, so the parallel velocity magnitude \( v_q \) times length \( l_q \) is

\[
v_q l_q = \frac{v_{\varphi q 1} w + v_{\varphi q 2} e + v_{\varphi c} (w + e)}{2}. \tag{4.32}
\]

The \( \vartheta \) components of velocity were all oriented as positive in the \( \hat{\vartheta} \) direction, and the \( \varphi \) components were all oriented as positive in the \( \hat{\varphi} \) direction. To obtain a curl from equation 4.29 that was positive counterclockwise, the sum was computed thus:

\[
\sum_{i=1}^{n} v_i l_i = v_w l_w + v_q l_q - v_e l_e - v_p l_p. \tag{4.33}
\]

Lengths used in these calculations were measured on the surface of the sphere, and were not chords.

The area \( A \) of each grid cell on the surface of the sphere was calculated exactly: it can be shown that

\[
A = r^2 \Delta \varphi \left( \sin \Lambda_p - \sin \Lambda_q \right), \tag{4.34}
\]
where \( r \) is the radius of the sphere, \( \Delta \varphi \) is the angular (longitudinal) width of the grid cell, and \( \Lambda_p \) and \( \Lambda_q \) are the poleward and equatorward bounding magnetic latitudes of the grid cell, respectively.

Two special cases occurred when using Stokes’ theorem to calculate plasma flow vorticity on the Ruohoniemi and Baker [1998] grid. First, the plasma velocity at the equatorward edge of the grid is set to zero in the fitting process, so for consistency the last row of grid cells had each cell’s equatorward boundary velocity set to zero. Second, the most poleward of the grid cells are triangular, tapering to a point at the pole, and have no poleward boundary contribution. Applying the same calculation method to the grid cells at the pole was found to produce unreliable results, so Stokes’ theorem was applied to the full spherical cap consisting of the polar grid cells. The equatorward boundary length and parallel velocity were found for each of the polar cells, and the sum of the contributions of all polar cells was divided by the area \( A \) of the full spherical cap, given by

\[
A = 2\pi r^2 \left(1 - \sin \Lambda_q\right).
\]

The resulting value of \( J_\parallel/\Sigma_P \) was assumed to be uniform over the spherical cap and assigned to each of the polar cells.

Plasma flow vorticity estimates calculated using Stokes’ theorem are included in this thesis for comparison and validation of FAC estimates calculated directly from the best-fit potential using equation 4.16. Stokes’ theorem was used to calculate \( J_\parallel/\Sigma_P \) from the fitted velocity components in every cell of the northern hemisphere convection map to compare with \( J_\parallel/\Sigma_P \) calculated using equation 4.16 as a test of consistency. Stokes’ theorem applied to fitted velocities and equation 4.16 should produce similar results because both are computed from the same fitted potential function. Stokes’ theorem was also applied to calculate \( J_\parallel/\Sigma_P \) estimates using raw gridded SuperDARN velocity vectors resolved into \( \vartheta \) and \( \varphi \) components to compare with \( J_\parallel/\Sigma_P \) calculated using both of the methods that were based on the fitted potential. In this way it was possible to examine whether the potential fitting method returned reasonable results for \( J_\parallel/\Sigma_P \) in light of the input velocity data, whichever way \( J_\parallel/\Sigma_P \) was calculated from the potential. To use the raw gridded velocity data it was necessary to set velocity to zero in grid cells that did not contain measured SuperDARN data. (That is, no model or fitting contributions were included.)

A complication in the implementation of Stokes’ theorem using gridded velocity data was the occasional occurrence of multiple gridded velocity vectors in some of the grid cells. As described
above, RST combines all of the data from each radar into a single velocity in each grid cell, but does not combine data from different radars. Multiple velocity vectors, one from each radar, may be contained in a grid cell. The fitting process is such that this should not have a large effect in practice: at each cell with gridded data, the comparison of the fitted velocity with the gridded velocity is added to the $\chi^2$ sum in accordance with equation 4.11. How many times a grid cell contributes data is not important to the algorithm. The result is a sort of implicit averaging of velocity within a cell when multiple vectors are present. It is not straightforward singular value decomposition, but it is still usable. For plotting of raw or true velocity the occurrence of multiple data in a cell is likewise not a problem, as all vectors can be plotted. However, calculation of a single value for a specific cell, such as curl, must take account of all available data at once. Therefore, the full set of gridded velocity data were processed before performing a Stokes’ theorem calculation to ensure there was only one gridded velocity vector in each grid cell. The simple method chosen to reduce multiple data within a cell was to average all $\vartheta$ components and all $\varphi$ components separately and calculate a single resultant.

Figure 4.7 shows $J_{||}/\Sigma_P$ estimated by applying Stokes’ theorem to the Ruohoniemi and Baker [1998] grid cells. When compared to Figure 4.5, the $J_{||}/\Sigma_P$ features appear to match well in size, shape, sense, and intensity (the same colour scale is used for both plots). The comparison of the two methods is made more clear when the absolute difference between the $J_{||}/\Sigma_P$ estimates calculated using Stokes’ theorem and the estimates calculated from the potential using equation 4.16 are plotted in Figure 4.8 using a colour scale that extends 10% as far as that of Figures 4.5 and 4.7. To produce this plot, $J_{||}/\Sigma_P$ was calculated from the potential at the centre of each grid cell and subtracted from the Stokes’ theorem result for $J_{||}/\Sigma_P$ in that cell. The largest differences occur at the equatorward and poleward edges of the grid, which can be explained respectively as the effects of setting zero plasma velocity at the equatorward boundary and of the mathematical pole that equation 4.16 has at the coordinate poles. Everywhere else on the map the difference is small, even with this 10% colour scale. An examination of the data reveals that the largest relative differences occur where the value of $J_{||}/\Sigma_P$ is small. The level of agreement seen in these examples is typical of comparisons between potential-calculated $J_{||}/\Sigma_P$ estimates and Stokes’ theorem $J_{||}/\Sigma_P$ estimates using fitted velocities.

Figure 4.9 shows estimated $J_{||}/\Sigma_P$ calculated by applying Stokes’ theorem to the raw gridded
Figure 4.7: $J_{\parallel}/\Sigma P$ in the 01:22 UT to 01:24 UT interval on 1 June 2013, calculated by applying Stokes’ theorem to the fitted velocities in the grid cells of Ruohoniemi and Baker [1998], in MLAT–MLT coordinates. $J_{\parallel}/\Sigma P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_{\parallel}/\Sigma P$ as shown by the colour bar at the right of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM y–z plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
Figure 4.8: The absolute difference between the Stokes’ theorem estimates of $J_{\parallel}/\Sigma_P$ (Figure 4.7) and the potential-calculated estimates of $J_{\parallel}/\Sigma_P$ (Figure 4.5) in the 01:22 UT to 01:24 UT interval of 1 June 2013, in MLT–MLAT coordinates. The difference is plotted as a heat map showing the Stokes’ theorem value minus the potential-calculated value, according to the colour bar at the right of the figure. The colour scale has 10% of the extent of the scale used in previous maps of $J_{\parallel}/\Sigma_P$ estimates. Circles of MLAT and lines of MLT are shown as short-dashed lines, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
SuperDARN velocity data. There are two main clusters of visible FAC present, which necessarily correspond to the cells containing measured, gridded data (marked with black dots). In the afternoon cluster, a central region of upward FAC (red) centred at 17:30 MLT and 80° MLAT corresponds to the larger, similarly located region of upward FAC seen in the preceding Figures 4.5 and 4.7. A region of downward FAC (blue) closer to the pole also has a counterpart in the figures based on the potential. In the poleward portion of the morning data cluster centred at 03:30 MLT and 70° MLAT, a region of downward FAC paired with a region of upward FAC corresponds to the edge of the postmidnight downward FAC region in the preceding figures. A small data cluster is also seen at 20:00 MLT and 65° MLAT. In this cluster, upward FAC is on the poleward side and tilted slightly toward midnight, and downward FAC is on the equatorward side and tilted slightly toward sunset. A similar arrangement is seen at this location in the preceding plots (Figures 4.5 and 4.7).

In all of the cases of inconsistency of $J_\|/\Sigma_P$ estimates determined from the measured, gridded data and the potential-calculated data, the most noticeable discrepancies are seen when the edges of the FAC regions in Figure 4.9 are compared to the corresponding locations in Figures 4.5 and 4.7. In the calculation using raw gridded data, all of the grid cells except those containing original measured data (which are marked with black dots) have plasma velocity components set to zero, resulting in sharp, stepwise transitions at the edges of measured data regions. The sudden changes can lead to overestimation of $J_\|/\Sigma_P$. For example, if a grid cell has parallel plasma velocity components in the same direction at opposing cell boundaries, the counterclockwise integration around the grid cell used for the Stokes’ theorem calculation causes a partial cancellation between the velocities. Should one of the parallel velocity components be set to zero, as was done in the case of Figure 4.9, the cancellation disappears and the calculated $J_\|/\Sigma_P$ artificially becomes either larger or smaller, depending on the contributions of the other sides. Overall, the level of agreement seen between this $J_\|/\Sigma_P$ estimate calculated from raw gridded data using Stokes’ theorem and the $J_\|/\Sigma_P$ estimate in Figure 4.5 calculated directly from the fitted potential is typical of such comparisons.
Figure 4.9: $J_{\parallel}/\Sigma_P$ in the 01:22 UT to 01:24 UT interval on 1 June 2013, calculated by applying Stokes’ theorem to only the measured, gridded SuperDARN velocity data, in MLAT–MLT coordinates. $J_{\parallel}/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_{\parallel}/\Sigma_P$ as shown by the colour bar at the right of the figure. Grid cells containing measured data are marked with black dots. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
4.4 Comparison with the Multi-Satellite AMPERE Project

In order to show that the method presented in this thesis may be consistent with externally-derived estimates of FAC, a comparison with published FAC data from AMPERE (Active Magnetosphere and Planetary Electrodynamics Response Experiment) is presented here. The AMPERE project [Anderson et al., 2000] uses data from the engineering magnetometers on board the satellites of the commercial Iridium constellation to estimate FACs. AMPERE produces FAC information from in-situ measurements of the magnetic field in low Earth orbit, estimating $J_\parallel$ from Ampère’s law $\nabla \times \mathbf{B} = \mu_0 \mathbf{J}$, compared to $J_\parallel/\Sigma P$ estimated by SuperDARN.

Still, AMPERE has its own limitations. The Iridium satellites (there are over 70) are deployed in polar orbits in six planes spaced approximately two hours apart (at AMPERE’s altitude of 780 km [Anderson et al., 2000], that is approximately 1900 km at 60° latitude), and orbit once in approximately 104 minutes. The satellites have an average latitudinal spacing of approximately 33°. Each satellite transmits magnetometer data to the ground with a typical sampling rate of one every 200 seconds, placing a practical lower bound on the time resolution of the method [Anderson et al., 2000]. Although AMPERE does not rely on modelled ionospheric conductivity, to estimate FAC from satellite data it is necessary to assume infinite sheets of current [Ijima and Potemra, 1976b], making the AMPERE method an approximation, just as the SuperDARN method is.

SuperDARN FAC maps can be produced every one to two minutes depending on the radar scan mode used, and the method provides latitudinal and longitudinal spacing of approximately 111 km (which is approximately 10 minutes of MLT at 60° latitude). When favourable radar scattering conditions are widespread, SuperDARN provides excellent coverage compared to AMPERE in both space and time.

Maps of $J_\parallel/\Sigma P$ were generated from SuperDARN data following the method of this thesis and compared with published maps of FAC [Anderson et al., 2000, 2008] estimated by AMPERE from measured magnetic field perturbation data. Good agreement was found in many of the comparisons. One of the better comparisons is shown in Figure 4.10 to demonstrate that it is possible to find reasonably good agreement between the two methods despite their respective limitations.

On the left of Figure 4.10 is a plot of AMPERE estimated FAC density in the 15 UT to 16 UT interval of 23 March 2002, from Anderson et al. [2008]. Region 2 downward FAC (blue) is present...
Figure 4.10: One-hour maps of FAC estimates from AMPERE and SuperDARN, 15 UT to 16 UT on 23 March 2002. On the left is Figure 1c from Anderson et al. [2008], showing AMPERE estimated FAC. On the right is SuperDARN estimated $J/\Sigma P$. In both cases FAC is shown as a colour map, with red indicating upward FAC and blue indicating downward FAC. The SuperDARN map also includes the HMB (a dashed grey line) and measured data locations (black dots). Both maps are plotted in MLT and invariant latitude coordinates. The IMF at this time was directed downward.
poleward of 60° MLAT between 11 MLT and 23 MLT. The region 2 FAC is paired with region 1 upward FAC (red) that extends from 10 MLT to magnetic midnight around the duskside and from 70° MLAT to 80° MLAT. The region 1 upward FAC blends into the region 2 upward FAC on the dawnside, extending from the noon sector around to 02 MLT and reaching as far equatorward as 60° MLAT. The region 1 down FAC is poleward of 70° MLAT from 04 MLT to 13 MLT, reaching 80° MLAT on the dawnside and nearly to the pole at magnetic noon. Strong FAC regions include upward FAC centred at noon and 75° MLAT and downward FAC centred slightly prenoon and at 82° MLAT.

On the right of Figure 4.10 is a map of SuperDARN estimated $J_\parallel/\Sigma_P$ for the same interval on 23 March 2002. Region 2 downward FAC (blue) extends from 09 MLT to magnetic midnight around the duskside, poleward of 60° MLAT. Region 1 upward FAC (red) begins at approximately 70° MLAT and reaches as far poleward as 85° MLAT, extending from 09 MLT to 23 MLT around the duskside. Weak region 2 upward FAC is present between 60° MLAT and 70° MLAT from magnetic midnight to 08 MLT. Region 1 downward FAC is present poleward of 70° MLAT, extending to approximately 85° MLAT on the dawnside and nearly to the pole at magnetic noon, and reaches from magnetic midnight to 13 MLT. The SuperDARN map ends at approximately 60° MLAT because of the boundary placed on the potential function fit by the location of the HMB, which is shown as a dashed grey line.

While the upward and downward FAC regions do not match perfectly between the AMPERE map and SuperDARN map of Figure 4.10, there is clearly strong agreement, even without the inclusion of conductivity in the SuperDARN estimates. The regions of strong FAC in the AMPERE estimates correspond reasonably well with some of the stronger $J_\parallel/\Sigma_P$ regions in the SuperDARN estimates, namely the upward FAC centred at 13 MLT and 75° MLAT and the downward FAC centred at 82° MLAT and 10:30 MLT. The SuperDARN estimates show stronger $J_\parallel/\Sigma_P$ on the nightside than the AMPERE estimates of FAC show, which is consistent with lower photo-induced conductance on the nightside.

It is important to note that because of the integration over times on the scale of hours performed to produce AMPERE maps, hours of SuperDARN data must likewise be integrated for comparison with AMPERE results. A certain amount of agreement between the two methods is therefore expected due to the statistical model used in the SuperDARN potential fitting algorithm. Maps
of $J_{\parallel}/\Sigma_P$ that include regions without SuperDARN coverage may appear to match AMPERE FAC maps well when, in truth, the model contribution is the cause of the match. Therefore, caution is necessary when making comparisons between the two instruments to ensure that measured data from the interval at hand is represented to a meaningful level in the SuperDARN maps.

4.5 Computer Implementation

The computer programs used for calculations and plotting in this thesis are written in Python to be used in conjunction with the DaViT-py SuperDARN data processing and plotting software package (URL: https://github.com/vtsuperdarn/davitpy). The FAC code will be integrated into DaViT-py. DaViT-py includes tools for handling other associated space physics data as well. The FAC code makes use of built-in DaViT-py functionality for using SuperDARN data files as input and for plotting. The Python NumPy package (URL: http://www.numpy.org) is used for calculations according to the equations presented in this chapter. Most notably, the Legendre Module of the Polynomial Package in NumPy is used for fast vector and array operations involving Legendre polynomials. (The equations for plasma velocity $\mathbf{v}$ and $J_{\parallel}/\Sigma_P$ were expressed in terms of Legendre polynomials $P_l$ and not associated Legendre functions $P_l^{\alpha\beta}$ because the Legendre Module does not include associated Legendre function capability.) Matplotlib [Hunter, 2007] (URL: https://matplotlib.org) is used in the FAC code and by DaViT-py for plotting. Line drawings were made with Inkscape (URL: https://inkscape.org) and this thesis was set in \LaTeX.
CHAPTER 5

CASE STUDY

To demonstrate the applicability of the potential-function FAC estimation technique, a case study is presented here of the geomagnetic storm that occurred from 31 May to 1 June 2013. Maps of $J/A_{p}$ from SuperDARN data in the northern hemisphere are examined, and the estimates are compared to measured plasma flow patterns, theoretical conceptions of FAC structure, and FAC measurements by other instruments. The strengths and weaknesses of the estimation method are discussed in light of the comparisons.

5.1 The 31 May 2013 Geomagnetic Storm

In the late evening (UT) of 31 May 2013, the IMF $B_z$ component began to climb from near zero, reaching an unusually large value of nearly +18 nT (northward) in the early morning of 1 June before reversing to less than -20 nT (southward) within four minutes. The IMF components, shown in Figure 5.1, are measured in the geocentric solar magnetospheric (GSM) coordinate system. GSM coordinates are centred on the Earth, with positive $x$ toward the Sun, $y$ perpendicular to the plane containing $x$ and the Earth’s magnetic dipole axis and positive in the duskward direction, and $z$ completing the right-handed system and positive in the northward direction. For a more detailed definition of the GSM system, see Appendix A.

Within an hour of the IMF’s southward turning, the SYM-H geomagnetic activity index began to fall as shown in Figure 5.2, indicating that a geomagnetic storm was underway. SYM-H is a ground-based, longitudinally-symmetric index of geomagnetic disturbances in the horizontal, meridional direction, derived from measurements taken at six geomagnetic observatories selected
Figure 5.1: IMF components in GSM coordinates from 20 UT on 31 May to 08 UT on 1 June, 2013. The vertical dashed line marks the time of the IMF southward turning.

from a set of 13 such stations [Nosé et al., 2012].

The following discussion includes a selection of FAC maps from the storm period showing $J_{\parallel}/\Sigma_P$ estimated from SuperDARN data and overlaid with SuperDARN true vectors. The aim is to demonstrate the utility of the $J_{\parallel}/\Sigma_P$ calculation method, as well as its consistency when compared with measured velocity data and with expected FAC and plasma convection patterns.

The IMF components in Figure 5.1 were measured by the Advanced Composition Explorer (ACE) spacecraft, and were time-shifted to Earth’s bow shock nose according to the solar wind speed measured at the spacecraft and a model of the bow shock [King and Papitashvili, n.d.]. When used in SuperDARN analysis, IMF data are time-shifted by an additional 10 minutes to propagate the solar wind conditions from the bow shock nose to the magnetopause, where the earliest interaction between the IMF and the geomagnetic field occurs. A diagram of the IMF magnitude and orientation at the magnetopause is inset in the corner of each $J_{\parallel}/\Sigma_P$ map.
Figure 5.2: The SYM-H index from 20 UT on 31 May to 08 UT on 1 June, 2013. The vertical dashed line marks the time of the IMF southward turning.
5.2 A Two-Cell Convection Pattern

A map of $J_{\parallel}/\Sigma_P$ estimated from SuperDARN data using the potential method described in Chapter 4 is shown in Figure 5.3. The map was generated for the period from 21:34 UT to 21:36 UT on 31 May 2013. Southward IMF conditions prevailed, and a two-cell convection pattern can be seen in the figure. The estimated $J_{\parallel}/\Sigma_P$ can be compared with the expected FAC configuration to assess the performance of the estimation technique.

The IMF projection on the GSM coordinates $y$-$z$ plane is inset in the top right corner of the plot, showing that the IMF reaching the dayside magnetopause at 21:34 UT had a strong negative $B_y$ (dawnward) component and was weakly southward. Note that because the inset IMF coordinates are in a positive right, positive up orientation, the inset $y$ component is directed oppositely to the $y$ component in the $J_{\parallel}/\Sigma_P$ map. The GSM $y$ coordinates in the map is positive duskward (left), the $x$ component is positive sunward (up), and the $z$ component is positive northward (out of the page). There is a velocity scale vector in the upper left corner of the figure.

The dawnward component of the IMF causes the cross-polar flow to deviate from the Earth–Sun (noon–midnight) line in the duskward direction as it enters the polar cap on the dayside. Ionospheric plasma flows across the pole to the nightside convection reversal, where the plasma leaves the polar cap and returns to the dayside at lower latitudes. The dawnside flow forms a round cell pattern, while the duskside flow forms a crescent cell pattern, which in this case is split into a small region of circulation on the dayside near noon and a larger region of circulation reaching across the polar cap to the nightside convection reversal.

The distribution of $J_{\parallel}/\Sigma_P$ in Figure 5.3 can be seen to correspond to locations of strong plasma vorticity. At the centre of the dawn round cell, where there is large upward $\nabla \times \mathbf{v}$, there is a region of strong downward FAC (shown in blue). The downward FAC is maintained through the majority of the round cell, consistent with its counterclockwise circulation. Similarly, in the centres of the two regions of large downward curl in the dusk crescent cell there is strong upward FAC (shown in red), as well as throughout the remainder of the clockwise circulation of the crescent cell. Regions of velocity shear also produce curl, which is demonstrated in places such as the equatorward fringes of the circulation pattern where flow speed weakens, and in the patches of upward FAC in the round cell and between the round and crescent cells near the pole.
Figure 5.3: SuperDARN $J_\parallel/\Sigma P$ estimates in the 21:34 UT to 21:36 UT interval on 31 May 2013, in MLAT–MLT coordinates. $J_\parallel/\Sigma P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_\parallel/\Sigma P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
The $J_{\parallel}/\Sigma P$ in Figure 5.3 demonstrates region 1 upward FAC (red) in the duskside cell and downward FAC (blue) in the dawnside cell, and oppositely directed region 2 FAC at the equatorward edges of the cells, upward (red) on the dawnside and downward (blue) on the duskside. The FAC estimates from SuperDARN are consistent with the expected configuration of the FAC regions shown in Figure 2.10, Cowley's [2000] depiction of the region 1 and region 2 FACs, streamlines, and electric field for a directly southward IMF.

5.2.1 Comparison with Modelled Conductance

No attempt is made in this thesis to account for ionospheric conductance—whether from measurements or a model—into the calculation of FAC; that, along with the calculation of the remaining three terms of the FAC equation (2.26), is left for future work. Nevertheless, to aid in the interpretation of maps of $J_{\parallel}/\Sigma P$, it is useful to have a qualitative understanding of typical $\Sigma P$ structure. To that end, the work of Hardy et al. [1987] is introduced. Hardy et al. [1987] used the empirical models of Robinson and Vondrak [1984] to calculate expected Pedersen and Hall conductance produced by solar photoionisation, and also empirically determined conductance produced by particle precipitation.

By fitting curves to vertical conductivity profiles that were calculated from Chatanika incoherent scatter radar electron density data, Robinson and Vondrak [1984] found a representation for photo-induced $\Sigma P$ and $\Sigma H$:

$$\Sigma P = 0.88 \sqrt{S_a \cos \chi} \quad (5.1)$$
$$\Sigma H = 1.5 \sqrt{S_a \cos \chi}, \quad (5.2)$$

where $S_a$ is the daily 10.7 cm solar radio flux in units of $10^{-22}$ W/m$^2$·Hz, measured at Ottawa and adjusted to 1 astronomical unit (AU), and $\chi$ is the solar zenith angle. The 10.7 cm flux obtained from Natural Resources Canada via the NASA OMNIWeb (URL: https://omniweb.gsfc.nasa.gov) was $104.7 \times 10^{-22}$ W/m$^2$·Hz on 31 May 2013 and $108.8 \times 10^{-22}$ W/m$^2$·Hz on 1 June 2013. The Pedersen conductance due to photoionisation at the time of Figure 5.3 is plotted in Figure 5.4, along with the day–night terminator.

Hardy et al. [1987] created statistical models of the Pedersen and Hall conductance induced by particle precipitation by fitting Epstein functions to conductance calculated from Defense Met-
Figure 5.4: Pedersen conductance induced by photoionisation at 21:34 UT on 31 May 2013, calculated from the Robinson and Vondrak [1984] model. The day–night terminator is shown as a black line. Latitude circles mark 80° MLAT, 60° MLAT, and (in the corners of the figure) 40° MLAT.
Figure 5.5: The $Kp$ index from 20 UT on 31 May 2013 to 08 UT on 1 June 2013.

eorological Satellite Program (DMSP) and P78-1 satellite electron spectrometer measurements. The models are dependent upon the $Kp$ (planetarische Kennziffer, or planetary index [Helmholtz-Zentrum Potsdam - Deutsches GeoForschungsZentrum GFZ]) geomagnetic activity index, which measures “irregular” variations in the geomagnetic field [Bartels et al., 1939] and is produced for three-hour blocks of time from measurements at 13 magnetometer stations worldwide [Menveille and Berthelier, 1991]. The values of the $Kp$ index throughout the period of study are shown in Figure 5.5. The $Kp$ index data were obtained from the Helmholtz-Zentrum Potsdam - Deutsches GeoForschungsZentrum GFZ via the NASA OMNIWeb (URL: https://omniweb.gsfc.nasa.gov).

The Hardy et al. [1987] map of Pedersen conductance $\Sigma_p$ for $Kp=4$, to which the conditions at the time of Figure 5.3 most closely correspond, is reproduced here in Figure 5.6. For comparison, the Hardy et al. [1987] map of $\Sigma_H$ at $Kp=4$ is also shown.

When the SuperDARN $J_{\parallel}/\Sigma_p$ estimates in Figure 5.3 are compared to the modelled Pedersen conductance presented in Figures 5.4 and 5.6, it becomes apparent that $J_{\parallel}/\Sigma_p$ must overestimate $J_{\parallel}$ in large regions of the map where conductance is small, particularly in the polar cap. (This is without regard to the gradient terms of the FAC equation (2.26)). In regions of high conduct-
Figure 5.6: Statistically modelled height-integrated Pedersen (left) and Hall (right) conductivity induced by electron precipitation at $Kp=4$, shown in MLT and MLAT coordinates. From Hardy et al. [1987], wherein it is noted of the Pedersen conductivity map, “The 16 color levels correspond to conductivities of 0.25, 0.50, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 7.0, 8.0, > 9.0 mhos [p. 12281],” and of the Hall conductivity map, “The 15 color levels correspond to conductivities of 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 7.0, 9.0, 11.0, 13.0, 15.0, 17.0, 19.0, 21.0, > 23.0mhos [sic] [p. 12279].” (The unit mho is 1/ohm, or siemens.)
 ance, such as near noon (where photo-induced conductance is high), $J_{∥}/\Sigma_P$ must underestimate $J_{∥}$. The higher photo-induced conductance toward the dayside indicates that the most sunward FAC estimates are expected to be substantially more intense than those nearer the 06 MLT–18 MLT line, despite the appearance given by the $J_{∥}/\Sigma_P$ map of their being similar in magnitude. Even more notably, although the $J_{∥}/\Sigma_P$ in the midnight sector equatorward of 70° MLAT is shown as weak, when viewed in light of the modelled precipitation-induced conductance, the FAC in that region—particularly close to 65° MLAT and magnetic midnight—is expected to have magnitude comparable to the strongest dayside FAC.

The general structure of the modelled conductance is consistent with the location of measured SuperDARN data on the sunward portion of Figure 5.3, the area corresponding to the highest expected photo-induced conductance, and in the lower-latitude midnight sector, where precipitation-induced conductance should be at its largest. The location of the SuperDARN data is significant because the presence of plasma irregularities and the propagation conditions necessary to detect radar echoes from the ionosphere depend on sufficiently large electron density, which corresponds with high conductance (as shown in equation 2.10).

The Pedersen and Hall conductance plots can easily be applied to a qualitative analysis of the remaining three terms of the FAC equation (2.26) as well. The photo-induced Hall conductance is modelled simply as $\Sigma_H = 1.7\Sigma_P$, as can be seen in equation 5.1 and equation 5.2, so Figure 5.4 can be interpreted for the qualitative aspects of the Hall conductance the same as for the Pedersen conductance. The precipitation-induced Hall and Pedersen conductance also share similar structure, with the Hall again being larger.

The second term of the FAC equation (2.26) is

$$\Sigma_H \mathbf{v}_\perp \cdot \nabla_\perp \mathbf{B}.$$  

(5.3)

According to equation 2.28, the equation of the gradient of a dipole field, the azimuthal component of $\nabla_\perp \mathbf{B}$ points equatorward, meaning that the largest contributions of this term to the overall FAC are in regions of meridional plasma flow with large Hall conductance. Examples of this include the antisunward plasma flow near noon where the photo-induced Hall conductance is large (for a downward contribution), and the antisunward flow near midnight where the precipitation-induced Hall conductance is large (for an upward contribution).
The third term of the FAC equation (2.26) is
\[ -E \cdot \nabla_{\perp} \Sigma_P \] (5.4)
and the fourth term is
\[ Bv_{\perp} \cdot \nabla_{\perp} \Sigma_H. \] (5.5)
Both of these latter terms depend on conductance gradients. Gradients are found in similar locations for both Pedersen and Hall conductance, most notably at the edges of the crescent-shaped regions of particle-induced conductance, but also pointing sunward because of the photo-induced conductance. The largest contributions of the third term to the overall FAC occur where the electric field is parallel to the Pedersen conductance gradient. According to the expected electric field configuration (such as in Figure 2.10), this occurs near the edges of the photo-induced conductance in Figure 5.6. (The contribution is downward on the poleward edge and upward on the equatorward edge in the postmidnight sector, and the opposite in the premidnight sector.) The largest contributions of the fourth term are where the plasma velocity is parallel to the Hall conductance gradient, which occurs in the polar cap antisunward flow (downward contribution) and in the equatorward return flow (upward contribution), but most notably near midnight at the edges of the precipitation-induced conductance (upward on the poleward side and downward on the equatorward side).

5.3 The Transition from Northward to Southward IMF

At approximately 01:18 UT on 1 June 2013, the IMF changed quickly from strongly northward to strongly southward. Estimates of \( J_{\parallel}/\Sigma_P \) from SuperDARN are presented in Figures 5.7 to 5.9, covering the two-minute intervals between 01:16 UT and 01:22 UT.

The estimates of \( J_{\parallel}/\Sigma_P \) from SuperDARN over the 01:16 UT to 01:18 UT interval are shown in Figure 5.7. Northward IMF dominates at this time, as it has for approximately the past two hours. There are two FAC regions of note in the noon sector: a postnoon region of down FAC (blue) and a prenoon region of up FAC (red). Both regions extend from the pole to 80° MLAT and from 08 MLT to 16 MLT, with the meridional boundary between the two FAC regions situated just prior to magnetic local noon. Although only the duskward edge of the down FAC region is well supported by measured SuperDARN velocity data (showing antisunward flow in the dusk cell),
Figure 5.7: SuperDARN $J_\parallel/\Sigma_P$ estimates in the 01:16 UT to 01:18 UT interval on 1 June 2013, in MLAT–MLT coordinates. $J_\parallel/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_\parallel/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
the two regions are consistent with a pair of plasma circulation cells featuring sunward flow at magnetic noon and antisunward flow around the outer edges. This so-called reverse convection in the polar cap is typical for persistent northward IMF conditions. An example of reverse convection cells observed by Huang et al. [2000] using SuperDARN is shown in Figure 5.10.

Northward IMF conditions produce reverse convection cells in the dayside polar cap ionosphere, while the nightside ionosphere is controlled by the dynamics of the magnetotail to which it is connected. Because of this, the nightside ionosphere in Figure 5.7 shows a behaviour not unlike the nightside portion of the two-cell convection pattern in Figure 5.3, which is expected when reconnection is occurring in the magnetotail. A region of downward FAC appears in the postmidnight sector, from 02 MLT to 06 MLT and from approximately 70° MLAT to 80° MLAT. This FAC corresponds to a counter-clockwise circulation in the plasma flow that is well-supported by SuperDARN data. Equatorward of this FAC region is a broad sunward flow channel, dividing the downward FAC from an upward FAC region that extends from 03 MLT to 08 MLT between approximately 65° MLAT and 70° MLAT. This FAC pair relates well to the region 1 and region 2 FACs and resembles the FAC pair in a similar location shown in Figure 5.3.

The dusk ionosphere contains an FAC pair that corresponds to the region 1 and region 2 FACs, with a large upward FAC region above 70° MLAT that extends from magnetic noon to 23 MLT and reaches the equatorward boundary of the polar cap reverse-convection FAC cell at approximately 82° MLAT. This upward FAC region is expected because of SuperDARN’s clockwise circulation. The region 1 FAC is paired on the equatorward side with a downward region 2 FAC that extends from 10 MLT around the duskside until joining with the intense downward \( J_{||}/\Sigma_P \) centred at 03 MLT, and reaches as far down in latitude as 65° MLAT.

The IMF was midway through its change from northward to southward IMF at 01:18 UT, and \( J_{||}/\Sigma_P \) estimated from SuperDARN data over the following two-minute interval is presented in Figure 5.8. The projection of the IMF on the GSM y-z plane, pointing almost directly in the dawnward (−y) direction, is shown in the upper right corner of the figure. The large region 1 FAC on the duskside of Figure 5.7 is still present, extending from 11 MLT to 0 MLT and from 82° MLAT to 72° MLAT. Between the dusk region 1 FAC and the pole, the downward FAC remains, centred at 15 MLT and 84 MLAT, but the prenoon reverse convection upward FAC previously paired with it has all but disappeared. Instead, a large downward region of FAC (the development of dayside
Figure 5.8: SuperDARN $J_{\parallel}/\Sigma_P$ estimates in the 01:18 UT to 01:20 UT interval on 1 June 2013, in MLAT–MLT coordinates. $J_{\parallel}/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_{\parallel}/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
prenoon region 1 FAC) has appeared, centred at 08 MLT and 82° MLAT and extending across four hours of the dawnside. The change in the sense of the prenoon region 1 FAC, although not supported by measured SuperDARN data in the area, is nevertheless consistent with the beginning of an ionospheric reconfiguration in response to the change in IMF conditions. Early in the process there is still significant influence from the northward IMF on the appearance of the FAC and on the convection pattern of the ionosphere. Information about the change propagates at the plasma flow speed across the polar cap (in this case, typically 200 m/s to 400 m/s). The effects of the change have not yet had time to travel far into the polar cap.

As in Figure 5.7, a large region of downward region 1 FAC (well supported by measured velocity data) is present in the postmidnight sector, centred at 03:30 MLT and 75° MLAT, and its upward region 2 counterpart is also present at lower latitudes, as expected.

The IMF was strongly southward by 01:20 UT. $J_\parallel/\Sigma_P$ estimated from SuperDARN data over the following two-minute interval is presented in Figure 5.9. The upward region 1 FAC on the duskside has changed little, but the downward FAC of the former reverse convection cell has moved antisunward and is now centred at 17 MLT and 85° MLAT. The dawn convection cell, centred at 05 MLT and 85° MLAT, is making a transition to a round shape. The dawn cell includes the well-established postmidnight sector region 1 downward FAC (which has not moved, and is still well supported by measured SuperDARN data) and a prenoon downward region 1 FAC centred at 08:30 MLT and 80° MLAT. The round cell still contains some weak upward FAC in parts of the polar cap between the three main intense downward FAC regions, similar to the case in Figure 5.3. In the 01:20 UT map, however, there is measured data support for clockwise circulation at 06 MLT and 80° MLAT, which may be a relic of the former northward IMF conditions. Significant reconfiguration has already taken place in response to the southward turning of the IMF, but the ionosphere still takes time to respond completely. The polar cap displays a time-history of the IMF orientation as the open lobe flux transits the polar cap to the nightside.

Eight minutes later, in the 01:28 UT to 01:30 UT interval, the ionosphere has reconfigured to a two-cell convection pattern, as shown in Figure 5.11. The potential contours reveal the two-cell pattern well, and the plasma flow data show a large region of clockwise circulation covering the duskside as far as the pole, centred at 17 MLT and 77° MLAT, and a large region of counterclockwise circulation covering the dawnside, centred near 04:30 MLT and 73° MLAT. The SuperDARN
Figure 5.9: SuperDARN $J_{∥}/\Sigma_P$ estimates in the 01:20 UT to 01:22 UT interval on 1 June 2013, in MLAT–MLT coordinates. $J_{∥}/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_{∥}/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
Figure 5.10: Reverse convection cells observed by SuperDARN near noon during northward IMF conditions. From Huang et al. [2000].

FAC pattern has an intense upward region 1 FAC centred on the dusk convection cell, as expected, and a moderately intense downward region 1 FAC centred on the dawn convection cell, also as expected. In the centre of the polar cap, near the pole, smaller regions of upward and downward FAC appear in areas of velocity shear, but when the low conductance in this region is considered the actual FAC intensity is expected to be smaller.

Equatorward of the region 1 FACs in Figure 5.11 are the oppositely-directed region 2 FACs, upward on the dawnside and downward on the duskside, as expected. These regions extend from approximately 70° MLAT to the edge of the convection map (where velocity is set to zero and the FAC pattern is thereby cut off). The upward and downward region 2 FACs exist latitudinally side-by-side near magnetic noon, with the upward region 2 FAC from the dawnside situated at lower latitudes. A similar overlap is seen near 22 MLT, with the downward region 2 FAC from the duskside located at lower latitudes. Closer to 23 MLT is the region 1 FAC pattern of the duskside convection reversal, where the antisunward plasma flow turns to begin sunward flow at approximately 65° MLAT. The upward region 1 FAC centred on the dusk convection reversal is bracketed at higher and lower latitudes by downward FAC regions.

In conclusion, this case study shows that maps of FAC estimates computed using the SuperDARN potential function method are useful in studies of the magnetosphere and ionosphere. With a demonstration of the interpretation of the maps, it has been shown that the results are readily compared with other ionospheric measurements and with the predictions of models and theory.
Figure 5.11: SuperDARN $J_{∥}/\Sigma_P$ estimates in the 01:28 UT to 01:30 UT interval on 1 June 2013, in MLAT–MLT coordinates. $J_{∥}/\Sigma_P$ is shown as a heat map, with red representing upward (positive) FAC and blue representing downward (negative) FAC and the colour intensity scaling with the intensity of $J_{∥}/\Sigma_P$ as shown by the colour bar at the right of the figure. True vectors (of plasma velocity) are overlaid as grey barbs pointing in the direction of flow. Barb length is proportional to speed, and a scale sample barb of length 400 m/s is plotted at the upper left corner of the figure. MLT lines and MLAT curves (at 60° MLAT and 80° MLAT) are marked with short-dashed lines. The positive and negative potential contours and the HMB are plotted as solid, long-dashed, and heavy dotted curves, respectively, and the IMF projection on the GSM $y$–$z$ plane is plotted in the upper right corner with the projected magnitude annotated along the top of the figure.
A new technique is presented for estimating the ionospheric FAC pattern directly from SuperDARN fitted electrostatic potential functions. At its core, the technique uses an equation that has been derived to calculate estimates of FAC $J_\parallel$ per unit of ionospheric Pedersen conductance $\Sigma_P$ using the potential function $\Phi$ obtained from SuperDARN:

$$\frac{J_\parallel}{\Sigma_P} \approx \frac{1}{r^2 \sin \vartheta} \left( \cos \vartheta \frac{\partial}{\partial \vartheta} \Phi + \sin \vartheta \frac{\partial^2}{\partial \vartheta^2} \Phi + \frac{1}{\sin \vartheta} \frac{\partial^2}{\partial \Phi^2} \Phi \right).$$

(4.16)

The derivatives of the potential function have also been derived based on the expression of the potential presently used in SuperDARN potential function fitting.

A comparison with FAC measured by the AMPERE experiment has found that, even without knowledge of the ionospheric conductivity distribution, there was reasonable agreement between the radar-based $J_\parallel/\Sigma_P$ and the satellite-based $J_\parallel$ in location and sense, but with some differences in magnitude. Having demonstrated the basic applicability of the concept through comparisons with accepted methods of $J_\parallel/\Sigma_P$ estimation from SuperDARN data and from AMPERE satellite data, the potential calculation technique was applied to a case study of a dynamic geomagnetic event that occurred from 31 May to 1 June 2013. The technique was generally accurate in that it determined FAC location and sense consistent with what was expected for the prevailing solar wind conditions based on existing observations and models.

An important consequence of this work is to show the utility of SuperDARN for the study of magnetospheric dynamics. SuperDARN is capable of discerning the ionospheric electric field, ionospheric plasma convection, and estimating FAC on a hemispheric scale. These are indicators of magnetospheric activity that are measurable at ionospheric altitudes. What is more, with its
short time resolution and broad spatial coverage, SuperDARN provides a wide “view” of magnetospheric dynamics. For example, near substorm onset in the midnight sector, the convection patterns measured by SuperDARN have enough similarity that Bristow and Jensen [2007] were able to perform a superposed epoch study including 10 unrelated substorm events. However, as the focus of this thesis is to discuss the new SuperDARN $J_{∥}/Σ_P$ estimation technique, not magnetospheric physics, the technique is highlighted while the physics discussed is limited. Detailed study of parameters (such as ionospheric conductivity) or dynamics (such as the development of FAC patterns in response to changing IMF conditions) is left for future studies, although preliminary, qualitative comparisons are made with established results in such areas to show that the SuperDARN method is sufficiently consistent to warrant further study.

The technique of estimating $J_{∥}/Σ_P$ directly from SuperDARN electrostatic potential functions has its main strengths in its fast cadence and in its broad spatial coverage that has spatial resolution as fine as 100 km. The technique is also versatile. Should the underlying mathematical basis set for the expression of the electrostatic potential be changed with improvements to the SuperDARN fitting procedure or for individual studies, the technique presented in this thesis may be applied directly to the new potential formulations.

The main weaknesses of the SuperDARN approach to FAC estimation are its lack of conductivity information, which limits the estimates of FAC to $J_{∥}/Σ_P$ rather than $J_{∥}$, and its dependence on the SuperDARN statistical convection model for data in regions that have poor radar scattering conditions or have no radar coverage. Ways in which both of these limitations may be addressed are described in Section 6.1.

The SuperDARN $J_{∥}/Σ_P$ estimation technique presented in this thesis is well-suited to examination of FACs for studies of particle dynamics, substorms and storms, and other phenomena. It is easily applied to standard SuperDARN data products and, with its adaptability, should prove useful for space physics research for years to come.

6.1 Future Work

As described in Section 4.2, the method of stretching the potential basis functions used in the SuperDARN fitting process introduces error in the fitted potential. An earlier, more complicated
spherical cap harmonics fitting method [Haines, 1985, 1988] is available for sparse data that are not spread across a hemisphere, such as that encountered in SuperDARN fitting. Green et al. [2006] used this method to analyse Iridium satellite magnetometer data (that is, AMPERE data), noting that spherical cap harmonics fitting does not have the shortcomings of the stretching method of De Santis [1992] and Ruohoniemi and Baker [1998]. Spherical cap harmonics have already been used by Fiori [2011], for example, to analyse SuperDARN data, and provide a promising alternative to the standard SuperDARN fitting method with the advent of less costly and more capable computers since 1998. Data processing, such as for FACs, could be done straightforwardly using spherical cap harmonics fitting without the reservations expressed by Green et al. [2006].

The study of FACs could be advanced by building on the methods described in this thesis and by adding new methods and other instruments. Further studies could include:

- Data from other instruments such as optical aurora cameras, magnetometers, incoherent scatter radars, and satellites could be incorporated along with $J_{\parallel}/\Sigma P$ patterns. Optical and incoherent scatter radar measurements, in particular, can be used to estimate conductance [e.g., Sears and Vondrak, 1981] in order to obtain estimates of the full FAC from SuperDARN observations of the electrostatic potential $\Phi$ and ionospheric bulk plasma convection velocity $v_{cnv}$.

- Combining theoretical or empirical conductivity profiles with SuperDARN $J_{\parallel}/\Sigma P$ estimates for comparison with AMPERE and other FAC measurements could also be profitable. Long integration periods would likely provide the best results when using conductance models.

- SuperDARN $J_{\parallel}/\Sigma P$ estimates could be combined with other sources of FAC or flow vorticity estimates, such as AMPERE, to estimate conductance. For example, Green et al. [2007] used SuperDARN, various satellites, and ground magnetometers to perform such a task, but methods using the new SuperDARN $J_{\parallel}/\Sigma P$ method based on potential functions could prove simpler.
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In magnetospheric studies it is convenient to use Geocentric Solar Magnetospheric coordinates. This is a system centred on the Earth where the \( \hat{x} \) basis vector points toward the Sun, the \( \hat{y} \) basis vector is defined by \( \hat{y} = \hat{x} \times \hat{\mu} / |\hat{\mu}| \) (where \( \hat{\mu} \) is the magnetic dipole vector of the Earth), and the \( \hat{z} \) basis vector is defined by \( \hat{z} = \hat{x} \times \hat{y} \). Therefore, the \( z \) direction points generally northward and the \( x-z \) plane contains the magnetic dipole axis. A sketch is shown in Figure A.1.

**Figure A.1:** The Geocentric Solar Magnetospheric coordinate system. (Not to scale.) The large black dot marks the magnetic north pole.
B.1 Plasma Drift for a General External Force

A particle that has mass \( m \), charge \( q \), and velocity \( \mathbf{v} \) and is subject to a magnetic field \( \mathbf{B} \) and a general force \( \mathbf{F} \) will have the equation of motion

\[
m\dot{\mathbf{v}} = \mathbf{F} + q\mathbf{v} \times \mathbf{B}.
\]  

(B.1)

Following deBlank [2006], this can be broken down into components:

\[
m\dot{\mathbf{v}}_\parallel = \mathbf{F}_\parallel
\]  

(B.2)

\[
m\dot{\mathbf{v}}_\perp = \mathbf{F}_\perp + q\mathbf{v}_\perp \times \mathbf{B}.
\]  

(B.3)

Because the parallel component is affected only by the general force it can be ignored. The cross product in the perpendicular component involves only \( \mathbf{v}_\perp \) because \( \mathbf{v} = \mathbf{v}_\parallel + \mathbf{v}_\perp \) and \( \mathbf{v}_\parallel \times \mathbf{B} = 0 \). It is possible to further break down the perpendicular velocity as

\[
\mathbf{v}_\perp = \mathbf{v}_d + \mathbf{v}_{gyr},
\]  

(B.4)

where \( \mathbf{v}_d \) is the drift velocity and \( \mathbf{v}_{gyr} \) is the gyration velocity. In a frame moving with the drift velocity, only \( \mathbf{v}_{gyr} \) is present. The equation of motion in the drifting frame is

\[
m\dot{\mathbf{v}}_d = q\mathbf{v}_d \times \mathbf{B}
\]  

(B.5)

\[
m \frac{d}{dt} (\mathbf{v}_\perp - \mathbf{v}_d) = q (\mathbf{v}_\perp - \mathbf{v}_d) \times \mathbf{B},
\]  

(B.6)

and when this is combined with equation B.3 the result is

\[
\mathbf{F}_\perp = -q\mathbf{v}_d \times \mathbf{B} + m\dot{\mathbf{v}}_d.
\]  

(B.7)

If the drift velocity (which is itself an average of a modified gyrating motion) does not vary with time, the last term can be ignored. Taking the cross product with \( \mathbf{B} \) of the remaining term on the right hand side results in

\[
\mathbf{F}_\perp \times \mathbf{B} = q\mathbf{B} \times (\mathbf{v}_d \times \mathbf{B})
\]  

\[
= q (\mathbf{v}_d (\mathbf{B} \cdot \mathbf{B}) - \mathbf{B} (\mathbf{B} \cdot \mathbf{v}_d)),
\]  

(B.8)

and the last term is zero because \( \mathbf{v}_d \perp \mathbf{B} \). Rearranging and changing back to \( \mathbf{F} \) (because of the cross product), the general force drift velocity is

\[
\mathbf{v}_d = \frac{\mathbf{F} \times \mathbf{B}}{qB^2}.
\]  

(B.9)
Figure B.1: Drift motion $u$ of a charged particle subject to a magnetic field $B$ and electric field $E$. From Kivelson [1995].

Figure B.1 shows the application of equation B.9 where the force is the Coulomb force, caused by an electric field $E$, so that $F = qE$. The resulting drift is the convective drift of equation 2.4, $v_{cnv} = E \times B / B^2$. The force $F$ accelerates the particle, which travels on a curved path because of the Lorentz force $F_L$:

$$F_L = qv \times B,$$

where $v$ is the velocity of the particle. The curve has a radius of curvature $\rho$ defined by

$$\rho = \frac{mv_{\perp}}{|q|B},$$

the particle’s gyroradius. As the particle accelerates, its radius increases. When the particle turns enough to travel in the opposite direction to the force $F$, it decelerates and its radius decreases. The particle stops (or turns farther) and begins to accelerate in the direction of $F$ once again, and its radius increases. From this cyclical motion a net velocity arises that is perpendicular to both $F$ and $B$.

**B.2 The Curvature–Gradient Drift and the Ring Current**

Non-uniform magnetic fields lead to other drift-producing forces, and can be expressed in terms of the curvature and gradient of the magnetic field. These are the forces responsible for the ring current that flows westward around the Earth at equatorial latitudes, approximately between one and six Earth radii [Wolf, 1995].

**B.2.1 The Curvature Drift**

The curvature drift has a straightforward derivation using equation B.9. A particle travelling along a curved magnetic field with parallel velocity $v_\parallel$ will be subject to the centripetal force $F_{curv}$, which depends on the radius of curvature $\rho$ and is in the radial direction $\hat{r}$:

$$F_{curv} = \frac{mv^2_{\perp}}{\rho} \hat{r}.$$
The curvature vector $\vec{\kappa}$ points in the direction of curving and is given by
\[
\vec{\kappa} = -\frac{\hat{r}}{\rho}. \tag{B.13}
\]
Substituting $F_{\text{curv}}$ into equation B.9 and noting that
\[
mv^2 \parallel = 2W\parallel, \tag{B.14}
\]
for the parallel kinetic energy $W\parallel$, gives the curvature drift:
\[
v_{\text{crv}} = \frac{2W\parallel}{qB^2} \mathbf{B} \times \vec{\kappa}. \tag{B.15}
\]

B.2.2 The Gradient Drift

Again following deBlank [2006], the gradient drift can be found from the force acting on a magnetic dipole in a magnetic field gradient. The magnetic moment $\mu$ of the dipole is
\[
\mu = \frac{W_{\perp}}{B}, \tag{B.16}
\]
where $W_{\perp}$ is the perpendicular kinetic energy, and the force $\mathbf{F}$ on the dipole is
\[
\mathbf{F} = -\mu \nabla B, \tag{B.17}
\]
meaning that from equation B.9, the gradient drift $v_{\text{grd}}$ is
\[
v_{\text{grd}} = \frac{W_{\perp}}{qB^3} \mathbf{B} \times \nabla B. \tag{B.18}
\]

B.2.3 Mapping of the Curvature–Gradient Drift

It is notable that the effects of the curvature–gradient drift do not extend significantly beyond 50° MLAT in either direction.

The quasi-dipolar magnetic field $\mathbf{B}$ of the Earth can be approximated as a dipolar field $\mathbf{B}_{\text{dip}}$ given by
\[
\mathbf{B}_{\text{dip}} = \frac{B_{\text{eq,s}} R_E^2}{r^3} \left(-2 \sin \lambda \hat{r} + \cos \lambda \hat{\Lambda}\right), \tag{B.19}
\]
where $B_{\text{eq,s}} = 0.310 \times 10^{-4}$ T is the magnetic field at the equator at the Earth’s surface, $R_E = 6371$ km is the radius of the Earth, and $r$ is the radial vector and $\lambda$ is the latitude along with their associated unit vectors, $\hat{r}$ and $\hat{\Lambda}$ respectively. Substituting this dipolar magnetic field into the gradient drift equation (B.18) and curvature drift equation (B.15), it can be shown that the combined curvature and gradient drift varies with $\lambda$ as:
\[
\frac{\cos^5 \lambda \left(1 + \sin^2 \lambda\right)}{(1 + 3 \sin^2 \lambda)^2}, \tag{B.20}
\]
which drops off rapidly away from the equator so that above 50° magnetic latitude the curvature–
gradient drift is negligible.

The high-latitude geomagnetic field is not affected by the curvature and gradient drifts, so its dynamics can be interpreted as being driven only by the convective drift. Because the high-
latitude field is also the part of the geomagnetic field involved in magnetospheric dynamics, the
magnetospheric effects on the ionosphere are clearly seen in the measured convective drift.

B.2.4 The Ring Current

Magnetospheric plasma particles that are frozen into the Earth’s magnetic field are still subject
to large parallel (field-aligned) conductivity, and so may move parallel to the magnetic field with
comparative ease. The particles maintain their gyration during this parallel, meridional motion.
Because of the quasi-dipolar shape of the geomagnetic field, as a particle travels along the field
toward higher latitudes its distance from the Earth decreases, and the geomagnetic field strength \( B \)
increases according to

\[
B = \frac{B_{eq,s} R_E^3}{r^3} \sqrt{\frac{3 \sin^2 \Lambda}{3 \sin^2 \Lambda + 1}},
\]

(B.21)

where \( B_{eq,s} = 0.310 \times 10^{-4} \text{T} \) is the geomagnetic field strength at the surface of the Earth at the
equator, \( R_E = 6371 \text{ km} \) is the radius of the Earth, \( r \) is the radius from the centre of the Earth, and
\( \Lambda \) is the latitude. If the field strength varies slowly compared to the gyroperiod of the particle, the
particle’s magnetic moment \( \mu \), given by

\[
\mu = \frac{W_\perp}{B},
\]

(B.22)
is constant, so the perpendicular energy must also increase. Energy being conserved, the parallel
kinetic energy of the particle is transferred to the perpendicular kinetic energy of its gyration. At a
certain altitude only perpendicular energy will remain. At that so-called mirror point, the particle
is “reflected” and begins to travel in the opposite direction along the field.

Within a few Earth radii of the Earth’s surface the geomagnetic field is quasi-dipolar and the ef-
fects of the curvature and gradient drifts can be seen on particles travelling back and forth between
their mirror points in the northern and southern hemispheres. Because of the charge dependence
of both curvature and gradient drift, ions and electrons drift in opposite directions and a westward
current is set up perpendicular to the geomagnetic field. The current established by the curvature
and gradient drifts circles the entire globe and is called the ring current. It is shown in Figure 1.1.

B.3 The Convection–Diffusion Equation

The equations governing frozen-in flow in a plasma arise from Ohm’s law, which can be written

\[
\mathbf{J} = \sigma (\mathbf{E} + \mathbf{v} \times \mathbf{B}),
\]

(B.23)

where \( \mathbf{J} \) is the current density, \( \sigma \) is the conductivity, \( \mathbf{E} \) is the electric field, \( \mathbf{B} \) is the magnetic field,
and \( \mathbf{v} \) is the velocity of the plasma. Ampère’s law is

\[
\nabla \times \mathbf{B} = \mu_0 \mathbf{J} + \mu_0 \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t},
\]

(B.24)
where \( t \) is time and \( \varepsilon_0 \) and \( \mu_0 \) are the permittivity and permeability of free space, respectively. Under steady-state conditions in the solar wind, the final term can be neglected. Rearranging and taking the curl of equation B.24 gives

\[
\nabla \times \mathbf{J} = \frac{1}{\mu_0} \nabla \times (\nabla \times \mathbf{B}) = \frac{1}{\mu_0} \left( \nabla (\nabla \cdot \mathbf{B}) - \nabla^2 \mathbf{B} \right),
\]

(B.25)

which can be simplified by noting Gauss’s law for magnetism:

\[
\nabla \cdot \mathbf{B} = 0.
\]

(B.26)

Meanwhile, taking the curl of equation B.23 gives

\[
\nabla \times \mathbf{J} = \sigma \left( \nabla \times \mathbf{E} + \nabla \times (\mathbf{v} \times \mathbf{B}) \right),
\]

(B.27)

which can be simplified itself with Faraday’s law:

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}.
\]

(B.28)

The two simplified expressions for the curl of current density can then be combined and rearranged to give

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}) + \frac{1}{\mu_0 \sigma} \nabla^2 \mathbf{B},
\]

(B.29)

Because \( \sigma \to \infty \) in the collisionless plasma of the solar wind, the final term of equation B.29 (representing diffusion) is negligible and

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}).
\]

(B.30)

Changing the left-hand side back to \(-\nabla \times \mathbf{E}\) by way of equation B.28 results in the equation describing frozen-in flux:

\[
\mathbf{E} = -\mathbf{v} \times \mathbf{B}.
\]

(B.31)

### B.4 Frozen-In Flow

Consider a flux tube, an imaginary volume created by propagating a surface parallel to the magnetic field in a magnetised plasma, as shown in Figure B.2. The surface shown began at time \( t \) at the left end of the figure and moved at velocity \( \mathbf{v} \), along with the plasma, to the right end of the figure by time \( t + dt \). Following Siscoe [1983], the flux \( \Phi \) through the surface changes with time as

\[
\frac{d\Phi}{dt} = \oint \mathbf{d}a \cdot \frac{d\mathbf{B}}{dt} + \oint \mathbf{B} \cdot (\mathbf{v} \times d\mathbf{l}).
\]

(B.32)

The first term represents a change in flux due to a change in the magnetic field and uses infinitesimal area vector \( d\mathbf{a} \). The second term represents a change in flux due to the movement of the surface. The grey stripe along the side of the flux tube in Figure B.2 has length \( vdt \) and width \( dl \), so its area has magnitude \( vdt \, dl \) and can be represented as an outward-pointing vector \( d\mathbf{A} \) defined by

\[
d\mathbf{A} = vdt \times d\mathbf{l}.
\]

(B.33)
Integrating the magnetic flux through the infinitesimal area $dA$ over the outer “wall” of the flux tube gives the flux added by the surface’s motion in the time $dt$ in the form of a path integral over the boundary of the surface:

$$\int B \cdot dA = dt \oint B \cdot (v \times dl). \quad (B.34)$$

Removing the time factor, the second term of equation B.32 is obtained.

Using vector identities, the triple product in the second term can be rearranged:

$$B \cdot (v \times dl) = dl \cdot (B \times v) = -dl \cdot (v \times B). \quad (B.35)$$

Using Stokes’ theorem, the path integral over the boundary of the surface in the second term can be converted to an area integral over the surface:

$$-\oint dl \cdot (v \times B) = -\int da \cdot \nabla \times (v \times B). \quad (B.36)$$

Then equation B.32 can be rewritten as

$$\frac{d\Phi}{dt} = \oint da \cdot \left( \frac{dB}{dt} - \nabla \times (v \times B) \right). \quad (B.37)$$

From equation B.30, the difference inside the integral must be zero. Therefore, the flux through the surface does not change, regardless of changes in the magnetic field or in the boundary of the surface.