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Abstract

This thesis studies human and machine interaction. For better interaction between humans and machines, this thesis aims to address three issues that remain unanswered in literature. Three objectives are proposed in this thesis to address the three issues, and the objectives are: (i) identification of the core capabilities of a Human Assistance System (HAS) and study of implementation strategy of the core capabilities; (ii) development of a framework for improving the accuracy of human mind state inference; (iii) study of the effect of representation of the machine’s state (which is represented in a “natural” way) on the user’s actions. By a natural way, it is meant a way that contains emotions known to be always present in humans (or human emotions in short).

The study includes theoretical development, experimentation, and prototype implementation. This thesis has concluded: (1) the core capabilities to be addressed in designing a HAS are transparency, communication, rationale, cognition and task-sharing and they can be implemented with the existing technologies including fuzzy logics, Petri Net and ACT-R (Adaptive Control of Thought-Rational); (2) expert opinion elicitation technique is a promising method to construct a more general framework for integrating various algorithms on human state inference; (3) there is a significant effect of the representation of the machine’s state on the user’s actions.

The main contributions of this thesis are: (1) provision of a case study for the proof-of-concept of HAS in the area of Computer Aided Design (CAD); (2) provision of an integrated framework for fatigue inference for improved accuracy, being readily generalized to inference of other mind states; (3) generation of a new knowledge
regarding the effect of the natural representation of a machine’s states on the user’s actions.

These contributions are significant in human-machine science and technology. The first contribution may lead to the development of a new generation CAD system in the near future. The second contribution provides a much powerful technology for human mind inference, which is a key capability in HAS, and the third contribution enriches the science of human-machine interaction and will give impact to the field of Artificial Intelligence (AI) as well. The application of the result of this thesis is rehabilitation, machine learning, etc.
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Chapter 1: Introduction

1.1 Human-machine interaction

Human-machine interaction (HMI) is a field of study of the interaction between humans (users) and machines (Sheridan and Parasuraman 2005). Research in this field leads towards better human-machine systems designed to perform tasks collaboratively with human beings. Modern assembly lines, airplane cockpit designs, everyday appliances, advanced driver-assist and in-vehicle systems, and software systems (e.g., computer-aided design software system, etc.) are all the result of the growing interest of both organizations and researchers in the field of HMI. It is an interdisciplinary field of human factors and ergonomics, computer science, engineering design, mechanical engineering, psychology and interface design.

1.2 Motivation and research questions

Recently, there are several issues raised by researchers across disciplines that need to be focused upon for future advances in HMI. One major issue is regarding the fundamental things that need to be considered by designers in the process of development of machines and other automated systems with which humans interact. For example, current computer-aided design (CAD) software systems for solving configuration design problems eliminate the humans from the design process instead of augmenting them. The process is becoming a totally automated process that essentially eliminates the human out of the loop. In this process human designers loose an opportunity of exhibiting their creativity. Another problem with the current HMI systems is that communication
between the human and the machine is very primitive and primarily is a monologue of information exchange. As Norman (2004) pointed out, two monologues do not make a dialogue. It is crucial, as a first step towards building better human-machine systems, to understand the core capabilities that are to be expected of machines in interaction with humans. Further, it is vital to critically assess several examples of human-machine systems from the viewpoint of these cardinal features. This exercise would yield a blueprint of basic functionalities that engineers and designers could use as a protocol to build good human-machine systems. Further there is no study in literature, which has focused upon design of a HAS from the perspective of these features. In this thesis, the domain of CAD system is studied to explore the design of a HAS. Therefore the first question in this thesis study is: what are the basic cardinals to be addressed when building human-assistance systems for better HMI and how to implement such a system for CAD?

Within the context of human-machine systems, there is a new paradigm for better interaction, which is to develop adaptive machines that can sense the user’s state and act accordingly. For example, by means of sensors “planted” on the steering wheel of an intelligent vehicle, an on-board computer could recognize the emotional/physiological state of the human driver and take actions to put influence over the driver to change it properly (Lin et al. 2007). If it senses that the driver is in a drowsy state, it might possibly start to play the radio to keep the driver awake. If the car recognizes that the driver is very sad, it may play a driver’s favorite song to cheer up him/her. This could lead towards a lower number of road accidents (Nass et al. 2005). Imagine a computer could feel our frustration and provide simple steps to do a task, which we wish to accomplish.
Research reports in literature seem to bring the future closer to reality by the day. However, a major issue remains that the state of the human cannot be accurately sensed. The main shortcoming is that if a machine takes action based on an incorrectly identified state of the human, it may lead to huge problems. There are several algorithms reported in literature to infer the emotional state of the human being. All these differ in the technique of inference and their power of accuracy. The problem is that each of these algorithms gives a so-called “opinion” about the state, which is only an estimate of the actual state. This issue calls for a method to increase the effectiveness in sensing the state of the human being. However, this method should not be just another algorithm to infer the state of the human with a goal to be more powerful in terms of accuracy. Instead, an alternative viable approach is to integrate the existing works to collectively yield a better-inferred estimate of the human’s state. This is because all of these algorithms are candidate estimates of the human’s state and an approach is needed to integrate these opinions from varied sources. Hence, the second question raised in this thesis is: Is there a way to integrate various techniques of inference of the human’s mental or emotional state for better accuracy and sound principle of inference?

Recently a new paradigm is being raised in HMI towards the goal of creating better machines, which is to realize the importance of representation of machine state in a natural way that is easier to understand by humans. This has far-reaching implications and great potential to change the fundamental way that humans interact with machines. What if machines could have and express emotions? What if machines could represent themselves in a natural way? These questions were raised by Norman in his book, ‘The design of future things’, where he brilliantly summarized why emotions are necessary for
machines (Norman 2007). He also proposes that if the machine could communicate about its state in a natural manner, it may have an effect on the human interacting with the machine. It might bring a change in the actions of the user of the machine and may affect the human’s long-term behavior. However, there is no proof-of-concept study in support of his proposal. The third question raised in this thesis is: would representation of machine’s state in a ‘natural’ way significantly affect the user’s actions in doing a task?

In general, the contemporary literature in HMI has not provided sufficient knowledge to answer the aforementioned three questions; a detailed review of literature is provided in the next chapter. The motivation of this thesis is to generate knowledge to answer these questions and is to advance technologies for better HMI.

1.3 Objectives

There are three specific objectives defined for this thesis study:

**Objective 1:** Explore the core capabilities in human-machine systems for good interactions between humans and machines by means of a case study about HAS and design a prototype HAS for CAD from the perspective of these core capabilities. The work along this objective is to provide answer to the first question as mentioned before. It is noted that the machine system is an intelligent CAD software system. However, the outcome can be easily adapted to any so-called intelligent hardware machine system.

**Objective 2:** Develop a framework that allows the integration of various algorithms/techniques for human state inference. The work along this objective is to provide answer to the second question as mentioned before. The idea behind the work on
this objective is that hybridization and integration of various types of algorithms on multiple cues should result in a more accurate result than a single algorithm. This idea is generalized from the work of Yang et al. (2008), Lin (2010) and Zhang et al. (2011).

**Objective 3:** Build a prototype simulated test-bed in which the machine can communicate with the human about the machine’s state in a natural way; design and conduct experiments to generate knowledge about the effect of such a natural expression of a machine’s state on user’s actions. The work along this objective is to provide answer to the third question as mentioned before.

### 1.4 Organization of the thesis

This thesis is comprised of six chapters. The subsequent chapters are organized as follows:

**Chapter 2:** This chapter introduces the basic knowledge about Human-Machine Interaction (HMI) and other related fields. The three issues addressed in this thesis are extensively commented upon to establish the context of the proposed research further.

**Chapter 3:** This chapter builds upon the first issue and hence achieves the first objective of this study. The core capabilities of a general-purpose HAS are identified by means of a case study in the area of computer-aided design.

**Chapter 4:** This chapter presents the work related to the second objective. It introduces the architecture of the proposed framework to integrate various algorithms/techniques for human state inference. Fatigue is taken as an example to illustrate the effectiveness of the proposed architecture. The results obtained are also discussed for their further implications.
Chapter 5: This chapter relates to the achievement of the third objective. A detailed description is provided about the prototype developed for the study. The experimental procedure and results are also discussed to understand the specific effects.

Chapter 6: The final chapter presents the conclusions from this work. Contributions, limitations and future research directions are also discussed.
Chapter 2: Background and Literature Review

2.1 Introduction

This chapter provides literature pertinent to the objectives as defined in Chapter 1 of this thesis. Section 2.2 discusses the literature about HMI. The issues related to human-in-the-loop are examined in Section 2.3. Reported studies in the area of human state inference are studied in Section 2.4. Various approaches in representation of machine state with their benefits are reasoned in Section 2.5. At the end, the research objectives defined in Chapter 1 are revisited to further justify the need of the proposed research and its nature.

2.2 Human Assistance Systems (HAS)

Human-machine interaction (HMI) is a field of research that focuses on the study of interaction between humans and machines. Recently, an emphasis is being given in research literature to make designs of human-machine systems that keep the human ‘in-the-loop’ in HMI (Ruff et al. 2002). This means that the human should be also an active participant in the control and management of tasks in a work environment. This emphasis may be seen as being further rooted in two paradigms in systems science and engineering, namely (a) machine’s intelligence can never surpass human’s intelligence; and (b) machine may go wrong in a similar manner as humans can make mistakes. Following paradigm (a), keeping the human ‘in-the-loop’ will literally give an unlimited possibility of intelligence of the underlying human-machine system. Paradigm (b) reminds us of the ultimate duty of human beings – in particular when the machine goes wrong, the human has to take over the machine’s job to keep life moving on.
The school of thought of human ‘in-the-loop’ in HMI leads us towards the study of Human Assistance Systems (HAS). These systems are conceptualized to be assisting humans in their tasks by offering situation based help (Cai 2011). The notion is that these systems augment humans in a task rather than eliminating humans.

Currently, there is no specific set of capabilities outlined in literature that designers can use to build HAS with better HMI in mind. Following is a set of five capabilities which seem crucial for a HAS to possess:

1) Transparency
2) Communication
3) Rationale
4) Task-sharing
5) Cognition

The aforementioned list is far from being a complete and exhaustive list of cardinal points that need to be considered by designers when building these useful systems. However, they seem to be the core capabilities that are desired in any system built for interaction with humans. It is essential that several systems be analyzed from the viewpoint of the above to create a final blueprint of the desired capabilities. In the scope of this thesis, a case study of human-machine system is considered and it is scrutinized from the perspectives of the above capabilities. The case is in the domain of CAD system in which increasingly, agent-based systems are being created for assisting designers. Based on the critical analysis, shortcomings in the existing literature are identified in the subsequent sub-sections of this chapter. Possible frameworks for addressing the shortcomings are presented as solutions in Chapter-3.
2.3.1 HAS in Computer-Aided Design (CAD)

This case is about humans and software systems working in cooperation to generate conceptual design solutions to a given engineering design problem, configuration design in this case. It is hypothesized that a HAS for providing assistance in CAD possess capabilities such as communication, transparency etc. This falls under the contemporary definition of use of computational agents, which are sophisticated programs that possess attributes such as social behavior, reactivity, etc. and can solve tasks on behalf of their users (Franklin and Graesser 1997). Increasingly, complex tasks require multiple agents that can work together. A multi-agent system (MAS) is a collection of multiple agents, possessing diverse capabilities, which work interactively, distributing various resources amongst them, to achieve a common goal (Lang and O’Gardy 2001).

In the current context, the capabilities the HAS needs to have can be interpreted as follows:

1) **Task sharing**: This refers to the sharing of tasks/sub-tasks in the design process among the participants;

2) **Transparency**: The capability of the computer agent to represent its actions to the designer so that the designer can be ‘in-the-loop’;

3) **Rationale**: The capability of the computer agent to have appropriate rationale for every step it executes in the design synthesis in particular;

4) **Communication**: The capability of the agent to communicate with and receive feedback from the human designer through a human-agent interface;
5) **Cognition**: The capability of the agent to learn from the past design experience.

Agent-based design models are reported in the literature. A-Design (Campbell 2000, Campbell et al. 1999, Campbell et al. 2000) is an iterative, multi-agent-based design for solving engineering design problems. It consists of four classes of interacting agents – The Configuration agents (C-Agents) construct candidate designs using a library of embodiments depending on the input and output constraints specified by the human designer; the Instantiation agents (I-Agents) take the configuration designs from C-agents and instantiate the parameters in the system with values obtained from a catalogue of components; the Manager agents (M-agents) take the design population and produce feedback that controls how other agents in the system operate; the Fragmentation agents (F-agents) take out one or more components from the good designs and these fragmented designs are reconstructed and become part of the next iteration’s design population.

A-Design system has a primitive level of communication capabilities: it consists of two monologues between the human designer and the agent system: the designer issues the command and agent displays the result. Also, the rationale built in the system is to heuristically search and connect inter-connectable components to complete the design. However, this can be considered as a kind of operating logic that is the behavior of the system. The “actual” rationale should be the rationale behind choice of the components, which in this case is a heuristic search. This serves very little value, as the rationale of this kind is not understandable to the human designer.

Establishing useful and successful communications between the computer software and the human designer has also been demonstrated in literature in another
agent-based design system proposed by Campbell et al. (2003). In this system, human designers can interrupt the design synthesis and initiate a small dialog with the Manager-agent if he/she wishes to, by which he can adjust the rating system of the design process. The dialog consists of a task for the human designers to rate three design variants on a scale of 1 to 10 provided that the best solution in a particular iteration is considered to have a rating of 5. It is worthwhile to note that in the agent-based design in Campbell et al. (2003), there is a notion of human designers and agents, cooperating with each other to produce the designs. In other words, there is a level of automation built into the system such that the system is not fully automated. The sharing of tasks here is that the human designer uses his experience, to guide the agent to produce good designs, by teaching the agent to rate the design variants. Another notable improvement of this system is the increased level of communication capabilities. However, the capabilities of transparency and cognition are still lacking in this system.

Moss et al. (2004) proposed a software system in which the agents possess the ability to learn from design experience. This system shows to be very effective in deploying the experience by transferring the knowledge learnt in the previous iterations. Design processes for three electromechanical problems were demonstrated with this system. The ability of cognition is given to the agents by using the ACT-R (Adaptive Control of Thought-Rational) architecture (Anderson and Lebiere 1998). Although this system is successful in imparting cognitive abilities in terms of representing design components in the declarative module or declarative memory, the procedural memory remains a black box. The design synthesis process is highly event-driven; the type of component to be chosen in later stages of design depends on the component chosen in the
current design stage as the component functional parameters should match. However, the model of Moss et al. (2004) lacks a proper formalism to represent this complex event-driven behavior of the design system. In other words, the software system lacks the capability to make its design procedure transparent to the human designer. Also, at each stage, selection made between competing solutions depends on several parameters. For example, a structural frame with built-in fixtures for an air conditioner might eventually yield a low cost design than to buy the frame and fixtures separately. Hence at the design stage of choosing the frame, the human designer’s past experience at the stage comes into play. Furthermore, the human designer does consider the cost of individual components while deciding different solution components, and this means that his/her decision is also influenced by his/her experience of how well the component would minimize the entire design cost. This issue is to do with logic or the rationale behind the choice of the components.

Applications of evolutionary algorithms for solving engineering design problems are also seen in the literature (Tay et al. 1998, Brown and Hwang 1993, Carlson-Skalak et al. 1998). However, evolutionary algorithm based approaches have three major disadvantages: 1) They fail to incorporate the human cognitive process of problem solving (i.e., capture the human activity in design); 2) They keep the human operator in the dark and act as a black box thus lacking transparency in representing the design synthesis; 3) They lack a good formalism to explain the rationale of their problem solving approach. In other words, the heuristic algorithmic approach to software design does not follow the human-centered design principle and would not yield a good HAS for design.
Researchers have also tried Object-Oriented approach for solving engineering design problems (Kusiak et al. 1991, Lang and O’Gardy 2001). However, modeling design knowledge in an object fashion is similar to the declarative module of the ACT-R architecture – the objects in the object oriented programming paradigm are the same as the chunks in ACT-R. The added benefit that ACT-R provides is to use this representation to solve problems in terms of procedural knowledge.

2.3.1.1 Findings

From the foregoing literature survey of the state-of-the-art in HAS in CAD software systems, the following findings can be made:

1) Multi-agent systems are the current trend in HAS for CAD as they have the best mimicking of the contemporary design practice – i.e., a team of designers collaborating with each other.

2) Researchers have explored the capabilities of communication, cognition and task sharing in HAS for CAD.

3) The capabilities of transparency and rationale have yet to be explored in a more pragmatic way in this domain of HAS.

The capabilities of cognition, transparency and rationale have unique meaning to the domain of engineering design. These have yet to be incorporated in CAD agent systems. In Chapter-3, a framework as well as the strategy to implement it is proposed to address the above limitation.
2.4 Human state inference

Human state inference has several important applications (Goleman 1995). Human state inference is generally done from physiological and contextual cues (or signals), which are believed to be indicators of the state. The inference system is a mapping of the cues to the state. Since there are no first principles in literature about this relationship, researchers take support of empirical learning to construct such a mapping. In this process, historic data, more commonly known as “training data”, about the cues and the human state is vital to be collected. As shown in Figure-2.1, training data is used to generate the inference model by use of machine learning techniques such as Artificial Neural Networks (ANN), Bayesian Networks (BN), etc. This inference model can be subsequently used to determine the state of a given test case as shown in Figure-2.2.

![Diagram of inference model generation from training data](image)

Figure 2.1: Generation of inference model from training data
Picard et al. (2001) proposed a hybrid recognition algorithm to infer the emotional state of a person. Their mapping of physiological cues (such as muscle activity, skin conductance, heart rate variation and respiration rate) to eight emotional states achieved 81% accuracy. Nasoz et al. (2003) also reported an emotion inference system using physiological cues namely heart rate, skin temperature and skin conductance. In their work, they elicited emotions in the participants by use of various scenarios in different movie clips, which the subjects watched. Hence, their system in effect maps the cues to various scenarios. Three algorithms were used in their method to determine the weights: k-Nearest Neighbor (KNN), discriminate function analysis (DFA) and Marquardt back propagation (MBP). In their later work (Nasoz et al. 2004), the three said algorithms were combined with feature extraction technique to result in an overall improvement of accuracy of inference.
Mandryk and Atkins (2007) proposed a fuzzy inference system to infer the emotions of users in a gaming scenario. The cues used are galvanic skin response (GSR), heart rate (HR) and electromyography (EMG). Two fuzzy rule engines: First is to determine the arousal and valence of the player’s experience from the cues; second is to determine the emotion from the arousal and valence obtained from the first set of fuzzy rules. The if-then rules were constructed using knowledge from a previous study of emotion (Russell et al., 1989). Mental workload was inferred and controlled by Wu et al. (2008) using the Queuing Network-Model Human Processor (QNMHP) technique (Liu et al. 2006). Human cognitive state has also been modeled using the Adaptive Control of Thought-Rational (ACT-R) (Anderson and Lebiere 1998).

Human fatigue state determination has also gained interest among the researchers. He and Zhao (1993) inferred the Fatigue level of human drivers by using fuzzy set theory. Hamonda and Saccomanno (1995) proposed a neural network model for fatigue detection for truck drivers. Jung et al. (1997) proposed a fuzzy-neural network based inference system to detect drowsiness of drivers using the signals from EEG. Horng et al. (2004) report a fatigue detection algorithm using the eye tracking technique. Yang et al. (2008) used a fuzzy neural network technique namely Takagi-Sugeno-Kang (TSK) to infer the fatigue state of the human drivers. Fatigue inference has also been achieved using Static Bayesian Networks (Ji et al. 2004) and Dynamic Bayesian Networks (Yang et al. 2010, Ji et al. 2006, Li and Ji 2005).

As evident from the aforementioned discussion, there are several algorithms (or techniques) reported in literature to infer the human state. Each of these techniques can be considered to be an expert in making his/her decision on the state. Each expert has
good and bad points. The problem is that, each of these experts gives a so-called ‘opinion’ about the human state. Each of these opinions is only an estimate of the actual state of the human. An integrated framework is necessary to be developed because none of the experts is powerful enough to infer the state for every situation (Gray 2007, Lin 2010). One of the driving forces to pursue this integrated framework is that if the machine takes action based on an incorrectly identified state of the human, it may lead to much bigger problems which is due to the poor human-machine interaction. An integrated framework might be able to advance the accuracy of inference.

2.5 Machine state representation

Representation of a machine’s state in a natural way has gained increased interest among researchers in the field of HMI and artificial intelligence. It is believed that this way will lead towards better communication between humans and machines. Bartneck (2001) developed expressions for a machine to display human-like emotions using facial expressions of an embodiment of a human face. Saerbeck et al. (2010) developed a robotic cat (iCat) that displays emotional expressions for use in tutoring applications. Kismet is a robot developed at MIT that uses movements of lips, ears, jaw etc. to display emotion (Breazeal 2002). Saldien et al. (2010) developed a robot that appears like an elephant in which the facial expressions of a cartoon character ‘Probo’ are brought to life in the context of the non-verbal way for representation of emotion. Suzuki et al. (1998) presented a mobile robot, which is hypothesized to feel certain emotions based on its interaction with the human by means of gestures. In particular, based on the gestures of the human, the emotional state of the robot changes, which further causes the robot change its movement in the environment.
Saerbeck and Bartneck (2010) proposed to use motion features, such as acceleration and curvature, of a robot to express emotions. The main focus of their work was to determine how humans perceive a robot’s motion as emotion. Participants were asked by questions relating to which emotional label they would use to characterize the motion of the robot. They concluded that when the robot was moving with high acceleration, humans perceived it as an increase in the robot’s arousal.

Use of emotions for machines has also applications in machine learning. Gadando and Hallam (1998) attempted to make a robot that takes decisions based on the emotion felt by the robot. Lee-Johnson and Carnegie (2010) presented a system in which robot is hypothesized to feel certain emotions. Using these emotions, an algorithm was developed for path planning of the robot.

Potkonjak et al. (2002a, 2002b) took a task of hand writing as an example and demonstrated the emotion of “fatigue” using a novel approach to link increasing motor temperatures to increasing fatigue. The temperature increases as the machine does repeated work, which in turn increases the fatigue. Their idea fits well with the definition of fatigue in the context where fatigue arises from repeated loading and unloading. The behavior of the robotic hand was also modeled such that it can change its methodology to achieve its goal (i.e., handwriting task) in elevated states of fatigue. In such scenarios, the performance of the robotic hand decreases, which is visible in the output of the task. For example, the writing is not very smooth when the hand is in high fatigue state. This is also an innovative way for the robot to communicate about its state to the human.

Nass et al. (2005) presented one of the first works on how machine’s representation of its emotional state can improve the safety of the passenger. They proved
that pairing occurs between the driver’s emotion and the car voice’s emotion and that the latter can affect the former. They further studied the effect on the driver’s emotion on the driver’s performance in the task.

A natural way to represent a machine’s state would mean that there are certain labels that describe human emotions and they are linked to various states of the machines. It would be very easy for humans to relate to these labels. For example, if the engine temperature is high of a car, it can be called as the car being ‘tired’. When the car is low on fuel, it can be represented as the car being ‘thirsty’. Norman (2004) argued that such a representation would help to evolve the interactions between humans and machines. Humans might consider machines as a friend and take good care (i.e., maintenance) of the machines, when the humans understand the correspondence of a machine’s state to a machine’s natural expression (adapted from Norman 2007).

In summary, the above literature survey of machine state representation highlights an explored question: is there any significant effect on the user’s actions in a task when the machine’s state is represented in a natural manner. It is noted that this question has not been answered by the current literature. Nass et al. (2005) provided a partial ‘yes’ answer to this question; yet their work has not considered the machine’s state. In fact, a hired actor generated the voice that was given out by the car (Nass et al. 2005), and there is no linkage between the voice and the machine’s state. This thesis aims to answer this question, and in particular the answer is presented in Chapter-5.
Chapter 3: Human Assistance System for Computer-Aided Design

3.1 Introduction

In Section 2.3 of this thesis, a case study of a HAS for CAD system to support human designers in solving configuration design problems was analyzed. The major finding obtained is that the capabilities of transparency, rationale and cognition have not been studied in the context of CAD software. This chapter proposes a framework that addresses this issue. The framework uses a modified representation of the ACT-R chunks as originally used by Moss et al. (2004) to acquire the capability of cognition. The other capabilities of transparency and logic are added to the system by use of Petri nets and Fuzzy logic respectively. These capabilities have never been demonstrated in the literature of the HAS for CAD systems. The effectiveness of the proposed architecture is demonstrated by solving a hypothetical configuration design problem along with its implementation. This implementation also gives great confidence for a more comprehensive implementation of the proposed architecture for more complex design problems.

In Section-3.2, a brief introduction about the Petri nets and ACT-R is presented. The proposed framework is discussed in Section-3.3. The results of implementation of the framework to solve a hypothetical test problem are discussed in Section-3.4. In Section-3.5, a conclusion is presented towards achievement of the first objective defined in Chapter-1 of this thesis.
3.2 Tools used

3.1 ACT-R

ACT-R is a cognitive architecture to understand and simulate human cognition (Anderson and Lebiere 1998, Anderson et al. 1995, Lebiere and Anderson 1993). It consists of two types of memory modules namely, ‘Declarative Memory’ and ‘Procedural Memory’. Knowledge is represented as chunks (or buffers) that collectively constitute the declarative memory. Procedural memory consists of production rules representing the knowledge of how humans do things (Anderson et al. 1995). It is essentially the most vital module of ACT-R, as it possesses the knowledge of performing the tasks (Anderson et al. 1997). For example, in the case of a calculation task, procedural memory is the generalised knowledge of the process of performing addition tasks making use of addition chunks (declarative memory) – the effectiveness of ACT-R depends more on the effectiveness of the procedural module, and hence it should be carefully modelled. For further information on the ACT-R architecture, the reader is directed to the bibliography maintained by the ACT-R group at CMU (http://act-r.psy.cmu.edu/).

3.2 Petri nets

Petri nets (PNs) provide a proper tool to explicitly represent process knowledge, and Fuzzy Logic is best suited for explanation of rationale of decision making in the case of competing solutions. The PN is a very promising tool to represent concurrent or parallel systems and can clearly capture the system constraints better than other models (Murata 1989). The PN may be viewed as a particular kind of directed graph (Figure-3.1) comprising of four kinds of primitive objects - places, transitions, directed arcs
connecting the places to the transitions and the transitions to the places and tokens. A detailed tutorial of PNs can be found in Zurawski and Zhou (1994).

![Petri Net Diagram](image)

Figure 3.1: A sample Petri net depicting places and transitions.

A Petri net (PN) is represented in tuples, an example of which is illustrated below.

\[
PN = (P, T, I, O, M)
\]

(3-1)

where,

- **P** = Set of Places,
- **T** = Set of Transitions,
- **I** = Input Function,
- **O** = Output Function, and
- **M** = Marking of the Petri Net.

The example shown above consists of 5 tuples. The number of tuples may be increased to incorporate additional information. Marking denotes the state of the PN by associating places with tokens. A transition can be enabled only when the number of
tokens at all the places is greater than the weight of the corresponding connecting arcs. However, this may not be the sole criteria of enabling a transition but it is the constraint for a particular transition to qualify for enabling. More information on Petri nets can be found in the seminal paper by Murata (1989).

3.3 Proposed framework

From a conceptual standpoint, it is proposed to use fuzzy rule based Petri nets for design rationale and transparency, and ACT-R model of Moss et al. (2004) for cognition. However, to discuss the architecture in detail, a context (or function) of the CAD system is necessary.

The proposed architecture describes a CAD agent system with the following functionality: given a set of input and output specifications of design requirements, the CAD system returns design solutions with a minimum cost. Hence the design cost is the objective function, which is to be optimized by the CAD agent system. It is to be noted that the scope of this objective function is limited to the parameters such as weight, cost, or cumulative error, in which the cumulative sum of the specified parameters of the components in the design solutions represents the parameters of the entire design itself. For example, the weight of a design solution or product is same as the sum of the weights of the individual components in the product. The proposed architecture is based on the aforementioned context (or function) of the CAD system. However, it is noted that the architecture can be modified appropriately to suit to other contexts.

In the proposed architecture, the human designer studies the problem and identifies the input and output constraints (domain and interface) required in the design.
He/she inputs these constraints into the CAD agent system and specifies an objective to which the function is to be optimized (minimization of the objective function). After the human designer inputs the required specifications, the agents take charge and search for designs iteratively until the number of iterations exhausts or the design cost reaches to an acceptable level – this criterion being specified by the human designer.

The remainder of this section first describes the modeling of the context of the problem using ACT-R and rule-based Petri Nets. Second, a short note is presented on the multi-agent architecture illustrating the interactions between the agents and their collective problem solving technique. Finally, the aspect of learning from knowledge transfer is discussed, and a pseudo-code of the entire architecture is presented.

The chunk representation, which constitutes the declarative part of ACT-R, in the context of engineering design problems, has been illustrated in the work of Moss et al. (2004). In the architecture proposed in this thesis, the cost attribute of the chunk is added to the representation presented in (Moss et al. 2004) as shown in Table-3.1, and this representation is used as the design chunk in the proposed model. This extension is necessary as the cost of the chunk is used in the rule based Petri net to take decisions which build the design rationale of the software to minimize the objective function, as discussed in the subsequent paragraphs.

The domain and interface attributes collectively represent the Functional Parameters (FPs) of the chunk. Two chunks can connect with each other only if the output FPs of the former chunk matches to the input FPs of the latter – e.g., in the case of a desktop computer, a monitor can only connect to the CPU via the socket provided in the CPU for monitor cable; this joint is the match of the output and input FPs of the monitor.
and the CPU, respectively. A chunk consists of several components (Table 3.1) and the cost of the chunk is the cumulative sum of the cost of these individual components.

<table>
<thead>
<tr>
<th>Design-Chunk C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isa</td>
</tr>
<tr>
<td>Input-domain</td>
</tr>
<tr>
<td>Input-Interface</td>
</tr>
<tr>
<td>Output-domain</td>
</tr>
<tr>
<td>Output-Interface</td>
</tr>
<tr>
<td>Components</td>
</tr>
<tr>
<td>Connectivity</td>
</tr>
<tr>
<td>Goodness</td>
</tr>
</tbody>
</table>

| Design-chunk                  |
| Translation/rotation etc.     |
| Bolt/Shaft-hole etc.          |
| Translation/rotation etc.     |
| Bolt/Shaft-hole etc.          |
| C1, C2 etc.                   |
| Port-1 of C1 is connected to Port-1 of C2. |
| Cost of the chunk             |

Table 3.1: Modified representation of the chunks of Moss et al. (2004).

The computer agents start building the solution by selecting a chunk whose input FPs match with the input FPs specified by the human designer. At each stage of the design, including the initialization of a design, there might be several chunks that have the input FPs similar to the output FPs of the current stage of the design (and for the initialization chunk the input FPs need to be similar to the input FPs specified by the human) and decisions have to be made to select one of these chunks to proceed towards the completion of the design. In other words, the choice system is parallel and concurrent. Ideally, the analysis process has to be able to learn to build and take smarter decisions and this requires the decision evaluation system to be adaptive. A rule-based Petri net is chosen for such system in the current model because it offers a logical reasoning about the choice of decisions made and the whole analysis process is clear to the human
designer who is in control of the model; it offers a grey box if not a white box understanding and transparency. This rule based Petri net (RB-PN) accounts for the procedural knowledge (or the production system) of ACT-R. The RB-PN proposed in an 8-tuple PN as follows:

\[ \text{RB-PN} = (P_{st}, P_{so}, T, I, O, D, W, M) \] (3-2)

where,

- \( P_{st} \) = Set of State Places (current state of the design),
- \( P_{so} \) = Set of Source Places (chunks that can be added to the current state),
- \( T \) = Set of Transitions (events which advance the design stage by firing),
- \( I \) = Input function,
- \( O \) = Output function,
- \( D \) = Set of Propositions,
- \( W \) = Preferences of the transitions, and
- \( M \) = Marking of the Petri Net.

A primitive example is illustrated in Figure-3.2. The alphabets ‘A’, ‘X’, ‘F’, etc. in Figure-2 represent various chunks available in the knowledge pool (collection of design chunks) which also denote the places of the RB-PN. The places ‘A’, ‘A-X’, ‘A-F’, ‘A-X-F-M’, and ‘A-X-C-M’ denote the state places (\( P_{st} \)) and the places ‘X’, ‘F’, ‘P-M’, ‘C-M’ denote the source places (\( P_{so} \)). The transitions ‘\( t_1 \)’, ‘\( t_2 \)’, ‘\( t_3 \)’ and ‘\( t_4 \)’ represent the events which advance the design. The problem is to construct a solution which has the input and output FPs of the chunks ‘A’ and ‘M’, respectively. Such a design can be
obtained by either firing transitions of the set \((t_1, t_3)\) or the set \((t_2, t_4)\), respectively, and there might be many more similar sets to construct the design.

![Diagram of RB-PN](image)

**Figure 3.2:** An example of the RB-PN implemented in the current work.

It is worthwhile to specifically cite the transparency achieved by use of PN. Figure 3.2 is a pictorial representation of the design synthesis to produce the product ‘A-...-M’. The steps leading to the evolution of a particular solution to the problem is visible to the human designer by means of such a pictorial diagram. Consider an example where it is required to build a table which can be easily moved, and the objective be the minimization of the total cost of the table. Let A, X, F, P, C and M in Figure 3.2 correspond to table top, metallic frame, wooden frame, metallic legs, wooden legs and wheels respectively. The same is shown in Figure 3.3. By representing these chunks, pictorially in the PN gives the ability to the software to transparently and visually represent the steps which lead to a particular design solution, i.e., either ‘A-X-P-M’ or ‘A-C-F-M’. The rationale behind the choice of a particular solution is explained by the set of transitions which are fired, based on the rules specified (discussed in the following paragraphs).
At each stage of the design, the transitions that qualify for enabling are extracted and the choice of the transition to be fired is to be determined. This choice is not just dependent on the component cost but also its performance in minimizing the entire design cost in previously constructed designs. The comparison of transitions (firing a transition is equivalent to choosing the component at its source place) to be made is relative among the available options and is very vague in nature. A sample rule can be as follows: “Among all available transitions, if the cost of the component at the source place is least and its performance is highest, then the transition is fired”. Following this ideology, fuzzy logic principle (Zadeh 1975) is employed to decide between competing transitions. The fuzzy variables are identified as the transition’s cost and the transition’s preference. These fuzzy variables denote the cost (equal to the cost of the source chunk of the transition) and the preference value (tuple of the RB-PN) of the transition,
respectively. (The preference of the transition correlates to how well firing the transition (or choosing the component chunk at its source place) performed in previous designs; the preference of a transition is updated if it was fired to build a solution so that later instances can learn from experience. The mathematical update function of the preference value is listed consequently, in this section). The fuzzy sets are identified as being high, medium and low. To determine the association rules (trapezoidal) between the fuzzy variables and sets, a synthetic variable \( x \) is considered as shown in Table-3.2. The association functions of the synthetic variable \( x \) (which is equivalent to the association of the corresponding fuzzy variable) to the fuzzy sets have summarized in Table-3.3. It is to be noted here that the transition with low cost and high preference is desired (Table-3.2).

<table>
<thead>
<tr>
<th>Fuzzy Variable</th>
<th>Synthetic variable ((x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>The transition’s cost</td>
<td>( x = \frac{(c_{\text{max}} - c)}{(c_{\text{max}} - c_{\text{min}})} )</td>
</tr>
<tr>
<td></td>
<td>where,</td>
</tr>
<tr>
<td></td>
<td>( c ) = cost of the transition in consideration.</td>
</tr>
<tr>
<td></td>
<td>( c_{\text{min}} ) = the minimum cost among all the possible transitions.</td>
</tr>
<tr>
<td></td>
<td>( c_{\text{max}} ) = the maximum cost among all the possible transitions.</td>
</tr>
<tr>
<td>The transition’s preference</td>
<td>( x = \frac{(w - w_{\text{min}})}{(w_{\text{max}} - w_{\text{min}})} )</td>
</tr>
<tr>
<td></td>
<td>where,</td>
</tr>
<tr>
<td></td>
<td>( w ) = preference of the transition in consideration</td>
</tr>
<tr>
<td></td>
<td>( w_{\text{min}} ) = the minimum preference among all the possible transitions</td>
</tr>
<tr>
<td></td>
<td>( w_{\text{max}} ) = the maximum preference among all the possible transitions</td>
</tr>
</tbody>
</table>

Table 3.2: Conversion of the fuzzy variable to the synthetic variable \( x \).
<table>
<thead>
<tr>
<th>Range of a variable ( x )</th>
<th>Association Function of the variable to the fuzzy sets:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 \leq x &lt; 0.25 )</td>
<td>High: 1.0  Medium: 0.0  Low: 0.0</td>
</tr>
<tr>
<td>( 0.25 \leq x &lt; 0.4 )</td>
<td>((0.4 - x)/0.15)  ((x - 0.25)/0.15)  0.0</td>
</tr>
<tr>
<td>( 0.4 \leq x &lt; 0.6 )</td>
<td>0.0  1.0  0.0</td>
</tr>
<tr>
<td>( 0.6 \leq x &lt; 0.75 )</td>
<td>0.0  ((0.75 - x)/0.15)  ((x - 0.6) / 0.15)</td>
</tr>
<tr>
<td>( 0.75 \leq x &lt; 1.0 )</td>
<td>0.0  0.0  1.0</td>
</tr>
</tbody>
</table>

Table 3.3: Association rules of \( x \) with the fuzzy sets high, medium and low.

The choice of the transition to fire is determined by a set of rules that constitute the design rationale of the software system. These rules are summarized in Table-3.4, and an example of a rule is constructed from a record of the rule-table is: “If the transition’s cost is low, and the transition’s preference is high, then \( EF = 1.00 \)”, there “\( EF \)” is the enabling factor of rule, which is used to obtain the modified truthfulness value of the rule:

\[
\text{Modified truthfulness} = \text{Actual truthfulness} \times \ EF \tag{3-3}
\]

For each transition, all of these rules are applied and the transition, which has the maximum modified truthfulness value, is fired by and the marking of the Petri net is adjusted.
<table>
<thead>
<tr>
<th>Transition’s cost</th>
<th>Transition’s preference</th>
<th>Enabling Factor (EF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>High</td>
<td>1.00</td>
</tr>
<tr>
<td>Low</td>
<td>Medium</td>
<td>0.90</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>0.15</td>
</tr>
<tr>
<td>Medium</td>
<td>High</td>
<td>0.80</td>
</tr>
<tr>
<td>Medium</td>
<td>Medium</td>
<td>0.75</td>
</tr>
<tr>
<td>Medium</td>
<td>Low</td>
<td>0.15</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>0.15</td>
</tr>
<tr>
<td>High</td>
<td>Medium</td>
<td>0.10</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 3.4: Rule-table of the software system, which represents the “design rationale”.

In the multi-agent system used in the proposed architecture, three agents are proposed – Configuration Agent (CA), Evaluator Agent (EA) and Fragment Agent (FA). The CA is responsible for the construction of the candidate solutions depending on the input and output specifications provided by the user. At each stage of the design, it extracts the transitions from the RB-PN that qualify for enabling, and depending upon the rules of the RB-PN, it fires transitions to advance the state of the design. At the end, it sends the completed candidate solution to the EA for evaluation. The EA evaluates the fitness of the solution by the objective function specified by the human designer and eventually, updates the weights of the transitions, which were fired to complete the solution, as per the following rule:

\[ w = w_0 + \Delta w \]  

(3-4)
\[ \Delta w = \beta / C \]

where,

\[ w_0 = \text{initial preference value of the transition}, \]

\[ w = \text{updated preference value of the transition}, \]

\[ \beta = \text{update index (} 0 < \beta \leq 1 \text{) (specified by the human designer), and} \]

\[ C = \text{Cost of the solution.} \]

By updating the preference of the transitions, it is ensured that the agents learn from previous experience by use of the update preference in the fuzzy choice between the transitions. It is noted that the objective is to minimize the design cost of the entire solution, and hence the update rule is an inverse function of the solution cost; cheaper the solution, higher the preference. After updating the preference values in the RB-PN, the EA passes the solution to FA that optimizes the final solution considering each chunk as a fragment. For example, if ‘A-B-C-D’ is a solution (‘A’, ‘B’, ‘C’, and ‘D’ being chunks), and ‘E’ is another chunk matching the FPs of ‘B’ but having lower cost than ‘B’, then the solution ‘A-E-C-D’ is conceptualized (since the problem is to minimize the cost of the design) and the corresponding transitions’ preference values are updated so that the CA can learn from this discovery during construction of the next candidate solution. The EA and the FA have a similar function, which is to update the transition preference values. However the FA has an additional responsibility of optimizing the solution by optimizing individual fragments of the solution. The interaction between the agents has been depicted in Figure-3.4. The model searches for the optimal solution
iteratively, given that the process of the construction, evaluation and chunk wise optimization of a candidate solution by the agents is considered as a single iteration.

![Diagram of Multi-Agent Structure]

Figure 3.4: The Multi-Agent Structure.

It is to be noted that the while constructing a candidate solution, a part of the solution might be unnecessary loops of chunks, a worse situation being that the CA might get caught up in the loop and never complete the solution. To overcome this situation, the CA back-checks the solution state after the firing of each solution, to cut the loop and penalize the fired transitions (i.e., reduce the preferences of the transitions) which led to the creation of the loop, so they do not appear in later designs, as follows: If $t_1, t_2, t_3, \ldots t_n$ were the transitions that were required to fire for the creation of a loop (in series), then the total penalty to be imposed is a fraction of the cumulative cost of the transitions. This penalty is distributed in parts to all the transitions ($t_1, t_2, t_3, \ldots t_n$) in an arithmetic series, in which case $t_1$ and $t_n$ are the least and most penalized transitions, respectively. The penalty $\Psi_i$ on the preference of the transition $t_i$ is given by
where

\[ \psi_i = \frac{\Omega}{n(n+1)} \]

\( \Omega = \text{Total penalty} = \alpha \sum_{i=1}^{n} c_i \)

\( \alpha = \text{Penalty index (0 < } \alpha \leq 1) \) (specified by the human designer)

\( i = \text{Transition Index}, \)

\( n = \text{Total number of transitions in the loop, and} \)

\( c_i = \text{cost of transition } t_i \) (equals cost of the source place of the transition).

Learning from design experience was demonstrated by Moss et al. (2004) by passing the learned chunks between different problems. This is similar to humans retaining good designs in memory and using them when they encounter a similar problem. In the current model, we propose the transfer of the transition preferences across problems for learning. It is to be noted that the preference of the transition are equivalent to the preferences of the source places, or the chunks, of the transition. Hence, passing the preferences effectively infers the passing of the knowledge of the good and bad chunks. The pseudo code of the architecture is presented in Table-3.5 and Figure-3.5, which illustrates the flow chart of the model.
Human designer initializes the parameters

For each iteration i

Begin

While solution S is incomplete

Begin

CA fires transitions based of the RB-PN to complete S

If any loops have been encountered

Begin

CA eliminates the loop

CA penalizes the transitions which lead the creation of the loop

End

End

CA sends S to Evaluator Agent (EA)

EA updates the transition weights related to S and passes S to Fragment Agent (FA)

FA optimizes S chunk-wise to generate solution $S_o$

FA updates the transition weights corresponding to $S_o$

End

Print the best solution obtained

Table 3.5: Pseudo Code.
3.4 Example, results and discussion

The requirements for a human-centered CAD system proposed in the current work are revisited as having transparency, design rationale and cognitive capabilities. The proposed architecture described previously is hypothesized to be able to lead to a software system that can fulfill these requirements.

Petri nets and fuzzy logic together satisfy the transparency and design rationale requirements as fuzzy logic gives a natural way of decision making which can be easily understood by human designers and by means of the pictorial representation of the design synthesis process (an example of which is shown in Figure 3.3). The pictorial representation of the transitions fired to complete the design provides a transparent and white-box view of the actions executed by the agent system at every step of the design synthesis.

The capability of cognition is hypothesized to be achieved by use of the ACT-R architecture of Moss et al. (2004). This hypothesis is verified in this section as the original architecture of (Moss et al. 2004) is not used ‘as is’ but is modified and a rule based Petri Net is used as the procedural memory of the ACT-R. Some other issues related to the architecture such as convergence and loop elimination by the multi-agent system are also tested in the implementation.

To determine the effectiveness of the proposed agent system for supporting engineering design, a design example is essential as long as a sufficiently large component base is available for the design synthesis. For example, in the case of solving electro-mechanical design problems, the component base, which primarily consists of
elements such as footpad, lever, springs, pulleys, belts, cylinders, generators, resistors, etc., has to be large enough so that the software agents be able to not only produce variants of design solutions using different combinations and configurations of components, but also be able to learn which components yield better design solutions and which effect the design solution the worst, with respect to the objective function (say minimization of the design cost). Table-3.6 depicts a chunk (belt-pulley chunk) as per the proposed architecture.

Any electro-mechanical problem can be broken down by the human designer as a set of input and output functions. For example, a pressure-gauge problem has a pressure source as an input and the output is a dial display, which displays the pressure applied by the source. Hence, the human designer instructs with the agent to produce a design solution which has the input functional parameters similar to that of a cylinder and the output functional parameters similar to that of a dial, using the electro-mechanical component base. These functional parameters can be labeled as \((D_1,I_1)\) and \((D_2,I_2)\), where \(D_1,D_2\) represent the domains of the input (cylinder) and output (dial) and \(I_1,I_2\) represent the interfaces of the input (cylinder) and output (dial) respectively. It is noted here that the various domains and interfaces of electromechanical components can be labeled, in the software system, as two separate lists: \((D_1,D_2,D_3, \ldots)\) and \((I_1,I_2,I_3, \ldots)\), and each component’s functional parameters can be labeled as the combination of two labels from the lists (as shown above).

Labeling the various domains and interfaces offers the advantage of testing the software system even in the case of lack of sufficient data of machine design components, as hypothetical combinations of domains and interfaces can be created and
tested. Also, such an arrangement does not hamper the design synthesis of the software
system. Table-3.7 presents the same example of the design chunk as shown in Table-3.6,
but using hypothetical domains and interfaces. In the present article, due to the lack of
sufficient data of machine design components, a computational domain is constructed as
follows: seven hypothetical domains are taken into consideration (D1, D2, D3…D7)
which represent domains like translation, rotation etc. Similarly for the interfaces, which
in general represent components like bolt, shaft-hole etc, seven hypothetical interfaces
(I1, I2, I3…I7) are considered. Using this notation, a sample chunk has already been
depicted in Table-3.7.

<table>
<thead>
<tr>
<th>Chunk Belt-pulley</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isa               : Design chunk</td>
</tr>
<tr>
<td>Input Domain      : Translation</td>
</tr>
<tr>
<td>Input Interface   : Bolt</td>
</tr>
<tr>
<td>Output Domain     : Rotation</td>
</tr>
<tr>
<td>Output Interface  : Shaft-hole</td>
</tr>
<tr>
<td>Components        : Belt, pulley</td>
</tr>
<tr>
<td>Connectivity      : Port-1 of Component-1 is connected to Port-1 of Component-2</td>
</tr>
<tr>
<td>Goodness          : 180</td>
</tr>
</tbody>
</table>

Table 3.6: An example design chunk (adapted from Moss et al. (2004)).

As shown in Table-3.7, chunk #16 is an ACT-R design chunk. It has the domains
D4, D1 for input and output, and interfaces I5, I6 for input and output, respectively. This
particular chunk has two components C1, C2 which are obtained from a predefined
catalogue. The cost of the chunk is determined by the sum of the cost of the components
constituting it. The model was tested for a pool of 5000 chunks, which collectively represent the knowledge pool. A chunk string, ‘#12-#54-#93’, represents a design solution with the specifications: input FPs of chunk ‘#12’ and output FPs of chunk ‘#93’.

<table>
<thead>
<tr>
<th>Design-Chunk #16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isa              : Design-chunk</td>
</tr>
<tr>
<td>Input-domain     : D4</td>
</tr>
<tr>
<td>Input-Interface  : I7</td>
</tr>
<tr>
<td>Output-domain    : D8</td>
</tr>
<tr>
<td>Output-Interface : I3</td>
</tr>
<tr>
<td>Components       : C1, C2, etc.</td>
</tr>
<tr>
<td>Connectivity     : Port-1 of C1 is connected to Port-1 of C2.</td>
</tr>
<tr>
<td>Goodness         : 180</td>
</tr>
</tbody>
</table>

Table 3.7: A sample design chunk as represented in the model.

Table 3.8: An example of the elimination of loops by the CA.

The capability of the CA to overcome loops was tested. It is desired that loops are not only removed as and when they are removed, but also the system does not repeat the mistake again – a learning mechanism comes into play here. A sample solution
generation process has been shown in Table-3.8 which illustrates that loop ‘#85-#614-#524-#85’ was encountered and was later not again repeated by penalizing the transitions which led to the formation of the loop. This component-loop formed because the chunk ‘#85’ was able to connect to the chunks ‘#614’ and ‘#524’ through its output and input functional parameters respectively. Several of such loops (of different configurations) were encountered and the system was able to not repeat the formation of each of the previously encountered loops and hence was able to increase the efficiency of producing design solutions using memory.

The model was tested for convergence by solving a hypothetical problem to produce a design with having a specified combination of the input and output FPs. For each design problem, the model was run for 200 iterations and the results (cost of the solutions) of a randomly selected design problem have been plotted in Figure-3.6. The cost converges after around 92 iterations.

![Figure 3.6: Cost of the transitions obtained in the iterations.](image)

The model was also tested for the knowledge transfer ability by passing the transition information (the weights) and the model was once again run for 200 iterations. The cost of the solutions obtained in the iterations is plotted in Figure-3.7. The average
cost of the design is calculated for both run (with and without transition knowledge) and the results are displayed in Figure-3.8. As is clearly visible from all these graphs, the model converges in about 60 iterations when knowledge transfer is used – 30% less number of iterations.

![Figure 3.7: Cost of the designs obtained with prior transition knowledge.](image)

![Figure 3.8: Average cost of the solutions obtained with and without transition knowledge.](image)

3.5 Limitations of the proposed architecture

Though the model is proposed for the minimization of an objective function, it can be used to maximize an objective by adjusting the conversion of the fuzzy variable (the transition) to the synthetic variable (x) and the weight update function of the agents. A limitation of the proposed architecture is that the objective is to optimize the design
from the single perspective (in this case, the cost of the design). The architecture can be extended to account for multiple objectives by using approaches such as Pareto-optimality (Deb 2001), which can extend the single objective approach to the multiobjective approach. The proposed architecture is described for the context of problems, which can be characterized as optimization of the design. The architecture can be extended to other contexts by doing appropriate modifications in the representation of the chunks and the rule based PN.

The tools used in the proposed architecture help to impart the desired capabilities very effectively. However, they induce a few limitations as well. The use of Petri nets to represent the design synthesis leads to complex pictorial representations because of the immense number of places and transitions in the net (Murata 1989). Since this is a classical problem with Petri nets, several studies in literature can be found which deal with this problem by using approaches such as hierarchical PNs (Huber et al. 1990).

### 3.5 Conclusion

There are several salient advantages behind this architecture. First, Petri net best describes a complex event-driven dynamic process, which is the nature of engineering design. Use of the Petri net helps to impart the capability of transparency to the system. Second, ACT-R is a very good formalism for constructing the agent to simulate the human cognitive process of problem solving. Third, fuzzy logic is able to represent knowledge and logic in a natural way and is further convertible to artificial neural networks (Pedrycz and Gomide 1999). Finally, the proposed architecture is built upon a multi-agent system which builds a strong foundation for future development of an effective interface between the human designer and the computer designer. Experiments
have shown the model to yield satisfactory results in eliminating the encountered loops from the design synthesis, the convergence of the model and the transfer of knowledge.

It can be envisioned that several architectures can be built around the principles of the capabilities mentioned in this paper. The differences would be in the tools used and the representation of information in these architectures. For example, one could use the QN-MHP for cognitive modeling (Wu et al. 2008). A human designer making decisions of the choice of the components can replace the fuzzy production rules. However, it is clear that all these architectures would depend on the context of the CAD system, the cooperation between the human designer and the CAD agents, etc. At their core, it is evident that the capabilities discussed provide a strong foundation for HAS for CAD.

In essence, a basic understanding of the HAS is extremely vital. This case study about HAS for a CAD agent system is the first study to be conducted from the viewpoint of core capabilities discussed in this thesis. Several other case studies have to be studied to complete the list of the capabilities desirable for better HMI.
Chapter 4: An integrated framework for human state inference

4.1 Introduction

This chapter focuses on development and testing of a new framework ideology for human state inference. As discussed in Chapter-2 of this thesis, an integrated framework is necessary to be developed because none of the experts is powerful enough to infer the state for every situation (Gray 2007).

The framework is socially inspired. Consider an example where a problem is given to a group of people in a community. The people divide themselves into various sub-groups and look at the problem from various perspectives. Each person has a slightly different way (methodology) to solve the problem, which is based on his/her educational background. People also differ in their efficiency (experience) to solve a problem. For example, a mathematician is more likely to solve a numerical problem with more efficiency when compared to an art major. Based on his/her methodology and experience, each person gives his/her own opinion of the candidate solution of the problem. If the problem is extremely challenging, integrating the opinions from various people to collectively solve the problem from various perspectives could yield a good result, due to the diverse methodologies, experiences and perspectives. In this thesis, it is attempted to mimic the above-discussed social behavior to solve the problem of inferring the human state. Several algorithms (which represent the experts) and signals from sensors (which denote the perspectives) are modeled in the framework.
4.2 Proposed framework

For the purpose of explaining the framework, the following notations are used:

Let \( C_i \) denote the \( i^{th} \) cue, which can be independently used by an expert to infer the human state and \( m \) denote the total number of such cues. Let \( E_j \) be the \( j^{th} \) category of expert and \( n \) denote the total number of the categories of experts. Let \( O_{ij} \) be the estimate (or opinion) of the mental state inferred by the \( j^{th} \) expert using the \( i^{th} \) cue.

The experts represent the technique of inferring the mental state and each expert’s opinion is a potential estimate of the state. The methodology of integrating the opinions of the experts to obtain the combined estimate of the mental state represents the procedure of integration. There can be several procedures for integrating the opinions with various semantics and hierarchies. However, this thesis is restricted to four procedures originating from different schools of thought of community behavior of problem solving. Let \( OP_k \) denote the opinion of the \( k^{th} \) procedure of integration.

4.2.1 Procedure I

In this procedure, the opinions of the experts of the same category are combined in the first place to represent the shared opinion of the category of experts. This gives the chance to the experts with a similar problem solving technique (category) to view the problem from all perspectives (cues). The opinions from all the categories of experts are then combined to obtain the estimate representative of the entire community at large.

As shown in Figure-4.1, this procedure consists of two levels. In the first level, the opinions from all the experts of the same category are fused together to obtain the combined opinion \( OE_j \), which represents the opinion from the \( j^{th} \) category of experts. In
the second level, the opinions $OE_j$ from the first level are fused together to obtain the final estimate of the mental state, which is denoted by $OP_1$.

Figure 4.1: Framework of Procedure I. The problem is first viewed by the same category of experts from all perspectives.

4.2.2 Procedure II

In this procedure, the opinions from the experts, which infer from the same cue, are combined in the first place to represent the estimate from the particular perspective (cue). This gives the chance to obtain the estimate from the same perspective of the problem (cue) but combining the various techniques (experts). The opinions from all the perspectives (cues) are then combined to obtain the estimate representative of the entire community at large.

As shown in Figure-4.2, this procedure consists of two levels. In the first level, the opinions from all the experts using the same cue are fused together to obtain the
combined opinion $OC_i$ that represents the opinion from the $i^{th}$ cue. In the second level, the opinions $OC_i$ from the first level are fused together to obtain the final estimate of the mental state, which is denoted by $OP_2$.

Figure 4.2: Framework of Procedure II. The problem is first viewed by all experts from the same perspective (cue).

4.2.3 Procedure III

In this procedure, all opinions are combined with a minimal hierarchical structure to result in an opinion representing the entire community.

As shown in Figure-4.3, this procedure consists of only one level. The opinions from all the experts $O_{ij}$ are fused together to obtain the final estimate of the mental state, which is denoted by $OP_3$. 
Figure 4.3: Framework of Procedure III. The opinions are fused together without any hierarchy

### 4.2.4 Procedure IV

In this procedure, the opinions obtained from other procedures are fused together in a hope to capture the benefits of various structures (or semantics) of the procedures.

As shown in Figure-4.4, at the conceptual view, this procedure consists of only one level. The opinions from all the other procedures $OP_k \,(k\neq 4)$ fused together to obtain the final estimate of the mental state.
4.2.5 Information fusion

In the aforementioned procedures, the opinions received from various experts can be fused together by any information fusion technique such as Ordered Weights Aggregation (OWA) (Yager 2004), expert opinion elicitation (Clemen and Winkler 1999). In general, these techniques differ in terms of the underlying weighing function.

4.3 Implementation

4.3.1 Example

Yang et al. (2008) presented a fatigue inference system based on the principle of multi-modality and information fusion. The cues used to infer the fatigue of the drivers are as follows:

1) Sleep Quality (SQ)
2) Driving hours (DH)
3) Electroencephalogram (EEG)
4) Electrocardiograph (ECG)
5) Eye movement (EM)

Quality of the sleep (SQ) and number of driving hours (DH) are considered to be the causal features of fatigue in human drivers. EEG and ECG are means to measure the electrical activity of the brain and the heart respectively, which are argued to contain information about fatigue. Percent eye closure (PERCLOS) was taken as the eye movement activity (EM) which contains the information about fatigue.

Figure 4.5: Fatigue inference model proposed by Yang et al. (2008)

In their work, raw data collected from various sensors from 9 human drivers were normalized and pre-processed to yield six variables $z_i$ ($i = \{1... 6\}$) which are representative of the five cues. These variable had values on a continuous numerical scale between 0 and 1. Five Takagi-Sugeno-Kang (TSK) based experts, one for each cue as shown in Figure-4.5, were developed to infer the fatigue value, $y_j$ ($j = \{1... 5\}$), representative of each cue, which were also on a continuous numerical scale between 0 and 1. These fatigue estimates were then fused together using the principle of ordered
weighted aggregation (OWA) (Yager 2004) to get the final value of the fatigue state \( y \) of the human drivers.

In this thesis, fatigue is considered to be the human state of particular interest. The architecture of Yang et al. (2008) can be generalized to suit any other type of expert by replacing the TSK technique with other technique. For the purpose of implementation of the proposed framework, the same dataset as Yang et al. (2008) is used (Appendix-B).

**4.3.2 Experts used**

In order to test the framework, it is necessary to collect experts in inferring fatigue state. Various inference techniques can be employed on the dataset to generate different types of experts. In this thesis, four types of experts are used to infer the fatigue, and they are introduced as follows:

1) Artificial Neural Network (ANN) based experts
2) Statistical (STAT) experts
3) Takagi-Sugeno-Kang (TSK) based experts
4) Static Bayesian Network (SBN) based experts

Each of the above experts uses the multi-modality structure with OWA (see Appendix-C) as the information fusion technique as discussed in (Yang et al. 2008). ANN based experts are trained using the data set. STAT experts were constructed using regression in SPSS. TSK based experts were used as provided by the authors of Yang et al. (2008). Based on the experience of the authors, prior probabilities were assigned to the SBN based experts.
4.3.2.1 Statistical experts (STAT)

The following statistical models were obtained after conducting linear regression analysis on the data presented in Appendix-B.

The statistical model for inferring fatigue \( y_1 \) from the sleeping quality \( z_1 \) is as follows:

\[
y_1 = 1.0034 - 1.0006z_1
\] (4-1)

The statistical model for estimating fatigue \( y_2 \) from driving hours \( z_2 \) is as follows:

\[
y_2 = 0.0429 + 0.9408z_2
\] (4-2)

The statistical model for the fatigue value \( y_3 \) from the EEG analysis \( z_3 \) and \( z_4 \) was obtained from a defined matrix as follows.

\[
y_3 = \begin{bmatrix}
0.01 & 0.05 & 0.10 & 0.20 & 0.30 \\
0.05 & 0.45 & 0.49 & 0.50 & 0.55 \\
0.10 & 0.49 & 0.55 & 0.60 & 0.65 \\
0.20 & 0.50 & 0.60 & 0.75 & 0.80 \\
0.30 & 0.55 & 0.65 & 0.80 & 0.91
\end{bmatrix}
\] (4-3)

The row \( m \) and column \( n \) number corresponding to signals \( z_3 \) and \( z_4 \) respectively are obtained as follows.

\[
m(n) = \begin{cases}
1 & 0 \leq z_1(z_2) < 0.4 \\
2 & 0.4 \leq z_1(z_2) < 0.5 \\
3 & 0.5 \leq z_1(z_2) < 0.6 \\
4 & 0.6 \leq z_1(z_2) < 0.75 \\
5 & 0.75 \leq z_1(z_2) \leq 1
\end{cases}
\] (4-4)

The statistical model for the fatigue value \( y_4 \) from the ECG analysis \( z_5 \) was obtained from a defined matrix as follows.
The statistical model for the fatigue value \( y_5 \) from the eye movement analysis \( (z_6) \) was obtained from a defined matrix as follows.

\[
y_5 = \begin{cases} 
0.5889z_5 + 0.0337 & 0 \leq z_5 < 0.41 \\
5.75z_5 - 2.1075 & 0.41 \leq z_5 < 0.45 \\
0.2843z_5 + 0.3586 & 0.45 \leq z_5 < 0.667 \\
4.3373z_5 - 2.343 & 0.667 \leq z_5 < 0.75 \\
0.0763z_5 + 0.8486 & 0.75 \leq z_5 \leq 1 
\end{cases}
\] (4-5)

The aforementioned statistical models for estimating the fatigue levels are obtained by analyzing the data of Yang et al. (2008). The variables \( z_i \) \((i = \{1...6\})\) and \( y_j \) \((j = \{1...5\})\) are representative of the various cues and the fatigue values.

4.3.2.2 Artificial Neural Network based experts (ANN)

The data from Yang et al. (2008) was used as training data for training five neural networks (one for each mode of cues). The MATLAB source codes for the networks were downloaded from collection of open-source codes from Phil Brierley’s website (http://philbierley.com) which were modified to suit the current implementation. The networks consisted of one input (two inputs in case of EEG analysis) and one output (fatigue). One layer of 3 hidden neurons was implemented.

4.3.3.3 Static Bayesian Network based experts (SBN)

The Static Bayesian Network based experts for inferring fatigue from the various cues were constructed by using an approximate guess of the prior probabilities. There are all simple cause-effect links with individual cues as the cause and fatigue state as the
effect. The guesses of the prior probabilities were made by manually modifying the prior probability values until an acceptable accuracy of inference was achieved (see Table-4.1). As these values were not taken from any previous studies in literature, it is not surprising that the SBN based experts performed the poorest in inference.

4.3.3.4 Takagi-Sugeno-Kang based experts (TSK)

The TSK based experts were used ‘as reported’ by Yang et al. (2008). The source codes were obtained from the authors of Yang et al. (2008).

4.3.3.5 Performance of individual experts

The experts were individually used to infer the fatigue. Same data set was presented to each of the experts and the inferred values were recorded. This process was repeated five times and the final summary of the results is shown in Table-4.1. The mean of error (eq. 4-8) and variance in error (eq. 4-9) of inferring the fatigue state for the given dataset is reported in Table-4.1, which is representative of all the five runs.

\[ e_t = \left( \frac{y_t^{predicted} - y_t^{actual}}{y_t^{actual}} \right) \times 100 \]  \hspace{1cm} (4-7)

\[ Mean \ of \ error = e_{mean} = \frac{\sum_{i=1}^{N} e_i}{N} \]  \hspace{1cm} (4-8)

\[ Variance \ in \ error = e_{var} = \frac{\sum_{i=1}^{N} (e_i - e_{mean})^2}{N} \]  \hspace{1cm} (4-9)

The experts are ranked in Table-4.1 by their accuracy in inferring the fatigue levels. The ANN experts performed the best with the lowest mean error and lowest variance in the error of inference. The performance of the STAT experts is dependent on the models used and the estimated models were found to yield satisfactory results. The
TSK experts were used ‘as is’ from Yang et al. (2008) and they resulted in an 8.19% mean of error and 265.50% variance in error (about 10% mean error was reported in the original paper). The SBN experts performed the poorest amongst the four experts because of the prior probability values given to them.

<table>
<thead>
<tr>
<th>Rank of the expert</th>
<th>Type of expert</th>
<th>Mean of error (%)</th>
<th>Variance in error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ANN</td>
<td>3.06</td>
<td>90.14</td>
</tr>
<tr>
<td>2</td>
<td>STAT</td>
<td>4.68</td>
<td>164.06</td>
</tr>
<tr>
<td>3</td>
<td>TSK</td>
<td>8.19</td>
<td>265.50</td>
</tr>
<tr>
<td>4</td>
<td>SBN</td>
<td>10.28</td>
<td>446.15</td>
</tr>
</tbody>
</table>

Table 4.1: Mean and variance of the error in inference by individual expert for five runs

It is evident that the experts considered are quite diverse in terms of both the principle and the performance of inferring the fatigue. This closely mimics the diversity in a community: each person has his/her method and efficiency in solving a problem.

4.3.3 Performance of the framework

With four types of experts, several subgroups of experts can be formed and their inference results can be compared to an individual expert and other sub-groups. In this thesis, the scope is limited to comparing the performance of the various subgroups of experts versus the TSK experts of Yang et al. (2008). This narrows the combinations to a lower count as reported in Table-4.2 in which each combination has either the TSK experts or the experts ranked below namely the SBN experts. The excluded combinations are of the experts ranked higher than the TSK experts and comparison makes little sense in such cases.
Each of the combination of experts in Table-4.2 was used to infer the fatigue state using the framework discussed in the aforementioned section. Their performances are tabulated in Table-4.3 in which the mean and variances in the errors of inference by the combination of experts and the procedure are presented. The results are the outcome of repeating the experiment three times.

<table>
<thead>
<tr>
<th>Name</th>
<th>Number of experts</th>
<th>Types of experts</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-4-1</td>
<td>4</td>
<td>ANN, STAT, TSK, SBN</td>
</tr>
<tr>
<td>C-3-1</td>
<td>3</td>
<td>ANN, STAT, TSK</td>
</tr>
<tr>
<td>C-3-2</td>
<td>3</td>
<td>ANN, STAT, SBN</td>
</tr>
<tr>
<td>C-3-3</td>
<td>3</td>
<td>STAT, TSK, SBN</td>
</tr>
<tr>
<td>C-2-1</td>
<td>2</td>
<td>ANN, TSK</td>
</tr>
<tr>
<td>C-2-2</td>
<td>2</td>
<td>ANN, SBN</td>
</tr>
<tr>
<td>C-2-3</td>
<td>2</td>
<td>STAT, TSK</td>
</tr>
<tr>
<td>C-2-4</td>
<td>2</td>
<td>STAT, SBN</td>
</tr>
<tr>
<td>C-2-5</td>
<td>2</td>
<td>TSK, SBN</td>
</tr>
</tbody>
</table>

Table 4.2: Combination of experts
Table 4.3: Mean and variance of the error (%) in inference by the various combinations for three runs

### 4.3.4 Observations

The following observations can be made from Table-4.2 and Table-4.3:

First, the best result (lowest mean error and variance in error) in all combinations was achieved in Procedure II with the exception of the combination C-4-1. This finding makes us believe that when a group of two to three categories of experts collaborate to solve a problem, best results are achieved when the problem is looked from one perspective at a time with all experts giving their opinion. Later, the opinions from all perspectives should be integrated. It is also worthwhile to note that the choice of the experts plays a significant role in the inference accuracy of the combination and hence
the above finding may only be applicable to the tested set of experts and procedures using the dataset.

Second, it is worthwhile to note that given a piece of information (i.e., data set), the result is dependent on not only the technique used (i.e., the expert) but also the procedure of using these techniques (i.e., the method of integration). In all the combinations, the results are significantly different in each of the procedures. A paired sample student’s t-test shows that there is a significant difference in the means of the errors for most of the procedures (95% confidence interval). However no significant difference could be found between Procedure 1 and Procedure 3 (p=0.764).

Third, the combination C-2-5, which is composed of TSK and SBN experts, gives a better result in Procedure II and Procedure IV when compared to the results obtained by just the TSK experts, even though SBN is a lower ranked expert than TSK. This performance improvement can be explained by the effect of diversity in a community. Experts or people have pros and cons in their problem solving techniques and working in a collaborative manner gives the advantages of using the pros of the techniques.

In general, communities of high ranked experts yield a better result when compared to the other combinations. For example, the combinations C-3-1 (Ranks: 1, 2, 3) yield a lower mean and variance in error when compared to C-3-2 (Ranks: 1, 2, 4) which in turn gives better results when compared to C-3-3 (Ranks: 2, 3, 4). This can be explained by the high collective intellectual capacity of a group when the individual members are good experts.

Interestingly, the best result is obtained by the combination C-2-3 (i.e., STAT and TSK based experts). In particular, Procedure II for this combination yields a mean error
of 0.68% and a variance in error of 18.13%. At this point, this achievement could not be explained.

4.4 Conclusion

In this chapter, a framework to integrate various algorithms to infer the human state using various cues was presented. The framework was implemented using four types of algorithms to infer the fatigue state of human drivers.

For the proposed set of experts, cues, procedures and dataset, it is concluded that using several algorithms to infer the human state is significantly better than using one algorithm only owing to the diversity in the technique of inference. In most cases, the best results were obtained when a problem is investigated by each perspective by all experts first and then fusing the results obtained from all perspectives (i.e., Procedure II). It has also been found that a combination of high ranked experts yields a better result than other combinations owing to good experiences of the experts in inference. It is also worthwhile to note the conclusion in Yang et al. (2008) that several cues yield higher accuracy in inference of the human state.

In this study, OWA (Yager 2004) was used as an information fusion technique for the current implementation. A study of the influence of different information fusion techniques could not be done in the present work. A future study seems to be necessary to study the influence of different information fusion techniques on the inference.

One of the biggest challenges that were faced was the “ground-truth” of the fatigue state value. As with almost all cases of human state detection, there is no “real value” of the state. However to train any algorithm to infer the fatigue state or other
human states such as workload or emotion and so on, it is vital to have a good set of input and output data. Different research studies report various ways for establishing a ground-truth value for their evaluation purposes. The approach is influenced by not only the researcher’s data processing technique but also the experimental context. For this reason, it is extremely challenging to compare two studies unless they have the same dataset, data processing/signal smoothing technique and experimental context. The results obtained from this framework could only be compared to results from a previously reported study of TSK experts (Yang et al. 2008) for the aforementioned reason. However, it is extremely necessary and urgent for the research community to formulate an acceptable standard(s) for the “ground-truth” value of human state.

Future studies of implementation of the framework to other human state such as emotion, mental workload etc., are essential to further advance this direction of research. In light of the variation in the accuracy of inference by changing the experts and procedures, the proposed framework for human state inference appears to be quite promising.
Chapter 5: Effect of representation of machine’s state on user’s actions

5.1 Introduction

This chapter presents the work with respect to the third objective of this thesis study. In Chapter-2, background was discussed about the paradigm of representation of machine’s state in a natural way. There can be potential benefits of such a representation in HMI. The hypothesis is that there is an effect on the user’s actions in a human-machine systems task, when the machine’s state is presented in a natural manner.

In order to test the above hypothesis, experiments were carried out on a simulated test-bed to collect data for statistical analysis. A detailed description of the test-bed and the experiment design is provided in Section-5.2. The results from the statistical analysis of the data and their implications are given in Section-5.3. The chapter is concluded in Section-5.4.

5.2 Simulated test-bed

To design and develop a test-bed to carry experiments and collect data, a car was chosen as the machine to be considered. Human-vehicle interaction is a classic case of human-machine interaction. In the scope of this thesis study, only one machine state variable is implemented, which is the available fuel in the vehicle. This state was chosen because the change in fuel level is a frequent occurrence. The lack of fuel in the vehicle is associated to it being ‘thirsty’ (Norman 1992). ‘Thirst’ is a state of the human beings that is always taken care of by drinking water. It seems logical that as communication
between humans and vehicles evolve, the natural way that the car communicated to the human being about its need for fuel would be that it is thirsty. However, other designers might not use this linkage between fuel level and ‘thirst’ label. Fuel is a source of energy to car as food is to human beings. Following this notion, lack of fuel may be labeled as the car being ‘hungry’. However in this scenario, it was felt that ‘thirst’ might be more appropriate label by virtue of the liquid state of the fuel. The choice of the label is a design decision and is subject to the opinions of the designers.

Following this idea, a simulated test-bed is created to represent the fuel state in the natural way to the human being. The hardware of the test-bed is a Macbook Pro. The software behind the test-bed is five versions of a game interface, which is custom-made using the JAVA programming language. The game is a driving game in which the user drives a vehicle on a path using the controls on the keyboard.

5.2.1 Basic components of the interface

There are seven components of the interface display of the game as shown in Figure-5.1.
Figure 5.1: Components of the interface of the test-bed

5.2.1.1 Component A

This area/component displays the map on which the user drives the car by use of arrow keys on the keyboard. As shown in Figure-5.2, the vehicle is represented by a red box on the screen, which is driven on a specified path, marked by black lines. As the user navigates the vehicle on the path, the vehicle looses fuel. The user can refuel the car at any fuel station on the map as indicated. The location of the fuel stations along the path were determined by repeated testing of the prototype interface.
In Figure 5.2, the locations of all the fuel stations are visible. However, from pilot testing of the interface, it was found that displaying of all the fuel stations on the display was not a good design. The interface was modified such that only the current and the next fuel stations are displayed on the map, as shown in Figure 5.3.
5.2.1.2 Component B

This area/component displays information about the upcoming fuel stations. When the vehicle is approaching a fuel station, the distance to the next two closest fuel stations are displayed as shown in Figure-5.4. The approximate fuel remaining in the vehicle is also displayed as a percentage value.
5.2.1.3 Component C

This area/component houses a button with the text “Refuel car”. This acts as a control for the user to fuel the car at a particular fuel station. The user clicks this button to refuel the car. This control is active only when the user is at any one of the fuel stations on the route. The control’s active and inactive state is shown in Figure-5.5.

Figure 5.5: Inactive and active states of the control button in Component C

5.2.1.4 Component D

This area/component houses a low fuel icon as shown in Figure-5.6. This icon appears only when the fuel level of the vehicle is below 30%.

Figure 5.6: Component D – low fuel icon
5.2.1.5 Component E

This area consists of a slider, which gives a visual representation of the amount of fuel left in the vehicle, as shown in Figure-5.7.

![Component E - Fuel status of the vehicle](image)

Figure 5.7: Component E – Fuel status of the vehicle

5.2.1.6 Component F

This component houses a text area that displays different text messages at various fuel levels as shown in Table-5.1.

<table>
<thead>
<tr>
<th>Fuel range</th>
<th>Text warning</th>
<th>Display as seen by the user</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between 60% and 75%</td>
<td>“I am thirsty. Can we stop for fuel?”</td>
<td><img src="image" alt="Message" /></td>
</tr>
<tr>
<td>Less than 45%</td>
<td>“AAARGH!! I am very thirsty. I need fuel!!”</td>
<td><img src="image" alt="Message" /></td>
</tr>
</tbody>
</table>

Table 5.1: Messages displayed in Component F
5.2.1.7 Component G

This is the auditory component of the test-bed. There are three different variations in the use of this component. The variations are in terms of the messages issued. The following is the list of all the messages used in the test-bed.

1) Beep (B) message: This is a beep sound that lasts for about two seconds.
2) Little thirsty (LT) message: This is an audio of the message “I am a little thirsty”.
3) Very thirsty (VT) message: This is an audio of the message “I am very thirsty”.
4) 75% fuel (75F) message: This is an audio of the message “75% fuel left”.
5) 45% fuel message: This is an audio of the message “45% fuel left”.

The variations of this component are shown in Table 5.2. The messages are played when the fuel level is at the indicated levels. They are played only once. For example, the 75% fuel message is issued at 75% fuel level of the vehicle. If the user does not drive the car at that moment, the fuel level remains to be 75%. However, the message is not issued another time.

<table>
<thead>
<tr>
<th>Variation</th>
<th>Fuel level</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>30%</td>
<td>Beep message</td>
</tr>
<tr>
<td>G2</td>
<td>30%</td>
<td>Beep message</td>
</tr>
<tr>
<td></td>
<td>45%</td>
<td>Little thirsty message</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>Very thirsty message</td>
</tr>
<tr>
<td>G3</td>
<td>30%</td>
<td>Beep message</td>
</tr>
<tr>
<td></td>
<td>45%</td>
<td>45% fuel message</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>75% fuel message</td>
</tr>
</tbody>
</table>

Table 5.2: Details of Component G
5.2.2 Versions of the interface

Using the aforementioned components, five versions of the interface were developed as shown in Table-5.3.

<table>
<thead>
<tr>
<th>Component</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T</td>
</tr>
<tr>
<td>A</td>
<td>Present</td>
</tr>
<tr>
<td>B</td>
<td>Present</td>
</tr>
<tr>
<td>C</td>
<td>Present</td>
</tr>
<tr>
<td>D</td>
<td>Present</td>
</tr>
<tr>
<td>E</td>
<td>Present</td>
</tr>
<tr>
<td>F</td>
<td>Absent</td>
</tr>
<tr>
<td>G</td>
<td>G1</td>
</tr>
</tbody>
</table>

Table 5.3: Details of the five versions of the interface

5.2.2.1 Version 1 – Traditional (T)

In this version, information about the fuel level is communicated to the user using the component D and E, i.e., the low fuel icon component and the fuel slider. When the fuel level is below 30%, the beep message is issued via the component G. Figure-5.8 shows a screenshot of the displayable components of this version.
5.2.2.2 Version 2 – Eliminated Candidate 1 (EC1)

In this version, the fuel bar is eliminated from the interface. Instead, the information about the fuel level is communicated to the user using the components D, F and G, i.e., the low fuel icon, the text and the audio messages. The need for fuel level is represented as the vehicle being thirsty. The G2 variation of the audio component is used in this interface. Figure-5.9 shows a screenshot of the displayable components of this version.
5.2.2.3 Version 3 – Eliminated Candidate 2 (EC2)

Similar to the above version, in this version, the fuel bar is also eliminated from the interface. Instead, the information about the fuel level is communicated to the user using the components D and G, i.e., the low fuel icon and audio messages. In the audio messages, the fuel level is directly announced to the user using the G3 variation of the audio component.
5.2.2.4 Version 4 – Augmented Candidate 1 (AC1)

In this version, the display of the information of the fuel status using the fuel meter (component E) and the low fuel icon (component D) is augmented by the text (component F) and audio (component G) messages. The need for fuel level is represented as the vehicle being thirsty. The G2 variation of the audio component is used in this interface. Figure-5.11 shows a screenshot of the displayable components of this version.
5.2.2.5 Version 5 – Augmented Candidate 2 (AC2)

In this version, the display of the information of the fuel status using the fuel meter (component E) and the low fuel icon (component D) is augmented by the audio messages (component G). The G3 variation of the audio component is used in this interface. The displayable components of this version looks same as Figure-5.8.

5.2.3 Additional information about the game

5.2.3.1 Task

In this game, the user is assigned the task to drive the vehicle from the start to the end of the path without running out of fuel. To achieve this task, the user has to monitor the fuel level and stop at various fuel stations to refuel the vehicle. If it happens that the
vehicle runs out of fuel, the user is notified about this and the car is automatically fuelled to the maximum level. Such instances are also recorded.

5.2.3.2 Measures

Several measures are recorded from the interface automatically. These measures are representative proxies of the user’s action of fuelling the car at various fuel stations in the task.

1) Time spent refueling
2) Number of times fuel was finished
3) Minimum fuel level
4) Average fuel level
5) Minimum fuel level at refueling stations
6) Maximum fuel level at refueling stations
7) Average fuel level at refueling stations
8) Number of times refueled
9) Ending fuel level

5.3 Experimental design

It is required to see if there is any significant difference in the aforementioned measures due to various representations of the information about the machine’s status (fuel).

There are five treatments in the experiment: T, EC1, EC2, AC1, and AC2. The participants of the experiment were asked to play the game on each of the five versions.
To eliminate effects due to the arrangement of the treatments, the participants are randomly divided into four blocks of treatments as shown in Table 5.4.

<table>
<thead>
<tr>
<th>Block 1:</th>
<th>T</th>
<th>EC1</th>
<th>EC2</th>
<th>AC1</th>
<th>AC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block 2:</td>
<td>T</td>
<td>EC2</td>
<td>EC1</td>
<td>AC2</td>
<td>AC1</td>
</tr>
<tr>
<td>Block 3:</td>
<td>T</td>
<td>AC1</td>
<td>AC2</td>
<td>EC1</td>
<td>EC2</td>
</tr>
<tr>
<td>Block 4:</td>
<td>T</td>
<td>AC2</td>
<td>AC1</td>
<td>EC2</td>
<td>EC1</td>
</tr>
</tbody>
</table>

Table 5.4: Blocks with various treatments

5.3.1 Participants

A total of 12 participants (6 male, 6 female) were randomly selected from the students of University of Saskatchewan. The subjects were 21 to 29 years old, with a mean age of 25.16 years. All subjects were healthy in both their physical and mental states. The Ethics Committee in the University of Saskatchewan has approved this study (Appendix A).

5.3.2 Experimental Procedure

In one session lasting for about 45 minutes, the participant plays the game on each of the versions. The block assigned to the participant determines the order of the treatments. A small break of 5 minutes is given between two versions of the game play so as to forget the map/locations of the fuel stations etc. Prior to the start of the session, the participants were briefed upon the design of the interface, including the timing and the content of the warnings in all the interfaces.
5.4 Results

Paired sample student’s t-test analyses were conducted on the data to investigate where there are any significant differences among the following pairs of interfaces:

1) T – AC1
2) T – AC2
3) T – EC1
4) T – EC2
5) AC1 – EC1
6) AC2 – EC2
7) AC1 – AC2
8) EC1 – EC2

Among the nine measures collected, five measures (Minimum fuel level, Average fuel level, Minimum fuel level at refueling stations, Maximum fuel level at refueling stations, Average fuel level at refueling stations) were based on the same underlying concept, i.e., the trends of the fuel level from the start to the end of the task. By running multiple t-tests, there is a risk of obtaining a false positive result. To address this issue, the Bonferroni method was used to modify the cut-off for statistical significance of the tests using the aforementioned measures. The cut-off for statistical significance used for these tests was 0.05/5 = 0.01. For all other tests, a cut-off of 0.05 was used.

The following results were obtained after conducting a paired sample student’s t-test on the data: There is a significant difference between the following measures in the versions EC1 and EC2 (see Table-5.5): Average fuel (p=0.009) and Average fuel at
refueling stations (p=0.001). These measures for the 12 participants are plotted in Figure-5.12 and Figure-5.13 respectively.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Mean</th>
<th>Std. deviation</th>
<th>Std. error mean</th>
<th>95% confidence interval</th>
<th>T</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average fuel</td>
<td>23.37</td>
<td>25.52</td>
<td>7.37</td>
<td>7.16 - 39.59</td>
<td>3.17</td>
<td>11</td>
<td>0.009</td>
</tr>
<tr>
<td>Average fuel at refuelling stations</td>
<td>45.32</td>
<td>34.99</td>
<td>10.10</td>
<td>23.09 - 67.56</td>
<td>4.49</td>
<td>11</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 5.5: Paired differences between the pair EC1 and EC2.

Figure 5.12: Average fuel level of the vehicle in EC1 and EC2
Figure 5.12: Average fuel level of the vehicle at refueling stations in EC1 and EC2

It is evident from Figure-5.12 and Figure-5.13 that the scores of the measures for the version EC1 are consistently higher than those of EC2. The users refueled the car at higher fuel levels in EC1 when compared to EC2. It is recalled here that in both of these versions, the fuel meter is eliminated from the interfaces. The two interfaces differ in the degree of anthropomorphism designed in them. In EC1, the need for fuel level is communicated as the car being thirsty. The elements such as use of words and the medium of speech make the both interfaces anthropomorphic to some extent. However, the degree of anthropomorphism in EC1 is higher because it also uses the label of ‘thirst’. In EC2, no such ‘human-like’ label is used. Another difference between the two versions is that in EC1, there is a visual channel of warning, which is absent in EC2. The statistical difference between the measures of EC1 and EC2 can be accounted for by the above highlighted differences among the interfaces.
It was expected that there would be significant differences between the values of the measures between the augmented and eliminated interfaces. The belief was that due to the lack of a traditional visual element (i.e., the fuel meter), participants would be more cautious in the interfaces where the fuel meter was eliminated. However, the statistical analysis does not support this hypothesis for all cases. This hypothesis was found to be true only among the interfaces EC2 and AC2 in two measures (see Table-5.6): Time spent refueling ($p=0.032$) and Number of times fuel was finished ($p=0.039$). These measures for the 12 participants are plotted in Figure-5.14 and Figure-5.15 respectively. However, these statistics might have arisen due to the design of the game mechanics. In this game, it was implemented that when the vehicle ran out of fuel, it was automatically refueled. However, this action was hypothesized to take more time than refueling at a fuel station. This is because in real life scenarios, when a vehicle completely loses fuel, it takes quite some time for the driver to find some help and to be mobile again. Hence, in this version of the game, a small ‘penalty’ was to the total time spent refueling the car when such scenarios arise. The significant difference between the scores in both the interfaces can be easily explained due to this feature of the game. It is evident that the value of this ‘penalty’ also affects the p-value. For the above reasons, this finding does not have pragmatic meaning.
<table>
<thead>
<tr>
<th>Measure</th>
<th>Mean</th>
<th>Std. deviation</th>
<th>Std. error mean</th>
<th>95% confidence interval</th>
<th>T</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time spent refuelling</td>
<td>837.25</td>
<td>1183.49</td>
<td>341.64</td>
<td>85.3, 1589.2</td>
<td>2.45</td>
<td>11</td>
<td>0.032</td>
</tr>
<tr>
<td>Number of times fuel was finished</td>
<td>0.333</td>
<td>0.492</td>
<td>0.142</td>
<td>0.02, 0.646</td>
<td>2.35</td>
<td>11</td>
<td>0.039</td>
</tr>
</tbody>
</table>

Table 5.6: Paired differences between the pair EC2 and AC2

![Time spent refuelling chart](chart.png)

Figure 5.14: Total time spent refueling the vehicle during the task in EC2 and AC2
It was expected that there would be significant differences between the values of the measures between the traditional interface and any other interface. However, the statistical result does not support this belief. The hypothesis is recalled here: there is a significant effect on user’s actions in a task when the machine’s state is represented in a natural manner. A complete ‘yes’ answer could not be obtained in accordance with this hypothesis. This would have been achieved had there been any significant difference between the values of the measures of the traditional interface and any other interface. However, the difference in the values of the measures between the two natural representations of the machine state (EC1 and EC2) provides a partial ‘yes’ answer in support of the hypothesis. EC1 is more natural than EC2 due to the increased level of anthropomorphism, which is essentially the definition of the ‘naturalness’ in this study. The statistical evidence shows that there is significant difference in the measures between

Figure 5.15: Number of times fuel was finished in EC2 and AC2
the two interfaces, which is in support of the hypothesis. However, this hypothesis can only be grounded if differences could be found when comparing the interfaces individually to the traditional interface. The experimental setup was not very realistic to a human-vehicle-environment scenario, which might have been a cause of not achieving the above said statistical significance.

The findings in this thesis conclude that there is some evidence of an effect on the user’s action in performing a task in a human-machine environment when the machine state is expressed in a natural way.

After the completion of the experiment, the participants were asked about their experience with the five versions of the game interface. This was done to obtain more insights in this research study by means of the technique of experience sampling.

About 83% of the participants preferred augmented versions of the interface to the traditional version. None of them preferred to have the versions in which the fuel meter slider is eliminated. Both the augmented candidates were preferred by an equal number of participants (Figure-5.16). Amongst the two versions of the auditory messages, i.e., “I am a little/very thirsty” and “75/45% fuel left”, about 70% of the participants preferred the former one (Only 10 of the 12 participants answered this question with either of these choices).
When polled amongst the clusters (a) T, EC1, AC1; and (b) T, EC2, AC2, most participants preferred the augmented versions to the traditional versions (Figure-5.17).

![Preference votes](chart.png)

Figure 5.16: Preference of the interfaces amongst all interfaces

Cluster 1 (T, EC1, AC1) Cluster 2 (T, EC2, AC2)

![Preference of the interfaces in two clusters of polls](chart2.png)

Figure 5.17: Preference of the interfaces in two clusters of polls
About 70% of the participants felt that there was an impact on their decisions of refueling due to the changes in the information presentation between the interfaces T and AC1. However, this number fell to 60% when answering the same question among the interfaces T and AC2. Only 36.4% of the respondents felt that the AC1 had greater impact on their refueling actions than AC2.

5.5 Conclusion

Representation of the machine’s state in a natural manner is a new paradigm being explored in HMI. This study is one of the first of its kind to provide statistical evidence that there can be an effect on the user’s actions when the machine’s state is represented in a natural way.

In this thesis, the simulated test-bed of the human-machine environment was developed using a car game as an example. The results obtained shows good evidence that there is an effect on the user’s actions in the task due to representation of the machine’s state. Further studies are necessary to explore this paradigm using various human-machine interaction scenarios. Upon the completion of such studies, future designers can use this finding to develop better interaction amongst humans and machines.
Chapter 6: Conclusion

6.1 Overview

This thesis aims to improve the interaction between humans and machines. Three issues were identified and studied within the scope of this work. The first issue was related to the core capabilities that are necessary of a human-assistance system (HAS). In Chapter-3, a case study was used to demonstrate the incorporation of the core capabilities in the design of a HAS in a typical Computer Aided Design (CAD) scenario.

The second issue was related to improving the accuracy of human mind state inference. Instead of development of any new algorithm for improved accuracy, the approach taken was to develop a framework to integrate existing algorithms. The detailed description and discussion upon the results were discussed in Chapter-4.

The third issue was related to studying the effect of representation of the machine’s state on the actions of the user who is interacting with the machine. It was hypothesized that there can be a possibility of a significant effect on the user’s actions if the machine could communicate about its state in a natural manner. This hypothesis was tested by carrying experiments on a simulated test-bed of a driving game. The detailed description of the test-bed, experiment design and results was presented in Chapter-5.

6.2 Conclusions

The major conclusions obtained throughout this thesis are presented as follows:

1) During the development phase of Human Assistance Systems (HAS), designers of such systems should keep the following capabilities in consideration: task-
sharing, communication, transparency, rationale and cognition. These technologies can be implemented with the existing technologies including Fuzzy logic, Petri nets and ACT-R (Adaptive Character of Thought - Rational).

2) It is promising to apply the technique of expert opinion elicitation for human state inference. This study has demonstrated that a framework integrating opinions from various experts or algorithms to estimate the human fatigue state can yield an improved accuracy in inference. This conclusion, derived from the study of fatigue inference, is quite likely to be extended to other human states, for example emotion inference.

3) There is a great potential to affect the user’s actions in a human-machine environment using a natural way of communication of the machine’s state to the human. This thesis demonstrated this phenomenon with a simulated test-bed that was also developed in this thesis.

6.3 Contributions

The major contribution of this thesis lies in the improvement of interaction between humans and machines. The specific contributions are as follows:

1) This study has provided a platform for systematic design of Human Assistance Systems (HAS) from the principles of an ideal system for better interaction between humans and machines. The design of the HAS for CAD applications is the first of its kind from this standpoint.

2) This study has provided a general framework for integrating opinions from several experts for improved accuracy of estimation. The implementation of the framework for fatigue inference is the first of its kind to be reported. The
framework can be extended to suit other applications in inference such as emotion inference (e.g., anxiety, frustration, etc.)

3) This study has generated first hand evidence of the effect of the representation of the machine’s state on a user’s actions in a human-machine environment. This is one of the required groundwork to be conducted for evolution of human-machine interactions.

6.4 Limitations and future work

The specific limitations of the studies of this thesis were discussed in their respective chapters. This section discusses the general limitations and future direction of research that can be taken to extend the current work.

1) In the context of HAS, the proposed list of core capabilities identified is not exhaustive of all scenarios. Some human-machine interaction scenarios require even more capabilities or constraints – for example, consider a case of a human-vehicle situation; one additional core capability of the machine could be to ensure safety of the passengers in the vehicle. The technology behind automatic braking can then be viewed as the human assistance system, which has to then be critically analyzed from the viewpoint of the list of core competencies, identified in this thesis. Indeed, this thesis provided the first study of HAS to start such a list. However, several other cases spanning across varied human-machine interaction scenarios have to be studied to populate the list of core capabilities. This is a challenging task and will demand collaboration between several researchers in a multi-disciplinary fashion.
2) In the context of human-state inference, there is an immediate need for developing a standard for human-state representation. Currently, the representation of the human state is so varied that one cannot easily compare and contrast between the results of two techniques of inferring the same human state.

3) In the context of human-machine communication, this thesis studied the effect of the machine’s state represented in only one simulated scenario, i.e., a driving task. Following up on the potential of such a representation, there is a need for conducting user studies in various human-machine systems. The paradigm of representation of the machine’s state in a natural manner has to be thoroughly studied before they can be used in real-life interactions with machines.
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Appendix B: Data used for implementation of the framework for fatigue inference

Training data for inferring fatigue ($y_1$) from the sleeping quality ($z_1$):

<table>
<thead>
<tr>
<th>$z_1$</th>
<th>$y_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.95</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0.09</td>
<td>0.93</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$z_1$</th>
<th>$y_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.12</td>
<td>0.9</td>
</tr>
<tr>
<td>1</td>
<td>0.85</td>
</tr>
<tr>
<td>0.9</td>
<td>0.13</td>
</tr>
<tr>
<td>0.1</td>
<td>0.13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$z_1$</th>
<th>$y_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.93</td>
<td>0.08</td>
</tr>
<tr>
<td>0.85</td>
<td>0.15</td>
</tr>
<tr>
<td>0.13</td>
<td>0.85</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$z_1$</th>
<th>$y_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>0.45</td>
<td>0.55</td>
</tr>
<tr>
<td>0.54</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Training data for inferring fatigue ($y_2$) from driving hours ($z_2$):

<table>
<thead>
<tr>
<th>$z_2$</th>
<th>$y_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0417</td>
<td>0.06</td>
</tr>
<tr>
<td>0.083</td>
<td>0.12</td>
</tr>
<tr>
<td>0.125</td>
<td>0.18</td>
</tr>
<tr>
<td>0.167</td>
<td>0.25</td>
</tr>
<tr>
<td>0.208</td>
<td>0.22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$z_2$</th>
<th>$y_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.249</td>
<td>0.3</td>
</tr>
<tr>
<td>0.332</td>
<td>0.33</td>
</tr>
<tr>
<td>0.415</td>
<td>0.4</td>
</tr>
<tr>
<td>0.458</td>
<td>0.45</td>
</tr>
<tr>
<td>0.498</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$z_2$</th>
<th>$y_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.542</td>
<td>0.55</td>
</tr>
<tr>
<td>0.581</td>
<td>0.6</td>
</tr>
<tr>
<td>0.625</td>
<td>0.65</td>
</tr>
<tr>
<td>0.664</td>
<td>0.7</td>
</tr>
<tr>
<td>0.747</td>
<td>0.75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$z_2$</th>
<th>$y_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.83</td>
<td>0.8</td>
</tr>
<tr>
<td>0.875</td>
<td>0.85</td>
</tr>
<tr>
<td>0.913</td>
<td>0.9</td>
</tr>
<tr>
<td>0.958</td>
<td>0.95</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$z_2$</th>
<th>$y_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Training data for inferring fatigue value ($y_3$) from EEG analysis ($z_3$ and $z_4$):

\[
\begin{array}{ccc}
  z_3 & z_4 & y_3 \\
  0.1 & 0.2 & 0.01 \\
  0.4 & 0.2 & 0.01 \\
  0.3 & 0.1 & 0.01 \\
  0.2 & 0.4 & 0.01 \\
  0.01 & 0.01 & 0.01 \\
\end{array}
\quad
\begin{array}{ccc}
  z_3 & z_4 & y_3 \\
  0.5 & 0.5 & 0.5 \\
  0.49 & 0.49 & 0.49 \\
  0.55 & 0.45 & 0.49 \\
  0.47 & 0.47 & 0.49 \\
  0.45 & 0.5 & 0.49 \\
\end{array}
\quad
\begin{array}{ccc}
  z_3 & z_4 & y_3 \\
  0.93 & 0.95 & 0.91 \\
  0.9 & 0.89 & 0.91 \\
  0.85 & 0.87 & 0.91 \\
  0.8 & 0.75 & 0.9 \\
  0.75 & 0.8 & 0.9 \\
\end{array}
\]

Training data for inferring fatigue value ($y_4$) from ECG analysis ($z_5$):

\[
\begin{array}{cc}
  z_5 & y_4 \\
  0 & 0 \\
  0.083 & 0.09 \\
  0.12 & 0.1 \\
  0.167 & 0.15 \\
  0.2 & 0.18 \\
  0.25 & 0.2 \\
  0.333 & 0.22 \\
\end{array}
\quad
\begin{array}{cc}
  z_5 & y_4 \\
  0.41 & 0.25 \\
  0.45 & 0.48 \\
  0.47 & 0.5 \\
  0.49 & 0.5 \\
  0.5 & 0.5 \\
  0.55 & 0.51 \\
  0.583 & 0.53 \\
\end{array}
\quad
\begin{array}{cc}
  z_5 & y_4 \\
  0.62 & 0.53 \\
  0.667 & 0.55 \\
  0.75 & 0.91 \\
  0.79 & 0.91 \\
  0.81 & 0.91 \\
  0.833 & 0.91 \\
  0.85 & 0.91 \\
\end{array}
\quad
\begin{array}{cc}
  z_5 & y_4 \\
  0.9 & 0.91 \\
  0.917 & 0.92 \\
  0.95 & 0.92 \\
  1 & 0.93 \\
\end{array}
\]
Training data for inferring fatigue value ($y_5$) from eye movement analysis ($z_6$):

<table>
<thead>
<tr>
<th>$z_6$</th>
<th>$y_5$</th>
<th>$z_6$</th>
<th>$y_5$</th>
<th>$z_6$</th>
<th>$y_5$</th>
<th>$z_6$</th>
<th>$y_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.367</td>
<td>0.13</td>
<td>0.617</td>
<td>0.25</td>
<td>0.917</td>
<td>0.9</td>
</tr>
<tr>
<td>0.083</td>
<td>0.1</td>
<td>0.417</td>
<td>0.13</td>
<td>0.667</td>
<td>0.26</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>0.117</td>
<td>0.1</td>
<td>0.45</td>
<td>0.15</td>
<td>0.75</td>
<td>0.87</td>
<td>0.95</td>
<td>0.92</td>
</tr>
<tr>
<td>0.167</td>
<td>0.1</td>
<td>0.5</td>
<td>0.16</td>
<td>0.783</td>
<td>0.87</td>
<td>0.97</td>
<td>0.93</td>
</tr>
<tr>
<td>0.25</td>
<td>0.11</td>
<td>0.55</td>
<td>0.2</td>
<td>0.833</td>
<td>0.88</td>
<td>1</td>
<td>0.93</td>
</tr>
<tr>
<td>0.333</td>
<td>0.12</td>
<td>0.583</td>
<td>0.2</td>
<td>0.867</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Testing data for inferring fatigue value \((y)\) from the cues:

<table>
<thead>
<tr>
<th>(z_1)</th>
<th>(z_2)</th>
<th>(z_3)</th>
<th>(z_4)</th>
<th>(z_5)</th>
<th>(z_6)</th>
<th>(y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.06</td>
<td>0.4</td>
<td>0.3</td>
<td>0.12</td>
<td>0.19</td>
<td>0.1</td>
</tr>
<tr>
<td>0.9</td>
<td>0.17</td>
<td>0.4</td>
<td>0.5</td>
<td>0.42</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.45</td>
<td>0.45</td>
<td>0.42</td>
<td>0.56</td>
<td>0.39</td>
</tr>
<tr>
<td>0.01</td>
<td>1</td>
<td>1</td>
<td>0.99</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.7</td>
<td>0.17</td>
<td>0.3</td>
<td>0.4</td>
<td>0.28</td>
<td>0.69</td>
<td>0.24</td>
</tr>
<tr>
<td>0.8</td>
<td>0.28</td>
<td>0.5</td>
<td>0.4</td>
<td>0.44</td>
<td>0.19</td>
<td>0.24</td>
</tr>
<tr>
<td>0.88</td>
<td>0.17</td>
<td>0.45</td>
<td>0.4</td>
<td>0.42</td>
<td>0.7</td>
<td>0.26</td>
</tr>
<tr>
<td>0.1</td>
<td>0.83</td>
<td>0.9</td>
<td>0.89</td>
<td>1</td>
<td>0.75</td>
<td>0.884</td>
</tr>
<tr>
<td>0.15</td>
<td>0.96</td>
<td>0.75</td>
<td>0.8</td>
<td>0.92</td>
<td>0.75</td>
<td>0.884</td>
</tr>
<tr>
<td>0.23</td>
<td>0.83</td>
<td>0.75</td>
<td>0.78</td>
<td>0.75</td>
<td>0.74</td>
<td>0.83</td>
</tr>
<tr>
<td>0.19</td>
<td>0.86</td>
<td>0.7</td>
<td>0.75</td>
<td>0.73</td>
<td>0.89</td>
<td>0.83</td>
</tr>
<tr>
<td>0.1</td>
<td>0.63</td>
<td>0.7</td>
<td>0.7</td>
<td>0.71</td>
<td>0.74</td>
<td>0.756</td>
</tr>
<tr>
<td>0.34</td>
<td>0.68</td>
<td>0.8</td>
<td>0.75</td>
<td>0.72</td>
<td>0.73</td>
<td>0.756</td>
</tr>
<tr>
<td>0.08</td>
<td>0.92</td>
<td>0.98</td>
<td>0.98</td>
<td>0.82</td>
<td>1</td>
<td>0.926</td>
</tr>
<tr>
<td>0.1</td>
<td>0.93</td>
<td>0.93</td>
<td>0.95</td>
<td>1</td>
<td>1</td>
<td>0.926</td>
</tr>
<tr>
<td>0.065</td>
<td>0.92</td>
<td>0.95</td>
<td>0.95</td>
<td>0.75</td>
<td>1</td>
<td>0.926</td>
</tr>
</tbody>
</table>
Appendix C: Information fusion using OWA technique

The information fusion principle for integrating the opinions from various experts using the OWA technique is described in this appendix (adapted from Yang et al. 2008).

Let \( y_i (i = \{1 \ldots p \}) \) be the opinion from the \( i \)th expert among a group of \( p \) experts denoted as \( o = [y_1, y_2.. y_p]^T \). Let \( w = [w_1, w_2.. w_p]^T \) denote the associated weight vector. Construct \( b = [b_1, b_2.. b_p]^T \) such that \( b_i (i = \{1 \ldots p \}) \) is the \( i \)th largest element of \( o \). As per the OWA method, the integrated opinion \( y \) can be calculated as follows:

\[
\begin{align*}
    y &= w^T b = \sum_{i=1}^{p} w_i b_i \quad \text{(C-1)} \\
    0 &\leq w_i \leq 1 \quad i = 1,2,\ldots,p \quad \text{(C-2)} \\
    \sum_{i=1}^{p} w_i &= 1 \quad \text{(C-3)}
\end{align*}
\]

A number of techniques are available to determine the weight vector \( w \). In Yang et al. (2008), a combined technique is used as follows:

Let \( \hat{w} = \{\hat{w}_i (i = 1,2,\ldots p)\} \) be the estimation of \( w \), and specify

\[
\hat{w}_i = \frac{e^{\lambda_i}}{\sum_{j=1}^{p} e^{\lambda_j}} \quad i = 1,2,\ldots,p \quad \text{(C-4)}
\]

In order to ensure the constraints of \( 0 \leq \hat{w}_i \leq 1 \) \( (i = \{1 \ldots p \}) \) and \( \sum_{i=1}^{p} \hat{w}_i, \lambda_i \) is taken as the unknown parameter to be determined in the learning process. There are \( k \) outputs of the network, denoted by \( o_k = [y_{k1}, y_{k2}, \ldots, y_{kp}]^T \) \( (k = 1,2,\ldots K) \). According to OWA, \( o_k \) is reordered to \( b_k = [b_{k1}, b_{k2}, \ldots, b_{kp}]^T \), where \( b_{ki} \) is the \( i \)th largest element of
the collection of $\mathbf{o}_k$. Let $\hat{\mathbf{y}}^k_d$ be the current estimated aggregated values corresponding to $\mathbf{b}_k$ and $\hat{\mathbf{w}}$. Then $\hat{\mathbf{y}}^k_d$ can be calculated by

$$
\hat{\mathbf{y}}^k_d = \mathbf{w}^T \mathbf{b}_k = \Sigma_{i=1}^{p} \mathbf{w}_i b_{ki}
$$

$$
= \frac{b_{k1} e^{\lambda_1}}{\Sigma_{j=1}^{p} e^{\lambda_j}} + \frac{b_{k2} e^{\lambda_2}}{\Sigma_{j=1}^{p} e^{\lambda_j}} + \ldots + \frac{b_{kp} e^{\lambda_p}}{\Sigma_{j=1}^{p} e^{\lambda_j}} 
$$

(C-5)

Let $y^k_d$ be the expected aggregated values corresponding to $\mathbf{o}_k$, then the error $e_k$ between $y^k_d$ and $\hat{\mathbf{y}}^k_d$ can be calculated by

$$
e_k = \frac{1}{2} (\hat{\mathbf{y}}^k_d - y^k_d)^2
$$

$$
= \frac{1}{2} (\Sigma_{i=1}^{p} \mathbf{w}_i b_{ki} - y^k_d)^2 
$$

(C-6)

Using the steepest gradient descent method, the parameters $\lambda_i (i = 1,2,\ldots p)$ are updated with the following equation:

$$
\lambda_i (k + 1) = \lambda_i (k) - 2 \beta w_i (b_{ki} - \hat{\mathbf{y}}^k_d) e_k
$$

(C-7)

where $\beta$ is the learning rate. Consequently, parameters $w_i$ are calculated at each iteration step for the current values of parameters $\lambda_i (k) (i = 1,2,\ldots p)$. 