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Abstract

This thesis focuses on three fundamental issues that concern data aggregation protocols for periodic data collection in sensor networks: which sensor nodes should report their data, when should they report it, and should they use unicast or broadcast based protocols for this purpose.

The issue of when nodes should report their data is considered in the context of real-time monitoring applications. Such applications can require high sampling rates and low-delay forwarding of the sensor values to a sink node at which the data is to be further processed. Since aggregation requires that some sensor data be delayed at intermediate nodes, however, while waiting for other data to be received, a key issue in the context of real-time monitoring is how to achieve effective aggregation with minimal forwarding delay. Previous work has advocated synchronous aggregation, in which a node’s position in the aggregation tree determines when it transmits to its parent. The first part of this thesis shows that asynchronous aggregation, in which the time of each node’s transmission is determined adaptively based on its local history of past packet receptions from its children, outperforms synchronous aggregation by providing lower delay for a given end-to-end loss rate.

Second, new broadcast-based aggregation protocols are designed and evaluated. They minimize the number of packet transmissions, relying on multipath delivery rather than automatic repeat request for reliability. The performance of broadcast-based aggregation is compared to that of unicast-based aggregation, in the context of both real-time and delay-tolerant data collection. For real-time applications, this work investigates whether such protocols can achieve lower collection delays and support higher sampling rates than conventional aggregation protocols, while performance evaluation for delay-tolerant data collection is focused on reliability. The results suggest that when packet loss is random, broadcast-based protocols can yield significantly improved performance in some real-time data collection scenarios, specifically when sensor data can be aggregated into packets of size that is independent (or largely independent) of the number of values being aggregated.
Broadcast-based aggregation can yield significantly better performance than unicast-based aggregation for both real-time and delay-tolerant data collection when packet loss follows a two-state Gilbert error model.

Finally, in the context of applications in which coverage of some monitored region is to be maintained, this thesis investigates the potential benefits of dynamically, rather than semi-statically, determining the set of nodes reporting their data. In such applications, sensor nodes are often deployed more densely than would minimally be required. With a semi-static approach, node scheduling protocols are deployed to reduce energy consumption and prolong network lifetime by putting redundant nodes to sleep. Node scheduling approaches, however, may leave part of the monitored region uncovered if node failures happen and a replacement node is not woken up immediately. Unicast and broadcast-based coverage-preserving data aggregation protocols in which nodes dynamically determine during each round of data collection whether they should transmit their data, or whether the set of neighbouring nodes that have already transmitted is sufficient to provide coverage, are designed and evaluated. The performance of the proposed protocols is compared to that of data collection protocols relying on node scheduling. Results suggest that the proposed broadcast-based protocol can greatly improve reliability, at the potential cost of increased traffic volume owing to non-minimal selection of transmitting nodes. For real-time data collection that is willing to trade reliability for improved data collection delay, broadcast-based data aggregation with node scheduling is able to achieve lower delay with moderate loss of coverage.
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Duplicate sensitive aggregation function
An aggregation function is duplicate sensitive if multiple occurrences of the same value when input into the function produce different aggregation results.

Medium access control
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Minimum Steiner tree
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Network simulator version 2
Network simulator version 2 (ns2) is a discrete event simulator for networking
Quantile
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Chapter 1

Introduction

Wireless sensor networks have caught the attention of the research community in recent years. These networks are composed of small sensor nodes that integrate sensing, wireless communication, and computation. Each sensor node has limited processing capability, storage capacity, and communication bandwidth. Unlike the Internet, sensor networks are generally application specific, in which multiple nodes cooperate to fulfill a common task.

As each individual sensor node is inherently resource-constrained, sensor networks depend on the coordination of a large number of nodes to carry out their tasks [21]. In many cases, such as wild animal tracking, the nodes are deployed in areas without external power supply or an infrastructure for communication, or they may even be deployed in inhospitable physical environments where human operation is difficult. A typical way to deploy a sensor network in a harsh environment would be dropping the sensor nodes from a plane [21, 87]. The nodes rely on their limited resources to survive. Meanwhile, to keep down the cost of network deployment and maintenance, the sensor nodes must be able to organize themselves and work unattended because it is impractical to configure each node manually. Since communication is a major source of energy consumption, sensor nodes usually self-organize into a multi-hop wireless network to avoid long-range communication [2].

A broad class of applications is possible with wireless sensor networks. Potential applications include habitat and environmental monitoring, detection and prediction [5, 12, 43, 48, 63, 77, 83, 92], target tracking [3, 34, 68, 80, 81, 94], infrastructure monitoring [28, 50, 71, 90], health applications [36, 45, 79], structural health monitoring [8, 49, 103], and military applications [35, 84]. As sensor networks can work
unattended with low deployment and maintenance cost, they enable scientists to conduct research in areas that could not previously be reached.

While sensor networks offer significant advantages for many scientific and commercial applications, the constraints on sensor nodes raise new challenges. The most important constraint on sensor nodes is their limited power supply. Sensor nodes are usually battery powered so they can operate in environments without any infrastructure. It is impractical to locate each node and replace its battery when it runs out of energy, especially when the network is deployed in wild environments. Power conservation has been well recognized by the sensor network community as a critical factor to prolong the network lifetime. Other constraints on sensor nodes include low computation and storage capability, limited wireless communication range, and susceptibility to physical damage.

The design of sensor networks is influenced by many factors. Akyildiz et al. give an outline of some important design factors in their survey on sensor networks [2]:

- **Fault tolerant:** sensor nodes may run out of battery power, or may be blocked or physically damaged. Fault tolerance requires that the functionalities of the network not be interrupted due to node failures.

- **Scalability:** A sensor network may contain hundreds or thousands of sensor nodes. Protocols for sensor networks require good scalability.

- **Production cost:** Since sensor networks may require the coordination of a huge number of nodes, the cost of each node should be kept low to make deployment feasible.

- **Hardware constraints:** Hardware design of sensor nodes are constrained by many factors, including size (the node may need to fit into a matchbox-sized module), low energy consumption, low cost, and the ability to work unattended.

- **Sensor network topology:** To deploy a large number of nodes densely, sensor nodes can be either thrown out in a mass, or placed one by one by humans or robots. Network topology changes can occur due to node movement (in the
case of mobile sensor nodes), temporary or permanent node failures. Additional nodes may be deployed to replace malfunctioning nodes.

- **Environment:** Sensor networks may be deployed and work unattended in harsh, inhospitable environments without any infrastructure for communication or power supply.

- **Transmission media:** Nodes in sensor networks communicate with each other over wireless media.

- **Power consumption:** Sensor nodes are equipped with a limited power source. Replenishment of power sources is impossible in many scenarios. Power management and power conservation are important to prolong network lifetime.

A huge amount of work has been done on sensor networks. Routing schemes for sensor networks have been developed and evaluated [7, 30, 38, 40, 46, 53, 108]. Different reliable transport protocols have been proposed, as well as congestion control strategies [18, 44, 70, 98, 97]. Supporting technologies such as time synchronization and quality of service (QoS) have been also extensively studied [19, 25, 29, 51, 57, 58]. Efforts have also been made to study link quality in sensor networks [6, 89, 114].

Different technologies have also been proposed to reduce energy consumption in sensor networks. Data aggregation reduces energy consumption by combining data from different nodes to suppress redundancy and traffic volume [26, 27, 30, 37, 61, 86]. Node scheduling saves energy by putting nodes to sleep when they are not required to participate in the sensing and communication tasks [54, 93, 99, 104]. Energy efficient Medium Access Control (MAC) protocols have also been proposed for sensor networks, which save energy by cycling nodes between active and sleep states [60, 76, 91, 96, 105].

Aggregation protocols for different applications, such as monitoring and periodic data collection [61, 69, 86], dynamic event detection[23], and target tracking[112], have been proposed. This dissertation focuses on data aggregation approaches for periodic data collection in sensor networks that monitor an area of interest. These
networks require that samples be collected periodically and transmitted back to a sink node where data is to be gathered and processed. As the network is usually densely deployed, data produced by different nodes may be redundant. On the other hand, in many cases, it is the summaries, instead of the raw data, that are valuable to the researchers. Network traffic and energy consumption can be reduced by aggregating data from various nodes as it is being forwarded to the sink.

The performance of data aggregation protocols can be measured by different metrics, such as energy cost, data forwarding delay, and end-to-end loss rate. Real-time monitoring applications aim to retain a “current” view of the monitored area, and require effective aggregation with minimal forwarding delay. For example, in battlefield surveillance, sensor nodes are deployed to detect and track moving military targets such as tanks and other vehicles [9]. In this case, the data collected from the sensor network should remain as current as possible. In general, low data forwarding delay is important in any application requiring response to external phenomenon in real-time [1]. Similarly, 100% reliable delivery from each sensor is an important goal in some applications, while others can tolerate moderate levels of loss. Furthermore, some applications require data from only a subset of sensors covering some region of interest.

Timing plays a key role in effective aggregation, since aggregation requires that some sensor data be delayed at intermediate nodes, while waiting for other data to be received. Existing aggregation protocols can be classified as synchronous or asynchronous based on their timing control strategies. New asynchronous aggregation protocols are proposed in this work, the performance of which is evaluated and compared to that of synchronous aggregation protocols. The results provide useful insight for real-time monitoring applications.

Both unicast and broadcast transmission can be used for data collection in sensor networks [32, 61, 86]. A unicast packet is received and processed by the intended recipient only. Unicast transmission relies on Automatic Repeat reQuest (ARQ) for reliability, but packet recovery may fail when transient/persistent link failure happens. Broadcast-based data collection takes advantage of the inherent redundancy.
of the broadcast medium in sensor networks for reliability [32, 66]. When a packet is transmitted using broadcasting, all nodes within the transmission range of the sender receive the packet if there are no link errors. One problem with broadcast-based aggregation, however, is that when the same packet is received and aggregated by multiple nodes, incorrect results may be produced for duplicate-sensitive aggregation functions. For example, “count” is a duplicate-sensitive aggregation function. The same sensor reading should be only counted once. Both unicast-based and broadcast-based aggregation protocols have been proposed. Previous work regarding broadcast-based aggregation has been focused on broadcast-based aggregation protocol design for duplicate-sensitive aggregation functions [32, 61, 66, 67]. This work proposes new broadcast-based aggregation protocols and compares them to unicast-based aggregation in terms of data forwarding delay, end-to-end loss rate, and traffic volume.

Sensor networks are often more densely deployed than would minimally be required to improve network robustness against node failures. To improve energy efficiency and prolong network lifetime, node scheduling protocols can be deployed to put redundant nodes to sleep. Such node scheduling based approaches, however, may leave some of the monitored area unattended when a node fails and other nodes are not woken up to replace it right away. Instead of putting redundant nodes to sleep and performing aggregation over the working nodes, an alternative approach is to keep all nodes awake and let each node dynamically determine for each round whether cancelling its transmission would have any impact on area coverage. The third part of this thesis investigates unicast-based and broadcast-based coverage preserving data aggregation protocols and compares their performance to that of unicast and broadcast-based aggregation relying on node scheduling.

1.1 Research Scope

This dissertation studies data aggregation protocols for static wireless sensor networks that require data to be collected periodically by the nodes. Furthermore,
aggregation of sequences of sensor values from the same node (temporal aggregation) is not considered. Finally, sensor networks in which paths to the sink node are multiple hops are assumed. Data aggregation in flat networks is out of the scope of this dissertation.

1.2 Research Goals

The main goal of this dissertation is to study the performance of different data aggregation protocols for periodic data collection in sensor networks. Three fundamental issues are addressed. The first issue deals with timing control, i.e., when should the nodes transmit. The second issue concerns how packets are transmitted. Aggregation protocols can use unicast or broadcast transmission. The third issue deals with which nodes should transmit. For dense networks, it may not be necessary to collect samplings from all nodes to meet the service requirement of the applications.

- Timing control has a great impact on aggregation efficiency and data forwarding delay. Existing aggregation protocols can be classified as synchronous or asynchronous, based on their timing strategies. This dissertation proposes asynchronous aggregation protocols that use more aggressive methods for determining when a node should transmit to its parent. The performance of the proposed protocols is evaluated and compared to that of synchronous aggregation.

- The second part of this dissertation examines broadcast-based aggregation protocols that minimize the number of packet transmissions, relying on multipath delivery rather than ARQ for reliability, and compares them to unicast-based aggregation in the context of both real-time and delay-tolerant monitoring.

- For dense networks with a significant number of redundant nodes, node scheduling protocols can be deployed to put redundant nodes to sleep, and thus, aggregation is performed over the working nodes. An alternative approach is coverage preserving aggregation, in which each node dynamically determines
during each round of data collection whether its data should be transmitted, or whether its sensing area is covered by neighbouring nodes that have already transmitted. The third part of this dissertation examines the performance of coverage preserving aggregation and data aggregation based on node scheduling.

**Synchronous vs. asynchronous aggregation**

Aggregation protocols for periodic data collection sensor networks usually transmit over a certain structure, for example, a tree rooted at the sink [61, 62, 86]. Aggregation is performed as data is being forwarded to the sink at intermediate nodes. To achieve efficient data aggregation, intermediate nodes are required to delay their transmissions until packets routed through them have been received.

Timing is crucial for real-time data aggregation protocols which aim to achieve effective aggregation with minimal forwarding delay. These networks require a high sampling rate and a low delay in forwarding data to the sink so as to maintain a current “view” of the environment being monitored. For example, during a chemical leak, nodes with chemical sensors are deployed to collect real-time information about the location and concentration of hazards in the polluted area [65].

According to the timing strategies used, aggregation protocols can be classified as synchronous or asynchronous. Synchronous aggregation divides time into a sequence of time intervals for each data collection period and assigns a different time interval to a particular set of sensor nodes [61, 86]. The nodes are synchronized in the way that nodes along the path to the sink are assigned with successive intervals such that nodes farthest away from the sink transmit first.

In asynchronous aggregation, each node makes its own timing decision based on local packet reception history. As timing control can be classified as synchronous or asynchronous, a natural question is how these two approaches compare to each other in the context of real-time monitoring. Previous work has advocated synchronous aggregation [86]. However, it is observed that the timing control strategy of the asynchronous protocol used for comparison is quite straightforward and may result in
long delay [86]. In this work, improved asynchronous data aggregation protocols with more aggressive timing models are developed. A thorough performance comparison is conducted between synchronous and asynchronous aggregation protocols.

**Unicast-based vs. Broadcast-based aggregation**

Both broadcast and unicast-based aggregation protocols have been proposed for sensor networks [61, 62, 67, 86]. Nath and Bibbons propose synopsis diffusion, a broadcast-based aggregation protocol, for duplicate-sensitive aggregation functions in sensor networks [67]. Another two broadcast-based aggregation protocols proposed by Gobriel *et al.* [32] and Motegi *et al.* [66] also focus on how to support duplicate-sensitive aggregation when the same data is received by multiple nodes.

This dissertation examines new broadcast-based protocols that minimize the number of packet transmissions and rely on multipath delivery for reliability. It is assumed acceptable for the sink (and intermediate nodes) to receive multiple aggregates including the same sensor value. For example, when only the maximum sensor value is needed at the sink, the same sensor value can be aggregated by multiple nodes without any impact on the final result. No particular aggregation function is assumed; instead, two extreme cases are considered. In one case, it is assumed that sensor data from different nodes can be aggregated into fixed-size packets. In the other, it is assumed that the required packet size increases linearly with the number of values included in the aggregate.

The performance of the proposed broadcast-based protocols is compared to that of unicast-based aggregation in the context of both real-time and delay-tolerant monitoring. For real-time scenarios, this work investigates whether broadcast-based protocols can be employed to maximize the achievable sampling/collection rate and minimize the collection delay with some modest amount of data loss. For both real-time and delay-tolerant applications, end-to-end loss rate and energy consumption are examined.
Aggregation with node scheduling vs. coverage preserving aggregation

To tolerate faults such as node failures or link failures, sensor nodes may be deployed much more densely than would minimally be required. This level of redundancy can lead to unnecessary congestion and battery depletion for nodes that may not need to transmit. Node scheduling protocols prolong network lifetime by putting redundant nodes to sleep [54, 93, 100, 104]. One key issue in node scheduling is how to pick nodes to achieve the desired area coverage.

Data aggregation can be performed over the active nodes selected by a node scheduling protocol. One potential drawback of node scheduling based approaches, however, is that area coverage may not be complete when node and/or communication failures happen and replacement node(s) is not woken up immediately. This work examines an alternative approach for efficiently maintaining area coverage in dense sensor networks. In the proposed approach, nodes dynamically determine during each round of data collection whether they should transmit their data, or whether the set of neighbouring nodes that have already transmitted is sufficient to provide coverage.

Both unicast-based and broadcast-based coverage preserving aggregation protocols are proposed, and their performance is compared to that of unicast and broadcast-based aggregation relying on node scheduling. The results provide useful insight for applications that aim to periodically collect at a sink node sensing data that covers the region of interest.

1.3 Contributions

This dissertation investigates protocol design and performance issues concerning periodic data aggregation for sensor networks. In particular, performance comparison between synchronous and asynchronous aggregation, broadcast and unicast-based aggregation, and coverage preserving aggregation and aggregation based on node scheduling is investigated. The main contributions of this work are as follows:
Synchronous vs. asynchronous aggregation

Aggregation protocols for periodic data collection can be categorized as synchronous and asynchronous according to the timing strategies used in the protocols. Previous work has shown that synchronous aggregation outperforms asynchronous aggregation [86]. In this work, improved asynchronous aggregation protocols are proposed, the performance of which is evaluated and compared to that of synchronous aggregation in the context of real-time monitoring. The results show that with more aggressive timing strategies, asynchronous aggregation outperforms synchronous aggregation by providing lower delay for a given end-to-end loss rate. Performance comparisons are also conducted among the asynchronous protocols. The results show that adaptation of timeout values based on a weighted average of history information from multiple rounds is preferable to adaptation based only on the immediately previous round. The results also show that randomizing the transmission times of leaf nodes to avoid congestion at the beginning of each round, and the duration of the randomization interval, have a great impact on delay and end-to-end loss rate. A method is proposed for adaptively determining the duration of the randomization interval.

Unicast-based vs. broadcast-based aggregation

New synchronous and asynchronous broadcast-based aggregation protocols are proposed and compared to unicast-based aggregation using simulation. The results suggest that for real-time data collection, broadcast-based protocols can yield significantly improved performance in some scenarios when packet loss is random, especially when sensor data can be aggregated into packets of size that is independent (or largely independent) of the number of values being aggregated. For the two-state Gilbert error model, broadcast-based aggregation yields significantly better performance than unicast-based aggregation for both real-time and delay-tolerant data collection. Preliminary experimental results from a real sensor network are also presented.
Aggregation with node scheduling vs. coverage preserving aggregation

Rather than putting redundant nodes to sleep, this work investigates aggregation approaches that integrate aggregation with coverage preservation. In coverage preserving aggregation, nodes dynamically determine during each round of data collection whether they should transmit their data, or whether neighbouring nodes that have already transmitted are sufficient to provide the desired coverage. Both unicast and broadcast-based coverage preserving data aggregation protocols are designed, and their performance is compared using simulation to that of unicast and broadcast-based data aggregation protocols relying on node scheduling. The results suggest that the proposed broadcast-based coverage preserving protocol can greatly improve reliability (yielding an order of magnitude reduction in uncovered area, in some cases), at the potential cost of increased traffic volume/energy cost owing to non-minimal selection of transmitting nodes. For real-time data collection that is willing to trade reliability for reduced data collection delay, broadcast-based aggregation with node scheduling is able to achieve lower delay with moderate end-to-end loss in most scenarios.

1.4 Thesis Organization

The remainder of this dissertation is organized as follows. Chapter 2 reviews prior work on data aggregation. Chapter 3 proposes new asynchronous aggregation protocols and presents a thorough performance comparison between synchronous and asynchronous aggregation. Chapter 4 considers data aggregation based on broadcast, and gives a performance comparison between unicast and broadcast-based aggregation. Chapter 5 presents new coverage preserving aggregation protocols, and compares the performance of the proposed protocols with that of aggregation protocols relying on node scheduling. Chapter 6 summarizes the dissertation and outlines future directions.
Chapter 2

Background

2.1 Wireless Sensor Networks

A wireless sensor network is a network of small sensor nodes that are capable of computation, wireless communication, and sensing. Raghunathan et al. identify four subsystems in a sensor node: a computing subsystem, a communication subsystem, a sensing subsystem, and a power supply subsystem [75]. The computing subsystem provides intelligence to the sensor node with a microprocessor or microcontroller. In addition to the microcontroller unit, a typical sensor node is equipped with volatile and non-volatile storage, and I/O capabilities to support sensors [39]. The communication subsystem consists of a short-range radio for wireless communication. The sensing subsystem uses one or more sensors to take measurements of properties of the physical environment. The power supply subsystem provides power to the rest of the node.

Fig. 2.1 shows a picture of a MICAz mote from the Crossbow company\(^1\). The mote is about the size of a matchbox and is powered by two AA batteries.

Networking is a central component of sensor networks [39]. For sensor networks, the communication protocol stack consists of the physical layer, data link layer, network layer, transport layer, and application layer [2, 106]. The physical layer is concerned with transmitting bit streams over the communication medium. The data link layer is concerned with the data transmissions between two nodes. The design of these two layers is influenced by the fact that wireless medium is broadcast in nature.

\(^1\)Crossbow: http://www.xbow.com
A packet transmission is received by all nodes that are within the transmission range of the sender, when there are no link errors. When the sender wants to send a message to a specific node, the message is transmitted using unicast. A unicast packet carries the address of the destination node. All neighbors of the sender, except the destination node, discard the packet. A broadcast packet, on the other hand, carries a special broadcast address. A broadcast packet is processed by all nodes that receive it. This addressing issue is handled by the MAC sublayer of the data link layer. All packets received at the physical layer are forwarded to the MAC layer. Packets destined to nodes other than the receiver itself are discarded by the MAC layer.

In wireless networks, a collision happens when two or more nodes, within the range of some receiving node, transmit at the same time, and the packets are corrupted at the receiving node by the overlapping signals. The MAC layer coordinates the access of the nodes to the shared channel to avoid collisions. A huge number of MAC protocols have been proposed for sensor networks [60, 91, 105]. An important class of these MAC protocols is the Carrier Sense Multiple Access (CSMA) protocols. In CSMA protocols, a node listens to the medium when it is ready to transmit data;
this is called carrier sensing. The node is allowed to transmit if the medium is found idle. If the medium is found busy, the node defers its transmission to a later time.

CSMA protocols cannot eliminate packet collisions. When nodes inside the network are able to listen while sending, Carrier Sense Multiple Access with Collision Detection (CSMA/CD) can be used to improve CSMA performance [55]. To reduce the cost of a collision, the node stops transmitting if it detects another signal during its transmission. In wireless networks, however, it is not possible to listen while transmitting. Therefore, it is impossible to implement collision detection. In wireless communication, Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is used as an improvement of pure CSMA. The RTS/CTS (Request to Send/Clear to Send) scheme is one of the techniques for collision avoidance. Before transmitting its data, the sender broadcasts an RTS control message and the destination node responds with a CTS. The data transmission is started after the RTS/CTS handshake. All other nodes that heard the RTS or CTS refrain from transmitting to avoid packet collision [4, 55].

Wireless communication is well known for its unpredictable performance [114]. Packet losses due to link errors are common in sensor networks. In unicast transmissions, ARQ can be implemented at the MAC layer to improve data transmission reliability. When a data packet is successfully received, an ACK (ACKnowledge) is sent by the receiver to inform the sender about the reception. If the sender does not receive any acknowledge after a certain period of time, the sender retransmits the data packet until an acknowledgment is received or a predefined number of retransmissions has been reached. Note that usually acknowledgements are not used in broadcast transmissions.

Two error models are commonly used to simulate packet loss in wireless networks, the independent random error model and the two-state Gilbert error model. The first error model simulates packet losses that are independent and uncorrelated. However, measured data from actual communication links indicates that link errors often occur in isolated bursts [56, 17]. The two-state Gilbert error model simulates bursts of errors over communication links. The model is based on the use of a
Markov chain with two states: the good state and the bad state. In the good state, transmission is error-free. In the bad state, the link only has a certain probability of transmitting a packet/bit correctly [56, 17]. State transition happens after the node stays in one state for a certain amount of time.

In multi-hop sensor networks, the network layer is responsible for routing the packets from the sources to the destinations. Different routing protocols have been proposed for sensor networks [40, 53, 108]. The transport layer aims to provide reliable and cost-effective packet delivery from the source to the destination. Congestion control is an important part of the transport layer [44, 97]. When the nodes offer more load to the network than it can handle, congestion builds up and the quality of service of the network deteriorates dramatically. The application layer contains support for the specific application of the sensor network and protocols that are commonly needed. Akyildiz et al. examine three possible application layer protocols: sensor management protocol, task assignment and data advertisement protocol, and sensor query and data dissemination protocol [2].

Sensor nodes are usually powered by batteries. Power consumption is a big issue in sensor networks. Previous research has shown that communication is considerably more energy costly than computation. Transmitting a single bit may cost hundreds or even thousands of times as much energy as executing a single instruction [47, 74]. Based on this basic observation, data aggregation has been proposed to improve energy efficiency in sensor networks [27, 37, 61, 86]. The main idea is to perform in-network processing to reduce communication cost.

2.2 Data Aggregation

Sensor networks are often densely deployed to cover the area of interest. Data produced by different neighbouring nodes may be highly correlated and redundant. For event detecting applications, the same event may be detected and reported by multiple nodes. For data collection applications, it is often the summaries (or aggregates), instead of the raw sensor readings, that are valuable to the researchers or
other users. As data transmission often uses more energy than data processing, energy consumption can be greatly improved by reducing the amount of transmissions through in-network processing or data aggregation [23].

Data aggregation has been extensively studied in the literature. Fasolo et al. identify three basic ingredients in data aggregation: suitable networking protocols, effective aggregation functions, and efficient ways of representing the data [24]. A well-designed routing protocol is the most important ingredient for data aggregation. Traditional routing protocols typically adopt the shortest-path routing method. In sensor networks, however, data centric routing, in which routing is done based on the content of the data packets, is often adopted to promote data aggregation. Fig. 2.2 illustrates how routing impacts data aggregation. In Fig. 2.2, it is assumed that the aggregation results of data from different nodes can be included in a single packet.

In data collection applications, such as environment and habitat monitoring, nodes collect samples periodically and transmit sensed data to a sink node [12, 63, 92]. Aggregation is performed as packets are being forwarded to the sink. Aggregation protocols for periodic data collection are usually based on network structures such
as clusters and trees. As the nodes that participate in the task stay relatively stable, the cost to construct and maintain the structure is low.

In event-based applications, source nodes change dynamically with the situation. Zhang et al. examine aggregation with a dynamically-configured tree for event-based applications [112, 113]. The overhead to build and maintain the tree structure, however, can be costly. A structure-free aggregation protocol is proposed by Fan et al. to avoid the overhead for the maintenance of the underlying structure [22].

Aggregation protocols based on multi-path routing have been proposed [32, 37, 61, 66, 67]. Considering that wireless medium is broadcast in nature, broadcast-based data aggregation protocols are proposed to exploit the inherent redundancy of the broadcast medium in sensor networks [32, 61, 66, 67]. He et al. use a hybrid of both unicast and broadcast transmission in application independent data aggregation [37].

In addition to where to send a packet, when to send out the packet also has significant impact on aggregation efficiency and data forwarding delay. Intermediate nodes may have to delay their transmissions while waiting for more data to aggregate. Ideally, a node waits until it hears from everyone from whom it should hear, and then sends out its aggregation result immediately to avoid excessive delay. Unfortunately, even if the node knows which nodes are going to send to it, packets from the senders may be lost due to link errors. A longer waiting time may yield nothing but longer delay. For event-based applications, events happen randomly inside the monitored area. When a node detects an event or receives an event report, it has no idea who else may have detected the same event and may send a report to it. The node may receive nothing at all if it decides to wait longer. Thus, waiting for all expected transmissions does not always work.

Real-time sensor networks require as many samples be aggregated as possible, while ensuring timely arrival of the final aggregates at the sink. The number of samples included in the final aggregates may be sacrificed to meet the delay constraint.

Aggregation protocols can be classified as synchronous or asynchronous based on their timing control schemes. Many aggregation protocols found in the literature use synchronous timing control, which assigns different time intervals to nodes according
their hop count to the sink [61, 66, 67]. The nodes are synchronized in such a way that nodes further away from the sink transmit earlier. Two asynchronous aggregation protocols, periodic simple and periodic per-hop aggregation, are proposed by Solis and Obraczka [86].

The second ingredient, aggregation functions, can be categorized as duplicate sensitive or duplicate insensitive. An aggregation function is duplicate insensitive if and only if multiple occurrences of the same value as input to the function do not affect the result. Functions such as “maximum” and “minimum” are duplicate insensitive, while “count” is not. Duplicate sensitivity is an important factor for aggregation protocol design. Reliability can be improved by forwarding packets along multiple paths when the aggregation result is duplicate insensitive. The broadcast nature of wireless communication can be utilized to forward the same packet to multiple nodes without multiple transmissions. For duplicate-sensitive aggregation functions, such as “count”, however, aggregating the same sensor reading at multiple nodes leads to incorrect results. To take advantage of the existence of multiple parents, a simple solution is proposed in TAG (Tiny AGgregation) [61]. To support duplicate-sensitive aggregation functions, an aggregation result is decomposed and broadcast to multiple parents. Two other broadcast-based aggregation protocols proposed by Motegi et al. and Gobriel et al. support duplicate-sensitive functions by ensuring that the same packet is aggregated by only one of the nodes that receive the packet [32, 66].

Simple aggregation functions such as “maximum”, “minimum”, and “count” produce a single value as the aggregation result, which can be included in fixed-sized packets. More complicated functions include “median”, “count distinct”, “histogram”, and more [61]. To get an accurate result for “median” and “count distinct”, the nodes need to keep track of all distinct sensor readings. As a result, the message size grows linearly with the number of distinct sensor readings in the network. Approximation schemes are proposed by Shrivastava et al. to handle quantile-related aggregation functions [82].

Existing data aggregation protocols can also be classified as application de-
pendent data aggregation (ADDA) and application independent data aggregation (AIDA). In application-specific sensor networks, it is efficient to use application level information in data aggregation to eliminate redundancy and minimize the number of transmissions. However, He et al. argue that ADDA has limitations due to its lack of adaptation and reliance on application-specific decisions, and propose AIDA for multiple-purpose sensor network systems [37]. AIDA works as a general lossless aggregation scheme between the MAC layer and the network layer. Aggregation is accomplished by combining multiple outgoing network units into a single AIDA payload to reduce the overhead incurred during channel contention and acknowledgment. As the original data can be recovered from the aggregates, no information is lost in AIDA.

The third ingredient in data aggregation deals with data presentation. Shrivastava et al. propose an aggregation scheme for quantile-related queries, in which each sensor aggregates the data it receives from other sensors into a fixed size message [82]. A data structure called Quantile Digest or q-digest is devised to store the data.

Aggregation protocols collect data from active nodes and perform aggregation on the collected data to reduce traffic volume. When redundant nodes are common in the network, however, it may not be necessary to collect data from every node. To prolong network lifetime, different node scheduling protocols have been proposed for dense sensor networks [54, 93, 99]. The main idea is to keep just enough nodes awake to provide the desired area coverage, while putting the rest to sleep to save energy.

In dense networks with a significant number of redundant nodes, node scheduling protocols can be used to cycle nodes between active and sleep states. One disadvantage of such node scheduling approaches, however, is that part of the monitored area may be left unattended when a node fails and is not replaced immediately. An alternative approach is explored in this work, in which each node dynamically determines for each round whether enough data has been forwarded towards the sink by neighbouring nodes to provide coverage, and whether it should cancel its transmission.
In the following sections, different aggregation protocols are briefly reviewed. Section 2.3 focuses on unicast-based data aggregation protocols, which are further classified as cluster-based, tree-based, structure-free, semi-structured, and data aggregation based on other structures. Broadcast-based protocols are reviewed in section 2.4. Node scheduling protocols are discussed in section 2.5. Section 2.6 summarizes this chapter.

2.3 Unicast-based Data Aggregation Protocols

Packets can be transmitted by unicast or broadcast in data aggregation protocols. Both unicast and broadcast-based aggregation protocols are found in the literature. Different unicast-based aggregation protocols are briefly reviewed in this section. Broadcast-based aggregation protocols are reviewed in the next section.

In unicast-based aggregation protocols, nodes in the network usually form certain structures such as trees and clusters. Aggregation is performed at intermediate nodes as data is transmitted to the sink over the structure. The tree structure is the most frequently used structure in unicast-based data aggregation. It is also the structure that is used in the new unicast-based aggregation protocols proposed in this work. In addition to the tree structure, the use of other structures for data aggregation, such as clusters, chains, and grids, has been extensively studied. Structure-free data aggregation protocols have also been proposed for event-based applications with dynamic source nodes [22, 85]. In this section, unicast-based aggregation protocols based on different network structures are briefly reviewed.

Cluster-based Data Aggregation

In cluster-based data aggregation, nodes are grouped into clusters, with one cluster head for each cluster. Members of a cluster send packets to their cluster head via single-hop or multi-hop communication; the cluster head aggregates received data, and forwards the results to the sink, also via single-hop or multi-hop communication. In Fig. 2.3, cluster members communicate with their cluster heads directly; the
cluster heads also communicate with the sink directly. Important design issues in clustering systems include energy consumption balancing, cluster head placement, and determining the optimal number of cluster heads.

![Cluster-based Data Aggregation](image)

**Figure 2.3:** Cluster-based Data Aggregation

LEACH (Low-Energy Adaptive Clustering Hierarchy) is a cluster-based data aggregation protocol [40]. In LEACH, nodes are assumed to be able to adjust their power level to achieve different transmission ranges. Single-hop communication is used between cluster members and their cluster heads. A predetermined fraction of the nodes elect themselves as cluster heads based on a randomization function, and broadcast a message to the whole network. The other nodes decide which cluster they should join based on the signal level of the messages that they received. Each cluster head creates a TDMA (Time Division Multiple Access) schedule and assigns a different time slot to each cluster member. After a cluster head hears from all its cluster members, it aggregates the received data and transmits the result directly to the base station via CDMA (Code Division Multiple Access) to avoid interfer-
ence between clusters. To avoid excessive energy consumption at the cluster heads, LEACH rotates cluster head positions among nodes. Simulation results suggest that there is an optimal value for the number of cluster heads that minimizes the energy consumption in the network, but that problem is not studied analytically in LEACH.

Cluster head election and cluster formation are performed in a distributed way in LEACH and may result in poor cluster head placement. The same authors propose LEACH-C (LEACH-Centralized) as an improved version, in which cluster formation is controlled in a centralized manner by the sink based on positions and power levels of the nodes [41].

Younis et al. study the problem of clustering nodes in an efficient way to prolong network lifetime, and propose a distributed cluster formation protocol called HEED (Hybrid Energy-Efficient Distributed clustering) [107]. In HEED, cluster heads are selected periodically based on the node’s residual energy and a secondary parameter, such as the node’s proximity to its neighbours. Simulation results show that HEED is able to distribute cluster heads well among the nodes and prolong network lifetime.

LEACH and HEED consider clustering networks with homogeneous nodes, and have the cluster heads communicate with the sink via single-hop communication. Cluster head rotation is used in the protocols to avoid excessive energy consumption at the cluster heads. Soro et al. consider heterogeneous networks with two types of nodes, sensor nodes and more powerful cluster head nodes [88]. They consider the scenario in which the cluster heads form a backbone network and route aggregate results to the sink using multi-hop communication over the backbone. Cluster heads closer to the sink have a higher energy consumption as they serve to relay the packets from cluster heads farther away, resulting in unbalanced energy consumption among the cluster heads. Unequal Clustering Size (UCS) is proposed in the paper to provide uniform energy dissipation. UCS solves the problem by varying the size of the clusters with respect to the expected relay load. The UCS approach is extended to homogeneous networks in which packets from the cluster heads are forwarded to the sink over a backbone formed by the cluster heads. Performance evaluation in the paper shows that UCS is able to achieve more uniform energy dissipation for...
homogeneous networks as well.

Mhatre and Rosenberg consider heterogeneous networks in which sensor nodes may use single-hop or multi-hop communication to communicate with their cluster heads, and cluster heads communicate with the sink directly with long range transmissions [64]. Through a cost-based analysis, they study the design problem of determining the optimal number of cluster head nodes, the optimal transmission method within a cluster (single-hop or multi-hop), and the required battery energy of cluster members and cluster heads. A hybrid communication mode is proposed to balance energy consumption of nodes in the same cluster. In the proposed communication mode, cluster members use single-hop and multi-hop communication alternatively to communicate with their cluster heads. Nodes farther away from the sink spend more energy on transmissions because of longer transmission range when single-hop communication is used. When multi-hop communication is used, however, the nodes closest to the sink have higher energy consumption because of their relaying burden.

Chen et al. study how to determine the optimal number of cluster heads to minimize total energy consumption in a homogeneous network [14]. After the optimal number is derived, a distributed cluster head selection protocol called Energy-efficient Protocol for Aggregator Selection (EPAS) is presented to achieve the desired number of cluster heads. EPAS consists of two phases. Let $k$ be the optimal number of cluster heads. In the first phase, each sensor independently chooses to be a cluster head with probability $p_1$, $p_1 \in [0, k/n]$. Suppose that each cluster head has a fixed coverage radius of $b$ meters. In the second phase, each sensor that is not covered by a cluster head declares itself to be a cluster head with probability $p_2$. How to pick $p_1$ and $p_2$ is discussed in the paper. By careful choice of $p_1$ and $p_2$, the expected number of aggregators after phase 2 is $k$. Each node that is not a cluster head selects the closest cluster head as its cluster head.

In cluster-based data aggregation, data from the cluster members may be held back at the cluster head to be aggregated with data from other source nodes. For applications that demand real-time delivery, there is a tradeoff between waiting delay and aggregation accuracy. Each cluster head waits for a certain period of time,
aggregates the packets it has received for a round, and sends out the aggregation result. Packets that arrive after the cluster head has transmitted for that round are not aggregated. Peng et al. proposed DSFC (Delay Sensitive Feedback Control) to solve the tradeoff in cluster-based aggregation [72]. In addition, an inter-cluster congestion avoidance scheme, EPCR (Emergent Packet Channel Reservation) is proposed.

In DSFC, the ratio of the number of packets aggregated by the cluster head to the total number of packets received by the cluster head for a round is defined as the aggregation scale. For each round, each cluster head calculates the error of the aggregate it transmitted, i.e., the difference between the aggregate it transmitted and the aggregate of all received packets for that round. The error is then used to adjust the required aggregation scale for the next round. The aggregation scale is increased if the error is bigger than a specific value. The cluster head has to wait for the packets from all its cluster members when the aggregation scale is set to 1, and the aggregation waiting delay is the longest in this case.

When an emergency event, for example, a forest fire, happens inside the network, nodes that detect the event generate a large number of report packets. EPCR is devised to accelerate the transmission of emergency reports. It is assumed that only cluster-head nodes take part in inter-cluster routing. When a cluster head receives an emergency report, it informs other cluster head nodes along the path to the base station that regular packets can be decelerated or transmitted along other paths. EPCR alleviates channel contention and accelerates the transmission of emergency reports.

**Tree-based Data Aggregation**

In tree-based data aggregation, a tree rooted at the sink is formed, as shown in Fig. 2.4. Aggregation is performed at intermediate nodes as packets are transmitted along the tree towards the sink.

TAG is a tree-based aggregation scheme for aggregating data with a periodic traffic pattern [61]. In TAG, an aggregation tree is formed with the sink as the root. Each node in the tree gathers data periodically and sends a data packet to its parent.
Aggregation is carried out as the data packets are forwarded to the sink.

Data is to be collected every sampling duration in TAG, and a sampling duration is divided into time intervals. A node specifies the interval during which it will be receiving packets from its children, and includes the interval in the query that it forwards to its children. After a child receives the query, it forwards the query to its own children, setting its receiving interval to be ahead of that of its parent. Obviously, the interval should be long enough for the transmissions of all children of a parent, and for the processing of the associated data. A large interval, however, will lead to long delay. The duration of the interval is environment specific. A simple method is used to select the duration of the interval, which is the duration of the sampling duration divided by the depth of the tree, assuming that the depth is known.

Timing in TAG relies on assigning nodes at different tree levels to different time intervals so that nodes at the bottom of the tree transmit first. TAG can be categorized as synchronous data aggregation as it requires synchronization between nodes of adjacent tree levels. A synchronous protocol similar to TAG is used as the basis
for comparison in the following three chapters. In both protocols, nodes are assigned to different transmission intervals according to their hop count to the sink. In TAG, a node is expected to transmit during its own interval, but when exactly the node transmits is not explained. In this work, it is observed that randomizing the transmissions over the interval yields better performance than when all nodes at the same tree level attempt to transmit at the same time. The packet transmissions during the same interval are randomized in the synchronous protocol used for comparison.

The impact of timing in periodic tree-based aggregation is studied by Solis et al. [86]. Three timing models are compared in the paper: periodic simple aggregation, periodic per-hop aggregation, and periodic per-hop adjusted aggregation. In periodic simple aggregation, aggregation is performed at regular time intervals, with the aggregation period equal to the data generation period. Each node aggregates all data it has received since its last transmission, and sends out the result at the end of each data generation period. The timing control in periodic simple aggregation is very simple and easy to be implemented, but may result in increased delay. Suppose that node A forwards its data to node B. If node B times out right before A transmits, A’s data will be delayed at B until B transmits again. As both A and B transmit every data generation period duration, A’s data will always be delayed at B for a time duration close to the data generation period duration.

In periodic per-hop aggregation, the maximum time a node waits before aggregating and transmitting out its result is equal to the data generation period. The node aggregates and sends out its result immediately if the node hears from all children before the maximum waiting time expires. Periodic per-hop adjusted aggregation improves over periodic simple aggregation, but it may still result in increased delay due to the lack of adaption in its timing control strategy. In periodic per-hop adjusted aggregation, nodes decide when to aggregate and send according to their position in the aggregation tree.

The performance of the three timing models is evaluated in terms of energy consumption, data accuracy, data freshness, and overhead. The results show that timing plays a crucial role in aggregation performance for periodic data collection,
and periodic per-hop adjusted aggregation outperforms the other two schemes.

Among the three timing models studied by Solis et al., periodic per-hop aggregation is a synchronous aggregation scheme. The key is still to schedule nodes based on their hop count to the sink node and form a “data wave” towards the sink. Periodic simple aggregation and periodic per-hop aggregation fall into the category of asynchronous aggregation. In Chapter 3, asynchronous aggregation protocols with more aggressive timing control strategies are proposed and compared with synchronous data aggregation in the context of real-time monitoring. In the proposed protocols, each node adjusts its transmission time based on past packet reception history. The results show that the proposed asynchronous aggregation protocols outperforms synchronous aggregation.

A tree-based aggregation protocol called MFS (Multi-level Fusion Synchronization) is proposed by Yuan et al. for event-based applications [109]. In MFS, a leaf node sends out an event report to its parent immediately when it detects an event. An internal node initiates its timer when an event is detected and sends out a START message to all its neighbours. Upon receiving a START message, an internal node starts its timer if the timer is not already set and broadcasts another START message to its own neighbours. The process is similar to flooding a message to the whole network. When there is no packet loss in the network, the internal nodes that need to participate in forwarding the event report to the sink set their timers at almost the same time that the event happens. The duration of the timer is set according to the node’s position in the tree. For a node $k$ hops away from the sink, the timer is set to $(M_{AX} - k\Delta)$, where and $\Delta$ are protocol parameters.

The lowest latency that MFS is able to achieve is approximately equal to $M_{AX}$, when all pertinent internal nodes trigger their aggregation timers at almost the same time that the relevant event occurs (ignoring propagation delays). In the worst case, none of the pertinent internal nodes receive the START message (due to collisions or link errors), and the latency can be $D M_{AX} - (D - 1)D\Delta/2$, where $D$ is the tree depth. MFS incurs long latency for events that happen close to the sink, especially when the network is large. When a node one hop away from the sink detects an
event, it still has to wait \((M_{AX} - \Delta)\) before sending out its event report.

Zhang et al. propose DCTC (Dynamic Convoy Tree-based Collaboration) for detecting and tracking a mobile target in sensor networks [112, 113]. The key in DCTC is a tree structure called the convoy tree, which includes only nodes surrounding the target. The tree changes dynamically as the target moves around. The root of the convoy tree collects information from the source nodes, generates a report, and forwards it to a single sink or multiple sinks.

The main challenge in DCTC is how to reconfigure the tree in an efficient way as the target moves. New nodes need to be added to the tree, and existing tree nodes may need to be pruned. The root may have to be replaced as the target moves away from it. Tree expansion and pruning schemes are proposed in the paper, as well as tree reconfiguration schemes.

Aggregating data from a sparse set of nodes in a wireless sensor network is studied by Gao et al. [30]. Each participating node knows that there are other nodes that are collecting data, but no global information about those nodes is available. The authors investigate how participating nodes discover each other in a distributed way, and how these nodes form an aggregation tree to promote data aggregation. Nodes are assumed to be uniformly deployed in a region. It is also assumed that nodes on the boundary are connected to an external high-speed network. The base station is located in the external network, which collects and processes the aggregates. Each node uses a pseudo-random hash function on its node ID to generate a priority value for itself. The base station has the highest priority. It is assumed that the nodes are loosely synchronized.

Gao et al. devise a probe protocol for node discovery [30]. The participating nodes initiate the probe process at roughly the same time by sending out probe packets in the four directions, north, south, west, and east, as illustrated in Fig. 2.5. Suppose node \(w\) receives a probe message from node \(p\). It ignores the message if the message has been received before. Otherwise, node \(w\) records the message. If node \(w\) received probe messages from other nodes before, and among these nodes from which node \(w\) has heard, there is someone with higher priority than node \(p\), then the
Node q becomes a candidate for p’s parent.

**Figure 2.5:** The Probe Process

one with the highest priority becomes a candidate for p’s parent. If node w finds a parent candidate for p, a recall process is started to inform other nodes, including node p itself, to stop propagating p’s probe. The recall message also informs node q about its parent candidate. Node p may receive multiple recall messages from several nodes, and in that case, the parent candidate included in the first recall that node p receives becomes p’s parent. If node p’s priority is higher than all nodes whose probe messages have been received by w, node w retransmits p’s probe message in the same direction the message came in. Eventually, an aggregation tree rooted at the base station is built, since the base station has the highest priority among the participating nodes. Note that the aggregation tree is a logical structure. The parent of a participating node is either another participating node or the base station.

The impact of tree construction algorithms is studied by Krishnamachari *et al.* [52]. Assuming that each node only transmits a single packet, the minimum number of transmissions is achieved with a minimum Steiner tree, which is NP-hard (Non-Deterministic Polynomial-Time Hard) to find in general. Three suboptimal schemes
are proposed in the paper as alternatives: Center at Nearest Source (CNS), Shortest Path Tree (SPT), and Greedy Incremental Tree (GIT). In CNS, the source node nearest to the sink serves as an aggregation point. All other source nodes send their data to the aggregation point directly. In SPT, each source node sends its data to the sink along the shortest path. The paths merge when they overlap. In GIT, the tree only contains the shortest path between the sink and the closest source node at the beginning. Then the source node closest to the current tree is connected to the tree. This process repeats until all source nodes are connected to the tree.

The impact of tree construction on data aggregation is evaluated in terms of energy saving and delay through simulation. Two source placement models are considered: the event-radius model, in which the source nodes are located within a certain range of an event point, and the random-source model, in which the source nodes are randomly selected from the network nodes. Energy saving from aggregation is measured by the number of transmissions. Delay incurred by aggregation is measured by examining the hop count difference between the nearest source and the farthest source node, since data from nearer nodes may be held back in order to be aggregated with data from source nodes that are farther away. The results show that data aggregation can greatly reduce data transmissions, but incurs non-negligible delay. GIT is showed to have the best performance among the three schemes.

**Structure-Free Data Aggregation**

For event-based applications with dynamic source nodes, a fixed network structure may result in poor aggregation efficiency. An example is shown in Fig 2.6. While node A and Node B are within each other’s transmission range, their event reports take completely different routes to the sink. If node B sends its event report to node A, and node A aggregates the event report with its own and forwards the aggregate to the sink, then only four transmissions are needed to report the event to the sink, assuming that the event reports can be aggregated into a single packet.

While a fixed structure may yield poor aggregation performance, changing the structure dynamically, however, may cause high overhead. Fan et al. explore the
Node A and node B detect the same event and forward their event reports to the sink over the tree structure.

**Figure 2.6:** Tree-based Data Aggregation Yields Poor Performance for Event-Based Application

potential of structure-free data aggregation [22]. Two mechanisms are proposed in their structure-free protocol to improve spatial and temporal convergence: Data-Aware Anycast (DAA) and Randomized Waiting (RW). As there is no pre-configured structure, routing decisions are made on the fly through DAA. When a node has something to send, it broadcasts an RTS with an Aggregation ID (AID) to its neighbours. The measurement timestamp is used as the AID in the paper. Packets with the same AID can be aggregated. Therefore, packets that are generated at the same time can potentially be aggregated.

To improve spatial convergence, the nodes’ neighbours are assigned different priority to respond with a CTS. Neighbours that have packets with the same AID and are closer to the sink have the highest priority, followed by neighbours with packets with the same AID, but farther away from the sink. Neighbours that have no packets with the same AID, and are farther away from the sink, are assigned the lowest priority. To decide its priority to respond with a CTS, each node must be able to
determine its relative distance to the sink.

When a node detects an event, or receives an event report with an specific AID, the node has no idea whether any packets with the same AID are being forwarded to it. It has to decide independently how long it should wait for more packets to aggregate. A simple approach is to assign a fixed waiting time to each node and have nodes closer to the sink wait longer. This approach, however, may result in a long delay for events that happen in spots close to the sink. To improve temporal convergence, RW is used in the proposed structure-free aggregation. The main idea is to randomly delay a node’s transmission to improve the chance of aggregation without incurring long delay in large networks.

While structure-free aggregation does not have any overhead in structure construction and maintenance, it does not guarantee aggregation of all packets from a single event. Energy is wasted when unaggregated packets are forwarded to the sink, especially when the event happens far from the sink. To further improve energy efficiency, Fan et al. propose a semi-structured aggregation protocol, which is introduced below.

**Semi-structured Data Aggregation**

To benefit from the strengths of the structured and the structure-less approaches, Fan et al. propose a semi-structured protocol based on DAA [23]. In the semi-structured approach, DAA and RW are used to aggregate packets locally. When DAA cannot achieve further aggregation, packets are transmitted over a structure called Tree on Directed acyclic graph (ToD) instead of being forwarded to the sink directly. The goal is to make packets related to the same event meet early and get aggregated as they are forwarded over the structure.

ToD is composed of multiple shortest path trees. To construct a ToD, nodes must know their geographic locations. The whole network is divided into square cells with side length greater than the maximum diameter of the event area. These cells are grouped into First-level clusters (F-clusters), and then the F-clusters are grouped into Second-level clusters (S-clusters). Each F-cluster has a cluster head called F-
aggregator, and each S-cluster also has a cluster head called S-aggregator. When a packet cannot be aggregated by DAA any more, it will be sent to the F-aggregator that covers the cell of the sender. The F-aggregator aggregates packets related to the same event, and decides whether the result should be forwarded to the sink directly or to a S-aggregator for further aggregation, based on the location of the event.

When geographic information is available to each node, the ToD structure can be built without any overhead. This semi-structured approach achieves efficient aggregation in large scale networks by getting packets aggregated near the event location.

**Data Aggregation based on Other Structures**

In LEACH, multiple cluster heads communicate directly with the sink over a long transmission range [40]. Energy consumption can be further reduced if only one node communicates with the sink using long range transmission. Lindsey et al. propose a chain-based aggregation protocol called PEGASIS (Power Efficient data GAthering protocol for Sensor Information Systems) to improve energy efficiency [59]. As in LEACH, PEGASIS makes the same assumption that nodes in the network are able to adjust their transmission power level and communicate with the sink directly. A greedy chain formation scheme is proposed in PEGASIS, which requires global knowledge of the network at each node. After the chain is formed, each node has two neighbours along the chain. Nodes at the end of the chain start transmission first. When a node receives a packet from its neighbour on the chain, it aggregates the data with its own and transmits the aggregation result to the other neighbour on the chain. Eventually, the packets arrive at a leader node, which transmits the final aggregate to the sink directly. Nodes take turn in becoming the leader node to balance their energy usage.

In addition to the structures mentioned above, grid-based aggregation protocols are also found in the literature [95]. The basic idea is to divide the monitored area into grids and select one node inside each grid as the data aggregator, as seen in Fig. 2.7. Nodes inside the grid send their data to the aggregator, which then aggregates
the received information and sends the aggregation results to the sink node.

### 2.4 Broadcast-based Data Aggregation Protocols

Since nodes often have more than one neighbour in sensor networks, one single broadcast is enough to transmit a packet to multiple nodes in broadcast-based aggregation. One problem that comes with the benefit is that aggregating the same data at multiple nodes yields incorrect results for duplicate-sensitive aggregation functions.

Broadcast-based aggregation protocols have been proposed for duplicate-sensitive aggregation functions in sensor networks. As the same broadcast may be received by multiple nodes, these protocols must ensure that concurrent processing of the same data at multiple nodes does not produce wrong results. One common strategy is to guarantee that only one of the recipients aggregates the data [66]. Nath and Gibbons solve the problem by converting data into duplicate-insensitive synopses, which are
small-sized digests of the data [67].

Existing broadcast-based data aggregation protocols are briefly reviewed below. Most of these protocols are focused on protocol design for duplicate-sensitive aggregation functions. New broadcast-based data aggregation protocols are proposed in Chapter 4. Instead of focusing on duplicate-sensitive aggregation functions, it is assumed acceptable for the sink (and intermediate nodes) to receive multiple aggregates including the same sensor value, either because the aggregation function is duplicate insensitive or because the sink is able to filter duplicates. The performance comparison between the new broadcast-based protocols and their unicast-based counterparts aims to investigate whether broadcast-based aggregation has any performance advantage in the context of real-time and delay-tolerant data collection.

Value Splitting

Value splitting is proposed by Madden et al. as a means of leveraging the available redundancy of the network topology to increase reliability [61]. While nodes are organized into a tree structure in TAG, the authors observe that a node can easily find multiple parents that are one step closer to the sink. The value splitting scheme considers nodes with two possible parents. To support duplicate-sensitive aggregation functions, aggregation values are split into two parts at child nodes. A single broadcast is enough to deliver the partial value to both parents of a child node when the aggregation results can be linearly split into two equal values.

A simple statistical analysis is done in the paper. The performance of value splitting is compared to that of a single-parent broadcast-based scheme based on the aggregation function “count”. The results show that value splitting yields lower variance for the same expected value. The performance of the two aggregation schemes is also evaluated through experiments, and the results show that value splitting outperforms the single-parent broadcast-based scheme.
RideSharing

Gobriel et al. propose a fault tolerant broadcast-based aggregation protocol, RideSharing, for duplicate-sensitive aggregation in sensor networks [32]. Two mechanisms are proposed: cascaded RideSharing and diffused RideSharing. Both schemes organize the nodes in a track graph. The sink is located in track 0. Nodes one hop away from the sink are located in track 1, and so on, as seen in Fig. 2.8. Nodes in track $n$ may have multiple parents in track $n-1$. Among these parents, one is selected as primary parent and the others serve as backup parents.

A bit vector is included in the packet. When the transmission between a child and its primary parent fails, the primary parent indicates which child is missed in the bit vector included in its packet. Cascaded RideSharing and diffused RideSharing differ in the way that an error is corrected. In cascaded RideSharing, error correction is completed by one of the backup parents, while in diffused RideSharing, multiple backup parents cooperate in error correction by aggregating a share of the missing value.

In cascaded RideSharing, each node has a correction sequence, which may be an ascending order of node ID. The backup parents decide whether to correct an error based on their orders in a correction sequence. The first backup parent in the sequence tries to correct the error first. If the correction is successful, the first backup parent sets the bit vector in its packet to indicate that the error has been
corrected. The next backup parent takes action to correct the error if and only if the backup parent ahead of it in the sequence fails to do so.

Multiple backup parents collaborate in error collection in diffused RideSharing. Each backup parent only aggregates a share of the missing value. To calculate its own share of the missing value, each backup parent keeps a counter of the remaining parents, including the node itself and the backup parents from which it has not heard. If a backup parent is not able to aggregate its share, the remaining backup parents adjust their share to compensate for the missing part. A backup parent in diffused RideSharing has to be able to hear the other parents to maintain an accurate estimate of the number of the remaining parents, while a backup parent in cascaded RideSharing only needs to be in the communication range of the preceding parent in the correction sequence. Parent clique is proposed as an enhancement in the paper, in which a child only selects nodes that can hear each other as its parents. This may limit the number of nodes that a child can select as its parents. When a node in track $n$ has only one neighbour in track $n-1$, the node selects parents from its own track.

Transmission order plays an important role in RideSharing. A child should transmit before its parents. Backup parents should transmit after the primary parent. The backup parents also need to transmit in a certain order to increase the probability of error correction. TDMA or prioritized contention based schemes are mentioned in the paper as possible solutions. The impact of timing on latency is not evaluated.

One problem with RideSharing is that nodes in track 1 (nodes one hop away from the sink), have only one parent in track 0, which is the sink itself. At least one node has only one parent even if co-tracking is adopted. Meanwhile, the aggregation results generated by the nodes in track 1 may contain a large amount of data, the loss of which may have a significant impact on the end-to-end loss rate. In the performance evaluation, links between track 1 and the sink are assumed to be error-free. This assumption makes the results less convincing.
DAG-based Data Aggregation

Motegi et al. propose a multi-parent broadcast-based aggregation protocol based on DAG (Directed Acyclic Graph) [66]. To support duplicate-sensitive functions, the proposed protocol assigns a destination node to each node. Data generated by a node will not get aggregated until packets containing that data arrive at the node’s destination node.

Before data collection starts, the sink broadcasts a request message (REQ) to the entire network, which includes a parent node list (the list is empty for the sink), the hop count to the sink (in the case of the sink itself, its hop count is set to zero), and other parameters about the query, such as data collection frequency. The parent node list includes the IDs of the parent nodes that the node has learned from the received REqs. When the node rebroadcasts the received REQ, it includes its parent node list in the REQ. At the end of the REQ flooding process, each node has a list of parents and grandparents.

Each node selects its destination node based on information about its possible parents and grandparents. If the node has multiple parent candidates, it checks whether the parent candidates have any common parent. If some of its parent candidates share a common parent, the node chooses the common parent of these parent candidates as its destination node, and these parent candidates become the node’s parents. In the case that no two parent candidates share the same parent, the node selects one of these candidates as both its parent and its destination node.

The proposed DAG-based protocol uses similar timing control as TAG [61], in which each node decides when to transmit based on its distance to the sink. When a leaf node sends out its packet, it puts its sampling value and its destination node ID in the packet. A parent node may take one of the three actions on the value it receives from its child: aggregate, forward, and discard. If the node is the destination node for the value, it aggregates the value with its own value and other possible values. If the destination node for the value is one of the receiver’s parents, the value is forwarded without being aggregated. The value is simply discarded if the destination node of
the value is neither the receiver itself nor the receiver node’s parent.

**Synopsis Diffusion**

Instead of avoiding aggregating the same data at multiple nodes to support duplicate-sensitive aggregation functions, synopsis diffusion, a broadcast-based aggregation protocol, solves the problem by decoupling aggregate computation from message routing [67]. In the proposed protocol, data is represented by duplicate-insensitive synopses, which are small-sized digests of the data. Sensor readings are converted to synopses by a *synopsis generation function*, and two synopses can be fused into a new synopsis by a *synopsis fusion function*. A *synopsis evaluation function* is used at the sink to translate the synopses into meaningful data. Neither the order in which the data from different nodes is aggregated nor the number of times the same data is aggregated has any impact on the final aggregate at the sink.

Obviously, the three functions are key parts of the protocol and have to be designed for each different aggregation function. The authors show the functions for “count”, “sum”, “count distinct”, “most popular items” in the paper.

**AIDA**

AIDA is an application-independent lossless aggregation proposed by He et al. for multiple-purpose sensor network systems [37]. AIDA is not a pure broadcast-based aggregation protocol; it uses both unicast and broadcast at the MAC layer for packet transmissions.

AIDA works between the network layer and the data link layer. Aggregation is performed by combining multiple outgoing network units into a single AIDA payload to reduce the overhead incurred during channel contention and the number of acknowledgments. AIDA saves energy for several reasons. First, channel contention cost is reduced as multiple network units are merged into one AIDA payload. Second, fewer MAC control messages are sent in AIDA. Finally, for sensor network platforms that use fixed packet sizes, such as TinyOS [42], AIDA can reduce unnecessary padding, although fixed sizes could prevent aggregation too.
Three different aggregation strategies are proposed in AIDA: the fixed scheme, the on-demand scheme, and the dynamic feedback scheme. In the fixed scheme, aggregation is conducted when the number of network units to be aggregated reaches a certain value or when a timer goes off. The fixed scheme may cause high delay when traffic load is low, since the node has to receive enough network units, or wait until timeout before aggregating the received data and sending out the result. In the on-demand scheme, aggregation is done whenever the MAC is available for transmission and there are network units to be transmitted. The dynamic feedback scheme works by adjusting the number of network units required for aggregation according to the network condition. When workload is high, the value is increased to raise the degree of aggregation. The dynamic feedback scheme performs the best among the three schemes in terms of delay and energy saving.

2.5 Node Scheduling

Area coverage is a common requirement in sensor network applications [11, 93, 111]. In these applications, sensor nodes must be deployed over some geographic region such that each point within the region is covered by the sensing capability of at least one node. When sensor networks are densely deployed, the existence of redundant nodes leaves the researchers room to improve the system design of sensor networks. Node scheduling protocols have been proposed to prolong network lifetime. In node scheduling protocols, nodes are cycled between active and sleep states to reduce energy consumption.

Coverage preservation is one major concern in node scheduling protocols. After some nodes are put to sleep, remaining nodes must be able to preserve the original area coverage, or achieve the desired coverage as required by the application. In particular, security surveillance requires that each point of the monitored area be covered by some minimum number of sensor nodes. For environmental monitoring applications, data collected should reflect the status of the whole monitored area.

In dense monitoring sensor networks, node scheduling protocols can be imple-
mented to cycle nodes between active and sleep states. The active nodes collect and transmit data to a sink node. Data aggregation is performed at intermediate nodes to reduce energy consumption. Different node scheduling protocols are briefly reviewed below. The performance of data aggregation relying on node scheduling is evaluated and compared to coverage preserving data aggregation in Chapter 5. In coverage preserving aggregation, each node dynamically determines during each round of data collection whether it should transmit its data, or whether its sensing area is covered by neighbouring nodes that have already transmitted.

Sensor Coverage model

The most frequently used coverage model assumes a deterministic sensing range [54, 93, 99, 100, 104]. A point $p$ is covered by a node $n$ if their distance is less than the node’s sensing range $S$; i.e., node $n$’s coverage region is bounded by a circle with radius $S$. Xing et al. use a probabilistic detection model in which the probability of detecting an object is a function of the distance between the object and the node [101].

Node Scheduling with Deterministic Coverage Preservation

Deterministic coverage preservation ensures that the selected nodes meet the desired coverage requirement as long as the network is able to support it. Thus, location information is essential for deterministic coverage preserving algorithms. It is very difficult to guarantee that the selected subset of nodes can maintain the original or the desired sensing coverage without location information.

Tian et al. use a sponsored sector mechanism to select active nodes in their coverage preserving node scheduling protocol [93]. In the proposed protocol, each node keeps the location information of its off-duty sponsors, i.e., neighbours within the node’s sensing range $S$. The node may have other neighbours whose sensing areas overlap with the node’s sensing area, i.e. neighbours within the $(S, 2S)$ range, but they are not considered the node’s off-duty sponsors. Based on the location information of the off-duty sponsors, the node computes its sponsored sector with
Node A is eligible to turn itself off.
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**Figure 2.9:** Sponsored Sector Mechanism

each off-duty sponsor, which is the sector covered by both the sponsor and the node itself. The node is eligible to turn itself off only if the union of its sponsored sectors covers the node’s whole sensing area, as seen in Fig. 2.9.

Operation is divided into rounds in the proposed protocol. Each round begins with a self-scheduling phase, followed by a sensing phase. During the self-scheduling phase, nodes decide whether to turn themselves off based on their eligibility. A random backoff strategy is used to avoid simultaneous actions at different nodes. Obviously, the sponsored sector mechanism is relatively conservative in determining a node’s eligibility to turn off as the neighbours within the \((S, 2S)\) range are not considered the node’s off-duty sponsors. There might still be redundant active nodes in the network.

Wang et al. combine connectivity with coverage in their work [99]. The network is said to be K-covered or have K-coverage if each point in the monitored area is covered by at least K nodes. They prove that 1-coverage of a convex area implies connectivity if the communication range is at least twice the sensing range, i.e., if the nodes are able to cover the whole monitored area, then the nodes must be connected if the communication range is at least twice the sensing range. Fig. 2.10 shows a simple scenario in which the communication range is shorter than the sensing range. In Fig. 2.10, the monitored area is covered, but the nodes are disconnected.
It is further proven that a convex area is K-covered, if all intersection points between two sensing circles, and all intersection points between the sensing circle of any sensor and the boundary of the area, are at least K-covered. At the same time, K-coverage implies K-connectivity when the communication range is at least twice the sensing range (\( K \geq 1 \)) (K-connectivity means that at least K nodes have to be removed in order to partition the network into disconnected parts). A coverage configuration protocol named CCP (Coverage Configuration Protocol) is presented to provide different coverage degree for sensor networks. In CCP, each node keeps the location information of the nodes within a distance of twice of its sensing range. A node is eligible to turn itself off if all intersection points within its sensing range are at least K-covered. The authors combine CCP with a connectivity-preserving protocol to ensure both K-connectivity and K-coverage when the communication range is less than twice the sensing range.

The monitored area is covered, but the nodes are disconnected.

**Figure 2.10:** Connectivity and Coverage

Zhang and Hou present a similar analysis of the relation between coverage and connectivity in their work [111]. It is observed that an area is completely covered, if all intersection points of two sensing circles, and all intersection points of one sensing circle and the boundary of the area, are covered by a third sensing circle.
The authors investigate how to minimize the number of nodes that completely cover the area of interest. An important notion called overlap is defined in the paper. The overlap of a point inside the monitored area is the number of nodes that cover that point minus 1. The overlap of a point outside the area is the number of nodes that cover that point. The overlap of the whole area covered by the nodes is the integral of the overlaps of all points covered by the nodes. Zhang and Hou prove that minimizing the number of active nodes is equivalent to minimizing the overlap of the active nodes if all nodes completely cover the region of interest and have the same sensing range.

Furthermore, Zhang and Hou also present a distributed node scheduling protocol, OGDC (Optimal Geographic Density Control), which aims to minimize the number of working nodes by minimizing the overlap of the working nodes [111]. When the communication range is less than twice the sensing range, 1-coverage does not mean connectivity, i.e., nodes that are able to achieve 1-coverage may not be connected. An extension of OGDC is proposed to solve the problem.

Among the three protocols mentioned above (sponsored sector, CPP, and OGDC), OGDC works the best to reduce redundancy but only considers 1-coverage. Sponsored sector is also focused on 1-coverage and is conservative in turning nodes off. Simulation-based performance evaluation in OGDC shows that OGDC outperforms CPP. In all three protocols, each node relies on location information of its sensing neighbours to determine its eligibility to turn itself off. The simulation results in OGDC show that CPP fails to achieve the expected coverage when the network is highly dense. The operation of CPP is divided into rounds, and nodes decide whether to stay awake at the beginning of each round. CPP relies on message exchanges to keep the nodes updated on their neighbours’ location information. As packet losses due to collisions are common in a dense sensor network, a node may fail to refresh its information and make a wrong decision to turn itself off. OGDC also needs to exchange information at the beginning of each round, but its message exchange overhead is much lower than CPP.
Node Scheduling with Statistical Coverage Preservation

While location information of the neighbours enables a node to decide precisely whether all points within its sensing range are covered by its neighbours, information exchange and storage may incur high overhead, especially in dense networks. Moreover, location information may be unavailable in the network.

Wu et al. assume that no location information is available and propose LDAS (Lightweight Deployment-Aware Scheduling) to provide statistical guarantees on sensing coverage [100]. LDAS assumes that the nodes are randomly deployed with uniform distribution in the network. Nodes located outside a node’s sensing circle are not considered as that node’s sensing neighbours even if their sensing areas overlap with that of the node.

In an earlier work, the same authors prove that if a node’s sensing area can be completely covered by other nodes, then at least three neighbours and at most five neighbours are needed to cover the node’s sensing circle [31]. This result suggests that just a few neighbours may be enough to completely cover a node’s sensing area or cover a large proportion of the node’s sensing area with high probability.

For LDAS, Wu et al. show that it is expensive to provide complete coverage as 11 sensing neighbours are needed to achieve a 90% probability of covering a node’s sensing area completely. If moderate loss of area coverage is tolerated, however, only 5 sensing neighbours are required to cover 90% the node’s sensing area, which means the network density can be significantly reduced.

All nodes in LDAS stay in one of the three states: on-duty, ready-to-off, and off-duty. The finite state machine is shown in Fig. 2.11. Nodes in the on-duty state are responsible for sensing and communication. Meanwhile, each on-duty node keeps track of the number of its working neighbours. When the number exceeds a threshold computed based on the coverage requirement, the node randomly selects some of its working neighbours to turn off and sends tickets to them. A node enters the ready-to-off state when it collects enough tickets. After staying in the ready-to-off state for a random back-off time, the node turns itself off and sleeps for a certain
PEAS (Probing Environment and Adaptive Sensing) is another node scheduling protocol that does not assume the knowledge of location information [104]. PEAS aims to keep a required number of nodes alive in the presence of node failures. All nodes start from the sleeping mode and wake up after an exponentially distributed random time. When a node wakes up, it broadcasts a PROBE message with a predefined transmission/probing range. The node continues to be awake only if no one replies to it. Otherwise, it goes to sleep for another random time. The probing range can be adjusted to control the number of working nodes. As the result of PEAS, working nodes are separated by a minimum distance of the probing range.

### 2.6 Summary

The chapter provides a brief introduction on wireless sensor networks and data aggregation. Different unicast and broadcast-based data aggregation protocols are reviewed. Most prior work has focused on the functionality of data aggregation. This dissertation focuses on performance optimization issues in data aggregation. Existing node scheduling protocols are also reviewed in this chapter. The performance of data aggregation relying on node scheduling is used for comparison in the performance evaluation in Chapter 5.
Chapter 3
Synchronous vs. Asynchronous Data Aggregation

3.1 Motivation

This chapter considers data aggregation in the context of sensor networks supporting real-time monitoring, specifically real-time monitoring systems where sensor data is sampled *periodically* and forwarded to a single *sink* node. Different real-time monitoring applications place different constraints on how “current” a view must be maintained of the monitored area [1]. Protocols able to support a more current view enable new or enhanced monitoring applications. A primary performance metric for aggregation protocols for this domain, therefore, is how current a view they can support, as determined by the sustainable sampling rates and the data delivery delays.

Aggregation protocols for sensor networks with periodic traffic usually transmit sensor values over a tree or cluster topology, rooted at the sink [40, 61, 62, 86]. Previous work has advocated synchronous aggregation protocols, in which a sequence of time intervals are statically defined for each *round* (collection of one set of sensor values), with each interval dedicated to transmissions from particular sensor nodes [86]. Recall that TAG is an example of an aggregation service using synchronous aggregation [61]. In TAG, each node, beginning with the sink node, informs its children in the aggregation tree of the interval during which it will be receiving data. A child’s transmission interval is fixed as the receiving interval of its parent, and the child’s own receiving interval is chosen as the immediately preceding interval.
Thus, all of the sensors at the $i^{th}$ level of the aggregation tree, $1 \leq i \leq H$, share transmission interval $H - i$, where $H$ denotes the height of the tree and where the first interval in a round is numbered as interval zero. All intervals are of identical duration. A potential disadvantage of synchronous aggregation is increased delay, since the interval duration must be conservatively chosen so as to provide a high probability that each node will be able to successfully transmit its data to its parent prior to the end of its transmission interval. A second potential disadvantage is that the constraints imposed on node transmission times may result in suboptimal use of spatial multiplexing.

Solis and Obraczka have described and evaluated two asynchronous aggregation protocols, called periodic simple and periodic per-hop aggregation [86]. In periodic simple aggregation, each node waits for a period of time equal to the round duration, aggregating all of the data received from its children over that period, before transmitting to its parent. This approach does not provide low delay; in fact, data generated during one round may not be received at the sink for a number of rounds equal to the height $H$ of the aggregation tree.

Periodic per-hop aggregation is similar to periodic simple aggregation in that nodes may wait for a period of time equal to the round duration before transmitting to their parent, but each node may transmit earlier if data is received and aggregated from all children prior to the end of the round. Again, this approach may result in long delays, with the data generated in one round not being received at the sink until some subsequent round. These simple asynchronous protocols were found to yield poorer performance than synchronous aggregation in the paper [86].

In this chapter, improved asynchronous aggregation protocols are designed through use of more aggressive methods for determining when a node should transmit to its parent. If a node receives data from all of its children prior to sending its own data to its parent, in a given round, all of this data is aggregated and sent to the parent at that point. A node will also transmit to its parent if the time it has been waiting for its children exceeds an adaptively determined timeout value. In this case, any “late arrivals” from its children are simply dropped. The choice of the timeout value
is critical, since a long timeout value may cause excessive delay, while substantial data loss may be incurred if the timeout value is too short. In the proposed protocols, timeout values are adaptively determined based on local history of past packet receptions.

The new asynchronous protocols, as well as synchronous aggregation, are evaluated using simulation. Asynchronous aggregation is found to outperform synchronous aggregation. Performance comparisons of the asynchronous protocols show that adaptation of timeout values based on a weighted average of history information from multiple rounds is preferable to adaptation based only on the immediately previous round. It is also found that randomizing the transmission times of leaf nodes to avoid congestion at the beginning of each round has a great impact on the performance of asynchronous aggregation. In the proposed protocols, the transmission times of leaf nodes are randomized over an interval called the randomization interval. A method is proposed for adaptively determining the duration of the randomization interval.

The remainder of this chapter is organized as follows. The new asynchronous aggregation protocols are presented in Section 3.2. Section 3.3 presents simulation results evaluating the performance of the new asynchronous protocols and of synchronous aggregation. Section 3.4 concludes the chapter.

3.2 Asynchronous Aggregation

The main goal of this chapter is to design asynchronous aggregation protocols that maximize aggregation efficiency by ensuring that as much aggregation occurs as possible, while still providing timely arrival of aggregation results at the sink. Three asynchronous protocols are proposed in the following subsections, beginning with the simplest of these protocols, and then making enhancements that yield improved performance as shown by the performance results in Section 3.3.

The proposed protocols run above the network layer. Aggregation is performed as data packets are forwarded to the sink. The union of the routes to the sink forms
an aggregation tree with the sink as its root node. For simplicity, it is assumed that a node can aggregate data from its subtree, together with its own data, into a fixed-size packet.

### 3.2.1 Basic Asynchronous Aggregation Protocol

In the basic asynchronous protocol, each non-leaf node sets a timeout in each round that establishes the maximum time it will wait to receive data from its children. The timeout value is determined adaptively, based on the timings of packet receptions from its children in the immediately preceding round. The node transmits its data packet for this round to its parent (aggregating its own data with whatever it has received from its children) either when it hears from all of its children, or when the timeout expires, whichever occurs first.

For simplicity, it is assumed that all nodes agree on the same base time $T_0$ defining the beginning of the first round. (In Section 3.3.7, however, it is shown that the proposed protocols are tolerant of substantial variability in the values of $T_0$ used at different nodes.) To avoid concurrent transmissions, each node $i$ (other than the sink node) picks a random value $r_i$ between 0 and $R$ at $T_0$, where $R$ is a protocol parameter. At time $T_0 + r_i$, node $i$ sends a packet containing its sensor data for the first round to its parent ($r_i$ is uniformly distributed).

At each subsequent round $j$, each node $i$ that is a leaf in the aggregation tree sends a packet containing its sensor data at time $T_0 + r_i + (j - 1)\tau$, where $\tau$ is the time between successive sensor readings at each node (i.e., the reciprocal of the sensor sampling rate). Each non-leaf node operates as follows. Let $L^j_i$ denote the time by which non-leaf node $i$ receives the last packet for round $j$. Let $TO^j_i$ denote the timeout for round $j$ at node $i$. Node $i$ sets its timeout for the second round to $TO^2_i = L^1_i + \tau$. Note that the sequence number for each round can be recycled so that only a few bits are necessary to keep track of the current round.

For round $j + 1 > 2$, the timeout of node $i$ is updated as follows:

1. If node $i$ received data packets for round $j$ from all of its children before
$TO^j_i$, it sets the timeout for round $j + 1$ to $TO^{j+1}_i = L_i^j + \tau + e$ (since a packet from each child should arrive approximately once every time $\tau$). The protocol parameter $e$ allows for some variance in the times at which packets are successfully transmitted.

2. If the timer for round $j$ went off before node $i$ received packets from all of its children, node $i$ sets the timeout for round $j + 1$ to $TO^{j+1}_i = TO^j_i + \tau$. If node $i$ receives one or more packets for round $j$ after time $TO^j_i$ (“late arrivals”), it updates $TO^{j+1}_i$ to $L_i^j + \tau$. Such late arrivals have been received too late to be aggregated in node $i$’s round $j$ transmission to its parent, and are simply dropped, since only up-to-date data is of interest in real-time monitoring.

Fig. 3.1 depicts how the basic asynchronous aggregation protocol works. In scenario 1, node 2 received the data packet for round $j$ from node 1, its only child, before $TO^j_2$. The timeout of node 2 is set to $TO^{j+1}_2 = L_2^j + \tau + e$ for round $j + 1$, where $L_2^j$ is the time by which node 2 received the packet for round $j$ from node 1. In scenario 2, node 1’s packet for round $j$ was dropped, and node 2 transmitted at timeout. The timeout of node 2 is set to $TO^{j+1}_2 = TO^j_2 + \tau$ for round $j + 1$. In scenario 3, node 2’s timer for round $j$ went off before node $i$ received the packet from node 1. The packet from node 1 was received at time $L_2^j$ as a late arrival. The timeout of node 2 is set to $TO^{j+1}_2 = TO^j_2 + \tau$ when node 2 transmitted for round $j$, and then updated to $TO^{j+1}_2 = L_2^j + \tau$.

The choice of the protocol parameter $e$ impacts the timeliness of the arrivals of data packets at the sink, and the number of late arrivals at the intermediate nodes in the aggregation tree. If $e$ is set too small, timeouts may be set too aggressively, and data packets that experience normal variability in transmission times may arrive after the expiry of the respective timeout and be dropped. When $e$ is set too large, latency may build up as nodes wait for data packets that will never be received owing to transmission failures. The experiments show, however, that $e$ can be set to a fixed value that yields good performance over a wide range of conditions. In contrast, tuning the parameter $R$ according to the particular network scenario can
yield substantial improvements in performance. A method is proposed in Section 3.2.3 to adaptively determine the value for $R$.

The above protocol supports adaptivity to dynamics in the topology of the aggregation tree, as long as nodes have some mechanism for dynamically altering their set of child nodes and their parent when necessary. The timing of transmissions can be quickly adjusted according to the above rules.

**Figure 3.1**: Basic Asynchronous Aggregation
3.2.2 Asynchronous Aggregation Protocol with EWMA

While the basic protocol is straightforward, it may cause a “timeout chain” phenomenon under certain circumstances. Suppose, for example, that a node 1 has only one child, node 2, and only one grandchild, node 3. Suppose that node 2 receives the packet for round $j$ from node 3 at time $L_2^j$, and sets its timeout for round $j + 1$ to $L_2^j + \tau + e$. Suppose further that the aggregate sent by node 2 arrives at node 1 after a transmission delay $d$, causing node 1 to set its timeout for round $j + 1$ to $L_2^j + d + \tau + e$. If the round $j + 1$ packet from node 3 is not successfully received by node 2, node 2 will time out and send its packet for round $j + 1$ at time $L_2^j + \tau + e$, as shown in Fig. 3.2. If the transmission delay of this packet exceeds $d$, node 1 will also time out, causing the packet to be a late arrival and be dropped.

The main reason for the above phenomenon is that the timeout for the next round at a node is set too aggressively when packets are received from all children prior to timeout expiry. In the second asynchronous protocol, an Exponentially Weighted Moving Average (EWMA) strategy is used to adjust the timeout value in this case. Specifically, if a node $i$ heard from all of its children before timeout in round $j$, it sets its timeout for round $j + 1$ to $TO_{i}^{j+1} = (1 - \delta)(TO_{i}^{j} + \tau) + \delta(L_{i}^{j} + \tau + e)$. The parameter $\delta$ controls how quickly the protocol reacts to changes in the network.

![Timeout Chain Diagram](image)
The above adjustment method bears some similarity to the Additive Increase Multiplicative Decrease (AIMD) algorithm in the Transmission Control Protocol (TCP). Both react slowly to “good news” while aggressively to “bad news”. In this dissertation, the timeout for the next round is adjusted cautiously when packets are received from all children prior to timeout expiry, but more aggressively when there is a late arrival.

3.2.3 Adaptive Asynchronous Aggregation Protocol

It is important to randomize the transmission times of leaf nodes to avoid congestion at the beginning of each round. The parameter \( R \) controls the duration of the randomization interval. Recall that leaf node \( i \) sends its packet for round \( j \) at time \( T_0 + r_i + (j - 1)\tau \), where \( r_i \) is a random value between 0 and \( R \). Choosing an appropriate value of \( R \) requires balancing the risk of congestion (if \( R \) is set too small) versus increased delay (if \( R \) is set too large). The best value is network dependent.

In the third asynchronous aggregation protocol, \( R \) is determined adaptively and the \( r_i \) value for each node is changed when \( R \) is changed.

The adaptive protocol attempts to keep \( R \) within a certain range relative to the delay \( D \) from the beginning of a round, until the last of the data from that round is received at the sink. Intuitively, if \( R \) is large relative to \( D \), a substantial portion of the delay might be due to the randomization delay at the leaf nodes. In this case, delay might be reduced if \( R \) was made smaller. If, on the other hand, \( R \) is small relative to \( D \), \( R \) might be fruitfully increased, so as to better spread out the transmissions of the leaf nodes.

Specifically, the protocol maintains an EWMA average of the delay \( D \), using

\[
D_{\text{ave}} = \alpha D_{\text{ave}} + (1 - \alpha)D^*,
\]

where \( D^* \) is the latest measurement for the delay \( D \) and \( \alpha \) is a parameter determining the weight given to the previous value of the average. Suppose the desired range of \( R/D_{\text{ave}} \) is \([\beta - \Delta, \beta + \Delta]\). When the sink observes that \( R/D_{\text{ave}} \) is out of range, it updates \( R \) as follows. If \( R/D_{\text{ave}} < \beta - \Delta \), \( R \) is updated to \( R = D_{\text{ave}}(\beta + \Delta) \). If \( R/D_{\text{ave}} > \beta + \Delta \), \( R \) is updated to \( R = D_{\text{ave}}(\beta - \Delta) \). The adjustment is more aggressive than setting the new value to
$R = D_{ave}/\beta$ when $R/D_{ave}$ is out of range. After a new $R$ is selected, each leaf node picks a new random value between 0 and the new $R$ as its randomization delay and adjusts its timeout value accordingly. The adjustment propagates to the parent nodes through packet reception information. Under normal conditions (no network congestion), after each adjustment, $D_{ave}$ converges to a new value when the network stabilizes. If the new $R$ is larger than the old value, the new $D_{ave}$ is likely to be larger than the old value too. (Figures showing the impact of $R$ can be found in Appendix A.) Eventually, the ratio $R/D_{ave}$ falls into the range of $[\beta - \Delta, \beta + \Delta]$ as a result of the adjustment(s). Randomizing the transmission times of leaf nodes is to avoid congestion at the beginning of each round. When the nodes offer more load to the network than it can handle, congestion is inevitable, and randomizing the transmission times of leaf nodes cannot avoid congestion in this case. With suitable parameter value selections, changes to $R$ with this protocol would be relatively rare. To inform the nodes about these changes, a simple method is to flood the new value throughout the network. Another possible solution is to piggyback the new value in the acknowledgements. No particular technique is modeled for communicating changes in $R$ from the sink to the other network nodes in this dissertation.

3.3 Comparative Evaluation

3.3.1 Synchronous Aggregation

The synchronous aggregation protocol used here for comparison uses a synchronization structure similar to that in TAG [61] and the cascading timeout protocol [86]. In particular, it is assumed that each node $i$ knows its hop count to the sink, $h_i$, and accordingly chooses its transmission interval within each round, as shown in Fig. 3.3. Let $I$ be the duration of the interval and the tree height be $H$. For each round $j$, node $i$ picks a random value $r_i^j$ between 0 and $\lambda I$, $0 \leq \lambda \leq 1$, aggregates the data it has received for this round and sends out its packet at $T_0 + \tau(j - 1) + (H - h_i)I + r_i^j$. Randomizing transmissions over $\lambda I$ yields better performance than when all nodes
at the same tree level attempt to transmit at the same time. Parameter $\lambda$ is set to 0.8 in all experiments. Alternative values were tried, but did not yield better performance (see Fig. A.2). A packet is dropped if it arrives after the parent has sent out its aggregate for that round, as in the asynchronous protocols.

The duration of the interval is the decisive performance factor once the network configuration is fixed. In the performance evaluation experiments, different interval durations are used to explore the best achievable performance.

### 3.3.2 Goals, Metrics, and Methodology

The performance of the asynchronous protocols and the synchronous protocol is evaluated through ns2 (network simulator version 2) simulation\(^1\). The primary metrics of the performance evaluation are the end-to-end loss rate and the maximum data age. The end-to-end loss rate is equal to the ratio of the number of samples not included in the aggregates arriving at the sink to the total number of samples the nodes generate. The maximum data age is a measure of how old the data at the sink can be by the time the next samples arrive, and is approximated as $\tau$ plus the maximum data collection delay, where the maximum data collection delay for each round is the maximum delay from when a sensor value is captured, until the corresponding aggregate arrives at the sink. The average of the maximum data ages

\(^1\)http://www.isi.edu/nsnam/ns/
over multiple rounds is plotted in the figures. An additional metric for which some results are presented is the average number of MAC layer data packet transmissions per round, which yields insight into relative energy usage. Other possible metrics that are not measured include the average data age or the median data age. The maximum data age is chosen because it reflects how old the data at the sink can be in the worst case.

Different sensor networks are generated by randomly scattering nodes in square areas with different sizes. The sink is the node closest to the center of the network unless otherwise stated, and the aggregation tree is constructed as a shortest path tree. All figures except Fig. 3.7, 3.12, and 3.13 show results for a sensor network with 160 nodes deployed over a 250 meter by 250 meter area. Fig. 3.4 shows how the 160 nodes are spread inside the area. The physical layer packet loss rate is specified as a simulation input parameter. The uniform random error model is used for all experiments except those in which the two-state Gilbert error model is used to simulate channel errors (Section 3.3.7).

Deciding on an appropriate range for the physical layer loss rate is a particularly challenging issue. Opinions vary on the characteristics of the wireless channel under different operating characteristics. Zhao and Govindan place approximately sixty MICA motes in a chain topology, with one node at the head of the chain as the sender and all other nodes as receivers [114]. Measurements are taken from three different environments: an office building (a 2 meter by 40 meter hallway), a natural habitat (a 150 meter by 150 meter segment of a local state park), and an empty parking lot (150 meter by 150 meter). The results show heavy tails in the distributions of packet loss at the physical layer. The indoor experiments show that half of the links experience more than 10% packet loss at the physical layer, and a third more than 30%. Such variability shows the existence of a gray area within the communication range of a node. Packet loss rate is high for the receivers that are located in the grey area of the sender, and the area is almost a third of the communication range in some environments. Packet reception also varies significantly over time in the grey area. As pointed out by Zhao and Govindan, the actual behavior of these environments
is likely to be even worse than that reported in their paper, since the experiments were done during quiet times, for example, late at night in the indoor environment.

Marina et al. collect measurements in both indoor and outdoor environments to examine the characteristics of the IEEE 802.15.4 communication channel [73]. The indoor measurements are done in a softly partitioned office environment without serious obstacles for signal propagation. The results show that for the indoor environment, packet loss rate is less than 3.5% at 32 meter distance. However, the indoor packet loss rate increases dramatically with longer distance, from 10% to 90% when the distance increases from 40 meters to 70 meters. Considering that the indoor measurements are collected in a relatively benign environment, worse link quality is
expected in environments with more interference, for example, a long hallway, where multipath reflections from the walls can be serious. For the outdoor scenario, the results show that the packet loss rate increases from 10% to 90% as the distance increases from 70 meters to 160 meters. The outdoor experiments are done with a fixed packet size of 20 bytes. Worse packet loss rate is expected with larger packets.

The impact of physical layer loss rate on the aggregation protocols is studied in the performance evaluation. When a large number of nodes are randomly deployed in an area, especially in a harsh environment, the communication links are expected to show high variability. Many links may have high loss rate due to increased interference from the surrounding, such as passing animals, or because the receiver is within the gray area of the communication range of the sender. The variability of the link quality is not modelled in this dissertation. Instead, it is assumed that all nodes have the same loss probability. Three different physical layer loss rates, 10%, 20%, and 30% are used in the simulations when packet loss is assumed to be randomly distributed. Future work will consider differing loss patterns at each node.

An 802.11 MAC layer is simulated, without RTS/CTS [102], with a transmission range of 40 meters and rate of 2Mbps. This matches closely with the non-beacon mode of 802.15.4 [20]. In the non-beacon mode, 802.15.4 MAC protocol is basically a CSMA/CA protocol. In the simulations, data packet size is fixed at 52 bytes. A data packet is retransmitted up to three times before being discarded if an ACK is not received.

For all protocols except adaptive asynchronous aggregation, each simulation run lasts 1,150 sampling period durations, with the initial 200 and the last 50 sampling period durations removed from the measurements. With a high sampling rate, congestion may build up in the networks. The first 200 rounds allow the network to warm up. Transmission delay increases dramatically when network congestion happens. The sampling value of one round may arrive at the sink more than ten rounds later after the beginning of its own round. Sampling values generated for the last 50 rounds are taken out from the measurements. For adaptive asynchronous aggregation, each simulation run lasts 1,550 sampling period durations, with the initial
600 and the last 50 sampling period durations removed from the measurements. The simulations with adaptive asynchronous aggregation last longer to allow time for the computation of the randomization delay and the convergence of the network. Here the warm-up and cool-down times are conservatively chosen to ensure the correctness of the measurements. It actually takes much less time for the network to stabilize. The results reported below are averaged over 5 simulation runs.

### 3.3.3 Parameter Analysis

Table 3.1 lists the parameters that are used in the performance evaluation. While the asynchronous protocols have more protocol parameters than the synchronous protocol, experimental results show that $e$ and $\delta$ can be easily fixed at 0.1 seconds and 0.05 respectively for all network settings. For adaptive asynchronous aggregation, $\alpha$, $\beta$, and $\Delta$ are fixed at 0.875, 0.7, and 0.15 respectively. This section will look at the effects of the following parameters: $e$, $R$ and $I$. More figures showing the impact of the protocol parameters are shown in Appendix A.

First consider the parameter $e$, Fig. 3.5 plots performance results of asynchronous aggregation with EWMA for the sensor network with 160 nodes randomly deployed in a 250 meter by 250 meter area (see Fig. 3.4). The sampling period duration $\tau$ and $R$ are fixed at 0.5 seconds and 0.3 seconds, respectively. Fig. 3.5 shows that fixing $e$ at 0.1 seconds yields good performance for different physical layer loss rates. Experiments are also conducted with different sensor networks and the results show that good performance is achieved for all sensor networks when $e$ is 0.1 seconds. Thus, $e$ will be set to 0.1 seconds for the remaining experiments.

Fig. 3.6 plots performance results of asynchronous aggregation with EWMA for different $R$. When $R$ equals 0, all leaf nodes attempt to transmit at the beginning of each round. More packets are dropped because of collisions. The end-to-end loss rate drops as the duration of the randomization interval gets longer. When the duration of the randomization interval is long enough that the number of collisions are negligible, increasing $R$ only leads to longer delay. Fig. 3.6 shows that the choice of $R$ has a great impact on the performance of asynchronous aggregation.
| \( \tau \) | The time between successive sensor readings at each node. |
| \( R \) | The duration of the randomization interval for the asynchronous protocols. |
| PLR | The physical layer loss rate for the uniform random error model. |
| \( N \) | The number of nodes inside the network. |
| \( S \) | The size of the square area inside which \( N \) nodes are scattered. |
| \( \alpha \) | Protocol parameter used in adaptive asynchronous aggregation to calculate the EWMA average of the delay \( D \). It determines the weight given to the previous value of the average. The value of \( \alpha \) is fixed at 0.875 unless otherwise stated. |
| \( \beta \) | Protocol parameter for adaptive asynchronous aggregation. The desired range of \( R/D_{ave} \) is \([\beta - \Delta, \beta + \Delta] \). The value of \( \beta \) is fixed at 0.7 unless otherwise stated. |
| \( \Delta \) | Protocol parameter for adaptive asynchronous aggregation. The desired range of \( R/D_{ave} \) is \([\beta - \Delta, \beta + \Delta] \). The value of \( \Delta \) is fixed at 0.15 unless otherwise stated. |
| \( e \) | Protocol parameter for all three asynchronous aggregation protocols. The value of \( e \) is fixed at 0.1 seconds unless otherwise stated. |
| \( \delta \) | Protocol parameter used in asynchronous aggregation with EWMA and adaptive asynchronous aggregation to calculate the timeout for the next round. It controls how quickly the protocol reacts to changes in the network. The value of \( \delta \) is fixed at 0.05 unless otherwise stated. |
| \( \lambda \) | Protocol parameter for synchronous aggregation. The transmission times of the nodes at the same tree level are scattered over \( \lambda I \) for each round. The value of \( \lambda \) is fixed at 0.8 in all experiments. |

**Table 3.1: Simulation Parameters for Chapter 3**

of \( R \) is adaptively adjusted in adaptive asynchronous aggregation.

The performance of the synchronous protocol is very sensitive to the choice of the duration of the interval. When the duration of the interval is too short, not all nodes at the same tree level can get their packets through to the next level during their transmission interval. Packets that arrive after the receiver has sent out its own packet are not aggregated. In addition, when the transmission interval is short, more packets get dropped because of collision as they contend to transmit during the interval. Increasing \( I \) decreases the end-to-end loss rate at first, but after \( I \) is large enough, no more improvement on the end-to-end loss rare can be made. At this stage, increasing \( I \) only leads to increased maximum data age.
Fig. 3.5: Impact of Parameter $e$ ($\tau = 0.5$ sec., $N = 160$, $S = 250m \times 250m$, $R = 0.3$ sec.)

Fig. 3.6: Impact of Parameter $R$ on Asynchronous Aggregation with EWMA ($\tau = 5$ sec., $N = 160$, $S = 250m \times 250m$)

Fig. 3.7 plots performance results of synchronous aggregation for sensor networks with 120, 160, or 240 nodes randomly deployed in a 250 meter by 250 meter area. The sampling period duration is set to 0.5 seconds, and the physical layer loss rate is fixed at 20%. Fig. 3.7 shows that setting $I$ to 0.08 seconds yields good performance for sensor networks with 120 and 160 nodes, but results in high end-to-end loss rate for the sensor network with 240 nodes. Setting $I$ to 0.12 seconds decreases the end-to-end loss rate for the sensor network with 240 nodes, but results in excessive maximum data age for the other two sensor networks. The results suggest that aggregation tree structure has a great impact on the choice of $I$. In practice, it may be difficult
to set this parameter in a manner yielding consistently good performance.

### 3.3.4 Principal Performance Comparison

Experiments for this section use the sensor field with 160 nodes randomly deployed in a 250 meter by 250 meter area. All figures in this section, except Fig. 3.11, plot results for 20% physical layer loss rate. Three sampling rates are used in the experiments; $\tau$ equals to 0.25, 0.5, and 0.75 seconds.

For basic asynchronous and asynchronous aggregation with EWMA, $R$ is varied from 0 to $\tau$ in the simulations. For each $R$, the end-to-end loss rate and the maximum data age of these two protocols are measured. The impact of $R$ has been studied in Section 3.3.3. In Fig. 3.6, the maximum data age and the end-to-end loss rate are plotted in two separate figures. It can be useful to see what the end-to-end loss rate is for a certain maximum data age, but this is hard to determine from Fig. 3.6(a) and Fig. 3.6(b).

For synchronous aggregation, the sampling rate is fixed, and $I$ is varied in the simulations. The impact of $I$ has been shown in Section 3.3.3. Similarly, when the maximum data age and the end-to-end loss rate are plotted in two separate figures, as seen in Fig. 3.7, it is hard to tell what the end-to-end loss rate is for a certain maximum data age. To address this issue, all figures in the rest of this chapter plot
the end-to-end loss rate or the average number of MAC layer data packets per round as a function of the maximum data age.

Fig. 3.8 (a), (b), and (c) plot performance results of the synchronous and asynchronous protocols at three different sampling rates. Each point for basic asynchronous and asynchronous aggregation with EWMA is achieved at a specific $R$. For $\tau = 0.25$ seconds, $R \in \{0, 0.1, 0.2, 0.25\}$. For $\tau = 0.5$ and 0.75 seconds, $R \in \{0, 0.1, 0.2, 0.3, 0.4, 0.5\}$ and $\{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.75\}$ respectively. Similarly, each point for the synchronous aggregation protocol is achieved at a specific $I$. Two different values, 0 and $\tau$, are used as the initial value for $R$ in adaptive asynchronous aggregation. For all three sampling rates, asynchronous aggregation achieves lower maximum data age than synchronous aggregation for a given end-to-end loss rate. When $\tau$ equals 0.25 seconds, the asynchronous aggregation protocols are able to lower the maximum data age by 50% for 4% end-to-end loss rate.

The performance of basic asynchronous and asynchronous aggregation with EWMA is very close when $\tau$ is 0.5 and 0.75 seconds. Fig. 3.8 shows that both protocols achieve an end-to-end loss rate close to 1% at similar maximum data age. At such a low end-to-end loss rate, almost all packet transmissions are triggered when a parent hears from all children. The timeout strategy does not have much impact. When $\tau$ is 0.25 seconds, the end-to-end loss rate gets higher and the difference between the two protocols becomes bigger as more packet transmissions are triggered by timeouts.

The choice of $R$ has a great impact on the performance of asynchronous aggregation. When $R$ is set to 0, all leaf nodes try to transmit at the very beginning of each round and may cause a lot of packet collisions. Increasing $R$ reduces the end-to-end loss rate at first, but when the duration of the randomization interval is longer enough that the number of collisions are negligible, increasing $R$ only leads to longer delay. Fig. 3.8 shows that for different initial values of $R$, adaptive asynchronous aggregation is able to adjust $R$ to a good value so that the maximum data age is close to the minimum value while the end-to-end loss rate is kept low.

For adaptive asynchronous aggregation, the initial value of $R$ is set to 0 and $\tau$ in the simulations. The value of $R$ is adaptively adjusted during the simulations so
Figure 3.8: Performance with Sink at Center (N = 160, S = 250m × 250m, PLR = 20%)
that the ratio of $R$ to $D_{ave}$ is within the range of $[\beta - \Delta, \beta + \Delta]$ (Parameters $\beta$ and $\Delta$ are fixed at 0.7 and 0.15 in the simulations). Given different initial values for $R$, the final $R$ may converge to different values, as long as the sink observes that the ratio of $R$ to $D_{ave}$ is within the desired range. As seen in Fig. 3.8, for $\tau = 0.25$ seconds and 0.5 seconds, the performance of adaptive asynchronous aggregation converges to basically the same point for the two initial values. For $\tau = 0.75$ seconds, adaptive asynchronous aggregation adjusts $R$ to two different values for the two initial values, yielding slightly different performance for each initial value.

Fig. 3.9 shows the performance of the considered protocols with alternative sink placement. The same sensor network as for Fig. 3.8 is used, but with the sink at the corner. Fig. 3.9 (compare with Fig. 3.8) shows that the maximum data age of the synchronous protocol substantially increases when the sink is located at the corner, while that of the asynchronous protocols stays around the same. A close look at the tree structure shows that the aggregation tree with the sink at the corner is more than twice as long as the one with the sink in the center, but the maximum number of nodes at the same tree level is quite similar in both cases. Thus, for synchronous aggregation, a similar interval duration is required in both cases, but twice as many intervals are required when the sink is at the corner.

Another observation from Fig. 3.8 and Fig. 3.9 is that with the same 0.5 and 0.75 second sampling periods, asynchronous aggregation with EWMA performs much better than basic asynchronous aggregation with the sink at the corner. For $\tau = 0.75$, asynchronous aggregation with EWMA is able to reduce the end-to-end loss by 40% to 70% for a given maximum data age. The reason for the difference can be traced back to the tree structure as well. When the sink is located at the corner, the sink only has four children and only one of these children has three children. Moreover, only one of these three grandchildren of the sink has its own children. The performance of basic asynchronous aggregation is very susceptible to the “timeout chain” phenomenon mentioned in Section 3.2.2 with such a tree structure. The number of late arrivals now differs enough to make a more significant difference in the end-to-end loss rate. The relative difference between basic asynchronous and asynchronous
Figure 3.9: Performance with Sink at Corner (N = 160, S = 250m × 250m, PLR = 20%)
aggregation with EWMA, however, does not vary much with different sink placement when \( \tau \) is 0.25 seconds. This is because packet losses due to congestion now play an important role in the network. The loss caused by the defects of basic asynchronous aggregation is less dominant. With the sink at the corner, adaptive asynchronous aggregation is still able to adjust \( R \) to a good value so that the maximum data age is close to the minimum value while the end-to-end loss rate is kept low, as seen in Fig. 3.9.

### 3.3.5 Impact of Physical Layer Loss

All figures in this section show results for the sensor network with 160 nodes deployed over a 250 meter by 250 meter area. The sampling period duration \( \tau \) is fixed at 0.5 seconds in all experiments. Fig. 3.10 plots performance results of the protocols for 10% and 30% physical layer loss rate; all other figures in this section plot results for 20% physical layer loss rate.

Fig. 3.10 plots performance results with 10% and 30% physical layer loss rate. The maximum data age and the end-to-end loss rate of both synchronous and asynchronous aggregation get worse as the physical layer loss rate increases. Comparing Fig. 3.10(a) with Fig. 3.10(b), the results show that physical layer loss rate has a greater impact on end-to-end loss rate than on the maximum data age. With 10% loss rate, the protocols can achieve an end-to-end loss rate as low as 0.05%. With 30% loss rate, the end-to-end loss rate is about 3% in the best case. The asynchronous protocols can provide a maximum data age around 0.7 seconds with 10% physical layer loss rate. The number increases by just 0.1 seconds to around 0.8 seconds with 30% physical layer loss rate. Asynchronous aggregation outperforms synchronous aggregation for both physical layer loss rates.

The value of \( R \) is adaptively adjusted in adaptive asynchronous aggregation to keep \( R/D_{\text{ave}} \) within a certain range. For 10% physical layer loss rate, the maximum data age of adaptive asynchronous aggregation is very close to the minimum value, as seen in Fig. 3.10(a). Comparing with the adaptive protocol, basic asynchronous and asynchronous aggregation with EWMA are able to achieve lower end-to-end
loss rate with increased maximum data age. For 30% physical layer loss rate, Fig. 3.10(b) shows that the end-to-end loss rate of adaptive asynchronous aggregation is very close to the minimum value. Basic asynchronous and asynchronous aggregation with EWMA are able to achieve lower maximum data age with higher end-to-end loss rate in this case. For both physical loss rates, adaptive asynchronous aggregation is able to adjust $R$ to achieve a good tradeoff between the end-to-end loss rate and the maximum data age.
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**Figure 3.10:** Impact of Physical Layer Loss Rate ($\tau = 0.5$ sec., $N = 160$, $S = 250m \times 250m$)

Fig. 3.11 shows the average number of MAC layer data packet transmission per
round of the considered protocols with 10% and 30% physical layer loss rate. Fig. 3.11 shows that the performance improvements shown in Fig. 3.10 are achieved without impact on the number of MAC layer packet transmissions. The number of MAC layer data packet transmissions is very similar with all of the considered protocols, and in fact even slightly better with the asynchronous protocols when the end-to-end loss rate is low.

*Figure 3.11:* Average Number of MAC Layer Data Packet Transmissions per Round ($\tau = 0.5$ sec., $N = 160$, $S = 250m \times 250m$)
3.3.6 Impact of Density

To study the impact of area size, two sensor networks are generated with 160 nodes randomly deployed in a 200 meter by 200 meter area and a 350 meter by 350 meter area. Fig. 3.12 shows performance results for these two sensor networks. When the number of nodes is fixed, the performance of the asynchronous protocols is not very sensitive to the size of the area. For the synchronous protocol, the average data collection delay increases as the tree gets longer and skinnier with a lower density. The maximum data age increases accordingly. The performance improvement asynchronous aggregation achieves over synchronous aggregation increases as the size of the area increases (density decreases), as shown in Fig. 3.12. For 2\% end-to-end loss rate, the asynchronous protocols are able to lower the maximum data age by around 20\% and 10\% for the sensor network with a 350 meter by 350 meter area and a 200 meter by 200 meter area, respectively.

Two more sensor networks are generated by randomly placing 120 and 240 nodes in a 250 meter by 250 meter area, respectively. When the size of the area is fixed, the maximum data age for all of the considered protocols increases as the number of nodes increases. As seen in Fig. 3.13, the asynchronous protocols outperform the synchronous protocol for different numbers of nodes. Again, the performance improvement asynchronous aggregation achieves over synchronous aggregation increases as the number of nodes (density) decreases.

3.3.7 Other Factors

Two more factors that were examined were clock shift between sensor nodes and packet error distribution over time. The remainder of this section describes the experiments and evaluation of the effect of these factors.

For both synchronous and asynchronous aggregation, it was assumed that there is a common base time $T_0$ that defines the beginning of the first period at all sensor nodes. This assumption is relaxed in Fig. 3.14 by assuming that there is some variable clock shift away from this common base time, so that different nodes consider
the first period to begin at somewhat different times. The clocks of the nodes shift uniformly within a range of $[-50\text{ ms}, 50\text{ ms}]$. Fig. 3.14 (compare with Fig. 3.8(b)) shows that the asynchronous protocols are much more tolerant of clock shift than the synchronous protocol.

Fig. 3.16 considers the impact of a more bursty physical layer packet loss process on the relative performance of the aggregation protocols. As illustrated in Fig. 3.15, the two-state Gilbert error model is used, with a “good” state in which there is no physical layer packet loss, and a “bad” state in which there is a 40% physical layer packet loss rate. When in each state, after a time duration of 5 seconds, a state
Figure 3.13: Impact of Number of Nodes ($\tau = 0.5$ sec., $S = 250m \times 250m$, PLR = 20%)
transition decision is made with 20% probability of moving to the other state. Each
node independently transits between the two states. As seen in the figure, the relative
performance of the various protocols is qualitatively consistent with that observed
in the earlier experiments. With the Gilbert model, the asynchronous aggregation
protocols are still able to achieve lower loss rate for a given end-to-end loss rate.
Similar results have been obtained with other settings of the Gilbert error model
parameters.

Figure 3.14: Performance with Clock Shift (τ = 0.5 sec., N = 160, S = 250m × 250m, PLR = 20%)

Figure 3.15: Two-State Gilbert Error Model (Discrete Time Model)
3.4 Summary

This chapter presents three asynchronous protocols and compares them against each other and against synchronous aggregation for the context of real-time monitoring systems. Simulation results show that asynchronous aggregation outperforms synchronous aggregation in its ability to keep data “current” while achieving a low end-to-end loss rate. Results also show that the per-node transmission adaptation strategy is crucial in asynchronous aggregation. Asynchronous aggregation with EWMA outperforms basic asynchronous. Randomizing the transmission times of leaf nodes to avoid congestion at the beginning of each round, and the duration of the randomization interval, have a great impact on the performance of asynchronous aggregation. In adaptive asynchronous aggregation, the duration of the randomization interval is adaptively adjusted to achieve a good tradeoff between the maximum data age and the end-to-end loss rate.
CHAPTER 4

UNICAST-BASED VS. BROADCAST-BASED
DATA AGGREGATION

4.1 Motivation

This chapter considers both real-time and delay-tolerant monitoring applications that collect data periodically. Unlike real-time monitoring, delay-tolerant monitoring can tolerate a long delay, but may demand a low end-to-end loss rate.

Most prior aggregation protocols, including the protocols studied in Chapter 3, use unicast transmission. These protocols achieve reliability using an acknowledgement/retransmission (ARQ) facility, as provided by the link layer for example. The prior work concerning aggregation protocols using broadcast transmission has focused on protocol mechanisms for “duplicate sensitive” aggregation [15, 32, 66], in which the sink must never receive multiple aggregates that include the same sensor value (or the same share of a sensor value, if “value splitting” [61] is employed).

This chapter examines broadcast-based aggregation mechanisms that minimize the number of packet transmissions, and rely on multipath delivery rather than ARQ for reliability. When a data packet is transmitted using unicast, at least two MAC layer transmissions are required for each successful data packet transmission, one for data packet transmission and one for acknowledgement. MAC layer packet retransmission is used for packet recovery in unicast transmission. The sender retransmits the data packet until an acknowledgment is received or a predefined number of retransmissions has been reached. In the proposed broadcast-based aggregation protocols, each node broadcasts at most twice for each round. The second broadcast is
important to improve reliability.

In the proposed broadcast-based protocols, it is assumed acceptable for the sink (and intermediate nodes) to receive multiple aggregates that include the same sensor value, because aggregation is duplicate insensitive (e.g., only the maximum sensor value is needed), or duplicates can be filtered. For example, when each aggregate is a concatenation of sensor values, the sink can pick up duplicates and ignore them.

Both synchronous and asynchronous broadcast-based aggregation protocols are developed. They take advantage of the fact that multiple downstream nodes may be potential receivers of a single broadcast transmission, and of the ability of a node to listen to and analyze transmissions from neighbouring nodes so as to determine which (if any) have included that node’s broadcast data in their own transmissions. The latter ability is used as a substitute for acknowledgements. In addition to the reliability improvement that arises from potential multipath delivery to the sink, improved reliability is achieved through use of two-phase protocols in which a node may repeat (once) its broadcast.

The new broadcast-based aggregation protocols are evaluated and compared with the unicast-based protocols mostly using simulation in the context of both real-time and delay-tolerant data collection. For real-time scenarios, this chapter investigates whether broadcast-based protocols can be employed to maximize the achievable sampling/collection rate and minimize the collection delay with some modest amount of data loss. This chapter also considers the question of whether such protocols can achieve better performance in these respects than unicast-based protocols. For delay-tolerant applications, the performance comparison is focused on energy cost and end-to-end loss. Both the uniform random error model and the two-state Gilbert error model are used to simulate packet loss in the performance comparison.

Rather than assuming some particular aggregation function, two extreme cases are considered. In one of these, it is assumed that sensor data can be aggregated into packets of size that is independent of the number of values being aggregated. In the other, the required packet size is assumed to increase linearly with the number of values included in the aggregate. The first case applies with duplicate-insensitive ag-
aggregation functions such as “maximum”. Multiple occurrences of the same sampling value as input to the function “maximum” do not affect the aggregation result. This case would also apply with duplicate-sensitive aggregation functions such as “count”, when the sensor readings and aggregates can be encoded into duplicate-insensitive data. Recall that an aggregation protocol called synopsis diffusion is introduced in Chapter 2 [67]. In synopsis diffusion, data is represented by duplicate-insensitive synopses. These synopses are small-sized digests of the data and can be included in a fixed size packet. For duplicate-sensitive aggregation functions such as “count”, the original sensor readings and the aggregation results are turned into duplicate-insensitive synopses. The sink can compute the final aggregation result from the synopses it received, no matter how many times the same synopsis is aggregated at multiple nodes. The second case applies with application independent data aggregation [37], where different sensor readings are concatenated and included in the aggregation results. Which case more closely reflects reality may depend on the extent to which sensor values and identifiers can be encoded in highly-compressed form in the aggregates.

With the uniform random error model, the results show that for a fixed required packet size, broadcast-based protocols are able to support higher sampling/collection rates with lower collection delays than unicast-based protocols. The performance improvements are particularly pronounced for synchronous aggregation. When the required packet size is assumed to increase linearly with the number of values included, however, no significant performance advantage are found with broadcast-based protocols. With the two-state Gilbert error model, broadcast-based protocols yield considerably lower end-to-end loss rate than unicast-based protocols, as MAC layer retransmission becomes ineffective in loss recovery.

The remainder of the chapter is organized as follows. Section 4.2 proposes new synchronous and asynchronous broadcast-based aggregation protocols. Section 4.3 presents simulation results evaluating the new protocols in comparison to the unicast-based aggregation protocols. Section 4.4 provides initial experimental results. Section 4.5 concludes this chapter.
4.2 Broadcast-based Aggregation

The main goal here is to design broadcast-based aggregation protocols that minimize the number of packet transmissions and rely on multipath delivery rather than ARQ for reliability. Similar to the unicast-based aggregation protocols in Chapter 3, broadcast-based aggregation protocols can also be classified as synchronous and asynchronous based on their timing schemes. New synchronous and asynchronous broadcast-based aggregation protocols are proposed in this section.

4.2.1 Synchronous Broadcast-based Aggregation

The proposed synchronous broadcast-based aggregation is designed based on the synchronous unicast-based protocol described in Section 3.3.1. With synchronous aggregation protocols, within each round of communication, all sensor nodes at the same distance (number of hops) from the sink are given the same interval of time in which to transmit. Nodes farther away from the sink are given earlier transmission intervals, so as to allow their data to be aggregated with that of nodes closer to the sink before these latter nodes make their own transmissions.

In the synchronous broadcast-based aggregation protocol, nodes are organized into a ring topology [67], as shown in Fig. 4.1. The sink is the only node that is located in ring 0, nodes one hop away from the sink are in ring 1, etc. As in the unicast-based protocol, nodes in different rings are allotted different time intervals within each round of communication for their transmissions. It is assumed that each node $i$ knows its hop count $h_i$ to the sink and the maximum hop count $H$ in the tree, and accordingly chooses its transmission interval within each round. As before, the duration of the period between sensor readings is denoted by $\tau$, and the interval duration by $I$. In a tree topology, each node forwards its data to its parent. In the ring topology, node $i$ in ring $h_i$ may forward its data to multiple nodes in ring $h_i - 1$, as long as these nodes are within node $i$’s transmission range.

Unlike the synchronous unicast-based protocol, in the proposed broadcast-based protocol each interval is divided into a first and second phase with durations $\lambda I$ and
Each broadcast packet includes a bit vector indicating the nodes whose data is aggregated in the packet. Some applications may require the corresponding node ID of each value the sink collects to keep track of the changes that happen at the location where the node is deployed. The bit vector is not an overhead in this case, and the unicast-based protocols also have to carry such a bit vector. One method to implement the bit vector is to pre-configure the nodes with a running number starting at 0, then only one bit is needed for each node. If such preconfiguration is not doable, instead of carrying a long node ID, such as the 64-bit ID for mote-class devices, bloom filter, a space-efficient randomized data structure can be used to encode node information [10]. When the node ID for each value is not needed by the sink, the overhead of the bit vector can be further reduced through network partition. The bit vector only carries the IDs of the nodes that are located in the same network partition of the sender. The construction of the bit vector is not modelled in this work.
Each node (except for the sink) broadcasts a packet containing (possibly aggregated) sensor data during the first phase of its interval in each round. Nodes may also make a second broadcast during the second phase, as described below. To keep the data consistent, each node only collects one sampling value during each round, i.e., all data is collected when the node makes its first broadcast. Nodes aggregate all of the data they have received from broadcasts for the current round (including broadcasts from neighbouring nodes in the same ring), for their own broadcasts.

Specifically, in each round $j$, node $i$ picks a random value $r_1^j$ between 0 and $(\lambda - 0.1)I$, aggregates the data from the broadcasts it has received for this round, and makes its own first broadcast at time $T_0 + \tau(j - 1) + (H - h_i)I + r_1^j$. For nodes that happen to choose a random value close to $(\lambda - 0.1)I$, there is a 0.1$I$ interval that allows their packets to get through before the second phase starts. Here it has been assumed that all nodes agree on the same base time $T_0$ defining the beginning of the first round. All neighbouring nodes that heard node $i$’s first broadcast for round $j$ include node $i$’s data in the broadcasts they make later for that round. Node $i$ then picks another random value $r_2^j$ between 0 and $(1 - \lambda - 0.1)I$. A broadcast is made in the second phase of the round, at time $T_0 + \tau(j - 1) + (H - h_i)I + \lambda I + r_2^j$, if, by this time, node $i$ has not heard a broadcast transmission from some other node in the same ring that has included node $i$’s data. There is a gap of 0.1$I$ separating the second phase from the beginning of the next interval. Similar to the unicast-based protocol, randomizing the transmissions within each phase yields better performance than when all of the nodes in the same ring attempt to transmit at approximately the same time.

The second broadcasts are important to improve reliability. For nodes with few neighbours, or nodes that are the last among the nodes in the same ring to make their first phase broadcast, a second broadcast increases the likelihood that their data is received by at least one node in the next ring. This two-phase strategy can reduce the overall end-to-end loss rate significantly, at minimal additional cost in terms of numbers of transmissions.

As described previously, this work makes no assumptions regarding the type of
aggregation that is performed, but rather attempts to model a range of scenarios in the performance experiments through consideration of two extreme cases with respect to how packet size grows with the number of aggregated values.

4.2.2 Asynchronous Broadcast-based Aggregation

With synchronous aggregation, the time interval during which each node transmits is statically determined. In contrast, in the asynchronous aggregation protocols considered here, each node adaptively determines when to transmit based on its history of past packet receptions from its children. The “adaptive asynchronous” unicast-based aggregation protocol proposed in Chapter 3 is used as a basis for the new asynchronous broadcast-based aggregation protocol.

In the synchronous unicast-based aggregation protocol used in TAG, aggregation is performed over a tree structure, with one parent for each node except the sink [61]. It is observed in TAG that a node could potentially transmit to multiple parents, each one hop closer to the sink, depending on the density of the network. A “value splitting” aggregation protocol is proposed based on that observation, where each node may two parents. In the broadcast-based protocol proposed in this section, nodes may similarly have up to two parents\(^1\), but the same sensor value (rather than only distinct shares of a sensor value) may be aggregated at each parent node and forwarded on up the tree. The maximum number of parents that each node is allowed to have is limited to two. When a node has multiple neighbours closer to the sink, two of them are selected as the node’s parents. Allowing each node to have more parents increases reliability, but results in increased delay as an parent node has to wait for data from more children. Allowing some nodes to broadcast twice as described later in this section, together with this 2-parent strategy, yield good performance in terms of both reliability and delay.

Such multipath routing in broadcast-based aggregation can yield improved reliability, but requires that nodes be able to receive multiple aggregates including the

---

\(^1\)When a node has only one neighbour closer to the sink, it can choose a sibling that has multiple neighbours closer to the sink as its second parent.
same sensor value. This can be handled when aggregation is duplicate insensitive, or when aggregation is performed in such a way that it is possible to recognize and filter out duplicates.

As with the synchronous broadcast-based protocol, each node (except the sink) broadcasts either once or twice during each round. Similarly, all nodes collect their sampling values only once during each round to keep the data consistent. Each broadcast may include not only data from its children, but also data overheard from broadcasts from other neighbours in the tree. Each broadcast packet includes a bit vector indicating the nodes whose data is aggregated in the packet. A non-leaf node makes its first broadcast during a round either when it has received the data from each of its children (either directly from a broadcast by that child, or indirectly via a broadcast from some other child), or upon timeout. Timeouts are established in a similar manner as in the unicast-based asynchronous protocol described in Section 3.2.2. A second broadcast is made if and only if the node does not hear a broadcast transmission from any other node that includes its data, or if it receives additional data from its children, before a second timeout occurs.

In each round of the asynchronous broadcast-based protocol, a timeout is set at each non-leaf node establishing the maximum time the node will wait to receive packets from its children in the aggregation tree. The timeout value is determined adaptively, based on the timings of packet receptions from the child nodes in the previous rounds. The node transmits its packet (aggregating its own data with whatever it has received from its children) either when packets have been received from all children, or when the timeout expires.

As before, it is assumed that all nodes agree on the same base time $T_0$ defining the beginning of the first round. As in the asynchronous unicast-based protocol, each node $i$ (other than the sink node) picks a random delay $r_i$ between 0 and $R$, where $R$ is a protocol parameter. At time $T_0 + r_i$, node $i$ broadcasts a packet containing its own data for the first round.

In each subsequent round $j \geq 2$, each leaf node $i$ makes its first broadcast at time $T_0 + r_i + (j - 1)\tau$, aggregating its own data and any other data it has overheard
Node 3 has two parents, node 1 and node 4.

Suppose the current round is round \( j \), and node 1 loses all broadcasts from node 3.

\( A^j_1 \) is the time by which node 1 heard from both node 2 and node 4.

\( L^j_1 \) is the time by which node 1 received the first broadcast of node 2 for round \( j \).

**Figure 4.2: Asynchronous Broadcast-based Aggregation**

from other broadcasts. Note that there is no second broadcast for the first round.

Let \( A^j_i \) denote the time at which a non-leaf node \( i \) receives all of the data from its children for round \( j \) that it will receive during this round. Let \( L^j_i \) denote the time at which non-leaf node \( i \) receives the last of the first broadcasts from its children for round \( j \) that it will receive during this round. Note, \( A^j_i \) might not equal \( L^j_i \), as the parent node may not be able to receive all first broadcasts of its children. Data from its children may come with the second broadcasts of the children, or the broadcasts of the parent’s other neighbours. Fig. 4.2 illustrates a simple scenario in which \( A^j_1 \) does not equal \( L^j_1 \).

Let \( TO^j_i \) denote the timeout for the first transmission of round \( j \) at non-leaf node \( i \). \( TO^2_i \) is set to \( L^1_i + \tau \). After each round \( j, j > 1 \), \( TO^{j+1}_i \) is set as follows:

1. If node \( i \) received the data for round \( j \) from all of its children prior to time \( TO^j_i \), its timeout for round \( j + 1 \) is set to \( TO^{j+1}_i = (1 - \delta)(TO^j_i + \tau) + \delta(A^j_i + \tau + \epsilon) \), similar to in the asynchronous unicast-based protocol.

2. If the first transmission timeout for round \( j \) expires before node \( i \) receives the
data from all of its children, its timeout for round $j + 1$ is tentatively set to $TO_{i}^{j+1} = TO_{i}^{j} + \tau$. If node $i$ receives one or more first-time broadcasts for round $j$ from its children subsequent to the expiry of its timeout for that round, it updates $TO_{i}^{j+1}$ to $L_{i}^{j} + \tau$. Data from these packets has been received too late to be aggregated in node $i$’s first broadcast for round $j$, but can be included in node $i$’s second broadcast.

As noted above, starting from round 2, a second broadcast is made following the first broadcast, if the node does not hear a broadcast transmission from any other node that includes its data, or if it receives additional data from its children, prior to a second timeout. The second timeout is set to a time duration $e/2$ following the time of the first broadcast. As in the asynchronous unicast-based protocols in Chapter 3, the protocol parameter $e$ allows for some variance in the times at which packets are successfully received. When the second broadcast is transmitted after a time duration $e/2$ following the time of the first broadcast, there is a good chance that the second packet is received by the node’s parent before the parent sends out its first broadcast.

It is important to randomize the transmission times of leaf nodes to avoid congestion at the beginning of each round. The parameter $R$ controls the duration of the randomization interval. A similar strategy as in the adaptive asynchronous unicast-based aggregation protocol in Chapter 3 is adopted to adjust the value of $R$ so that it is kept within a certain range, as measured relative to the EWMA average $D_{ave}$ of the delay $D$ from the beginning of a round until the last of the data from that round is received at the sink. In the simulation implementation, $D_{ave}$ is measured as $D_{ave} = \alpha D_{ave} + (1 - \alpha)D^*$, where $D^*$ is the latest measurement of the delay $D$, and $\alpha$ is a smoothing factor that determines the weight given to the old value. The adaptive protocol attempts to keep the value of $R/D_{ave}$ in the interval $[\beta - \Delta, \beta + \Delta]$, where $\beta$ and $\Delta$ are protocol parameters. When $R/D_{ave}$ moves out of this range, the value of $R$ is updated (and sent by the sink to all of the sensor nodes) as follows. If $R/D_{ave} < \beta - \Delta$, $R$ is updated to $R = D_{ave}(\beta + \Delta)$. If $R/D_{ave} > \beta + \Delta$, $R$ is updated to $R = D_{ave}(\beta - \Delta)$. 
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4.3 Simulation-based Performance Evaluation

4.3.1 Goals, Metrics, and Methodology

The performance of the broadcast-based protocols is evaluated through ns2 simulation. The adaptive asynchronous unicast-based aggregation protocol (described in Section 3.2.3) and the synchronous unicast-based aggregation protocol (described in Section 3.3.1) are used for comparison. The primary performance metrics are the following: (1) the end-to-end loss rate (the ratio of the number of sensor readings not included in the aggregates arriving at the sink to the total number of readings the nodes generate), (2) the maximum data age ($\tau$ plus the maximum data collection delay), (3) the average number of MAC layer packet transmissions per round (for unicast, including both ACK and data packet transmissions), and (4) the average number of bytes transmitted per round. The last metric yields insight into relative energy usage. As in chapter 3, the maximum data age is a measure of how “stale” the data received at the sink from one round can become, before that for the next round is received. The maximum data age reported in the figures is the average of the maximum data ages over multiple rounds.

Sensor fields are generated by randomly scattering nodes in square areas. The sink is the node closest to the center of the network. Three sensor networks are used in performance evaluation, with 120, 160, and 240 nodes randomly deployed in a 250 meter by 250 meter area, respectively. All sections, except Section 4.3.2.3 and 4.3.3.2, show results for the sensor network with 160 nodes. Note that these three sensor networks are also used in the performance evaluation in Chapter 3. Fig. 3.4 in Section 3.3.2 shows the topology of the sensor network with 160 nodes.

An independent random error model is used for all experiments except those in which the two-state Gilbert error model is used to simulate channel errors (Section 4.3.3.4 and 4.3.2.5). The physical layer packet loss rate is specified as a simulation input parameter for the uniform random error model. Similar as in Chapter 3, an 802.11 MAC layer is simulated for unicast-based protocols, without RTS/CTS [102],
with a transmission range of 40 meters and rate of 2Mbps. Different maximum numbers of MAC layer retransmissions are simulated for when the sender fails to receive an ACK. The same transmission range and data rate are used for the broadcast-based protocols in the simulations. The protocols are evaluated with both fixed and increasing packet sizes. Fixed-size packets are 52 bytes. Otherwise the packet size grows linearly with the number of values aggregated in the packet at a rate of 4 bytes per sensor value. The performance comparison does not rely on the choice of the number of bytes for each sensor value. The total number of the sensor values that are included in the aggregates is the decisive factor in this case. Whether it is 4 bytes or 2 bytes per sensor value, the results will yield the same insight. Table 4.1 lists the parameters that are used in the performance evaluation.

As in Chapter 3, for the synchronous aggregation protocols, each simulation run lasts 1,150 sampling period durations, with the initial 200 and the last 50 sampling period durations removed from the measurements. For the asynchronous aggregation protocols, each simulation run lasts 1,550 sampling period durations, with the initial 600 and the last 50 sampling period durations removed from the measurements. As explained in Chapter 3, the simulations with asynchronous aggregation last longer to allow time for the computation of the randomization delay and the convergence of the network. Unlike the results in Chapter 3, each result reported below is from a single simulation run. It is observed that the results averaged over multiple runs are very similar to the results from one simulation run. (This is also true with the results in Chapter 3.) It is not necessary to run the simulations multiple times.

### 4.3.2 Performance for Real-time Data Collection

In this section, the performance of the protocols at different sampling rates is examined. The results provide useful insight for real-time data collection that requires high sampling/collection rate and low collection delay, and may tolerate some modest amount of data loss.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>The time between successive sensor readings at each node.</td>
</tr>
<tr>
<td>$R$</td>
<td>The duration of the randomization interval is initialized to 0 for both unicast and broadcast-based asynchronous aggregation protocols.</td>
</tr>
<tr>
<td>PLR</td>
<td>The physical layer loss rate for the independent random error model.</td>
</tr>
<tr>
<td>$N$</td>
<td>The number of nodes inside the network.</td>
</tr>
<tr>
<td>$S$</td>
<td>The size of the square area inside which $N$ nodes are scattered. All sensor networks in this chapter are deployed in a 250 meter by 250 meter area.</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Protocol parameter used in asynchronous unicast and broadcast-based aggregation to calculate the EWMA average of the delay $D$. It determines the weight given to the previous value of the average. The value of $\alpha$ is fixed at 0.875 unless otherwise stated. The value of $\alpha$ is fixed at 0.875 unless otherwise stated.</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Protocol parameter for asynchronous unicast and broadcast-based aggregation. The desired range of $R/D_{ave}$ is $[\beta - \Delta, \beta + \Delta]$. Unless otherwise stated, the value $\beta$ is fixed at 0.7 and 0.6 for fixed and increasing packet size, respectively.</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Protocol parameter for asynchronous unicast and broadcast-based aggregation. The desired range of $R/D_{ave}$ is $[\beta - \Delta, \beta + \Delta]$. The value of $\Delta$ is fixed at 0.15 unless otherwise stated.</td>
</tr>
<tr>
<td>$e$</td>
<td>Protocol parameter for asynchronous unicast and broadcast-based aggregation. Unless otherwise stated, the value of $e$ is fixed at 0.06 seconds and 0.12 seconds for asynchronous broadcast-based aggregation with fixed packet size and increasing packet size, respectively. For asynchronous unicast-based aggregation, $e$ is set to 0.1 seconds for fixed packet size and 0.15 seconds for increasing packet size.</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Protocol parameter used in asynchronous unicast and broadcast-based aggregation to calculate the timeout for the next round. It controls how quickly the protocol reacts to changes in the network. Protocol parameter for . The value of $\delta$ is fixed at 0.05 unless otherwise stated.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Protocol parameter for synchronous unicast and broadcast-based aggregation. The transmission times of the nodes at the same tree level are scattered over $\lambda I$ for each round. The value of $\lambda$ is fixed at 0.8.</td>
</tr>
<tr>
<td>$\tau_b$</td>
<td>The average duration of the bad state in the two-state Gilbert model.</td>
</tr>
<tr>
<td>$P_b$</td>
<td>Percentage of time that is spent in the bad state in the two-state Gilbert model.</td>
</tr>
<tr>
<td>$I$</td>
<td>The duration of the transmission interval for synchronous unicast and broadcast-based aggregation protocols. The value of $I$ is set to $\tau/H$ unless otherwise stated, where $H$ is the maximum hop count $H$ in the tree.</td>
</tr>
</tbody>
</table>

**Table 4.1:** Simulation Parameters for Chapter 4
4.3.2.1 Principal Performance Comparison

Experiments for this section use the sensor field with 160 nodes randomly deployed in a 250 meter by 250 meter area. The physical layer loss rate is fixed at 20% in all experiments for this section; the impact of physical layer loss rate is considered later in section 4.3.2.2. In the figures, 3X, 4X, and 8X denote up to 3, 4, and 8 MAC layer retransmissions. Values for $\tau$ are chosen manually within the range of $[0.15, 1.12]$ seconds. For each protocol, the chosen values yield good coverage of the $x / y$ region being plotted in the figures. Note that there is some variation in the particular values chosen from this range for different protocols. This variation in the choice of $\tau$ also exists in the simulations in Sections 4.3.2.2, 4.3.2.3, and 4.3.2.5.

Chapter 3 shows that for asynchronous unicast-based aggregation, all parameters except $R$ can be fixed to certain values that yield good performance for a broad range of network configurations. Through experimentation, it is found that the same conclusion holds for asynchronous broadcast-based aggregation as well. In all the simulations whose results are reported in this chapter, $e$ is fixed at 0.12 seconds and 0.06 seconds for asynchronous broadcast-based aggregation with increasing packet size and fixed packet size, respectively. For asynchronous unicast-based aggregation, $e$ is set to 0.15 seconds for increasing packet size and 0.1 seconds for fixed packet size. Parameter $\beta$ is fixed at 0.7 and 0.6 for fixed and increasing packet size, respectively. Other common parameters for both asynchronous unicast-based and broadcast-based aggregation, $\delta$, $\alpha$, and $\Delta$ are fixed at 0.05, 0.875, and 0.15 respectively. Figures showing the impact of the protocol parameters can be found in Appendix B.

Fig. 4.3 plots performance results of the synchronous aggregation protocols. The results for the different points on each curve are generated by varying the sampling period duration $\tau$, and measuring the resulting maximum data age and end-to-end loss rate. For synchronous aggregation, $\lambda$ is set to 0.8, and the interval duration is set to $\tau$ divided by the maximum hop count to the sink. To better explain the results, Fig. 4.4 plots performance results of the synchronous protocols as a function of $\tau$, for increasing packet size. Both Fig. 4.3(a) and Fig. 4.4 plot the results from
the same set of simulations. As $\tau$ gets smaller, the end-to-end loss rate starts to grow as more packets are lost because of collisions. In addition, the interval duration gets shorter as $\tau$ decreases. When the interval is too small, nodes in the same ring cannot make their transmissions within their own transmission interval. Packets that arrive after the receiver has sent out its partial aggregate are not aggregated, and the end-to-end loss rate increases sharply. In all figures that plot the end-to-end loss rate as a function of the maximum data age, the point with the highest end-to-end loss rate on the curve corresponds to the smallest $\tau$ (the highest sampling rate).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure43.png}
\caption{Performance of Synchronous Unicast and Broadcast-based Aggregation (real-time, varying $\tau$, $N = 160$, $S = 250m \times 250m$, PLR = 20\%)}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure44.png}
\caption{Performance of Synchronous Aggregation (real-time, $N = 160$, $S = 250m \times 250m$, PLR = 20\%, increasing packet size)}
\end{figure}

Fig. 4.5 plots performance results of the asynchronous aggregation protocols.
Similarly, the results for the different points on each curve are generated by varying $\tau$, and measuring the resulting maximum data age and end-to-end loss rate. The initial value for $R$ is 0 for the asynchronous protocols. To better explain the results, Fig. 4.6 plots the end-to-end loss rate and the maximum data age of the asynchronous protocols as a function of $\tau$, for increasing packet size. Both Fig. 4.5(a) and Fig. 4.6 plot the results from the same set of simulations. As $\tau$ gets smaller, the end-to-end loss rate starts to grow as more packets are lost because of collisions. When the sampling rate gets too high, congestion starts to build up in the network. With asynchronous aggregation, not only does the loss rate increase sharply when the sampling rate is too high, but the maximum data age also increases, since nodes increase their timeout values (and therefore their delays before sending their aggregates) to reflect the late arrival times of packets that have been retransmitted. This explains why the curves turn sharply and move to the upper right corner in Fig. 4.5.

![Diagram](image)
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**Figure 4.5:** Performance of Asynchronous Unicast and Broadcast-based Aggregation (real-time, varying $\tau$, $N = 160$, $S = 250m \times 250m$, PLR = 20%)

The figures show that both synchronous and asynchronous broadcast-based aggregation are outperformed by their unicast-based counterparts for increasing packet size. For fixed packet size, both synchronous and asynchronous broadcast-based aggregation are able to achieve lower maximum data age than their unicast-based counterparts. In broadcast-based aggregation, each node broadcasts at most twice for each round. In unicast-based aggregation, however, a successful unicast packet
transmission requires at least two MAC layer transmissions, one for the data packet and one for the acknowledgement. When data from different nodes can be aggregated into a fixed-size packet, the unicast-based aggregation protocols are likely to generate more traffic, and larger traffic volume leads to longer delay. For increasing packet size, however, the broadcast-based aggregation protocols are likely to generate more traffic and suffer older data age, since the same sample value may be carried in multiple packets. This intuition is confirmed by the traffic analysis in Section 4.3.2.4.

Comparing Fig. 4.3 and Fig. 4.5, it appears that a broadcast-based approach is most promising for synchronous (rather than asynchronous) aggregation. For fixed packet size, synchronous broadcast-based aggregation outperforms synchronous unicast-based aggregation with up to three MAC layer retransmissions for different sampling rates. When up to 4 and 8 MAC layer retransmissions are permitted, synchronous unicast-based aggregation is able to achieve lower end-to-end loss rate than synchronous broadcast-based aggregation when $\tau$ is large enough. For real-time data collection that is willing to accept moderate end-to-end loss rate for better data freshness, broadcast-based synchronous aggregation is able to achieve much lower maximum data age than its unicast-based counterpart in the case of fixed packet size. For example, for 2% end-to-end loss rate, synchronous broadcast-based
aggregation is able to lower the maximum data age by about 40%, as seen in Fig. 4.3(b). The performance improvement of broadcast-based asynchronous aggregation, however, is not that significant. For fixed packet size, it is only able to lower the maximum data age by about 20%, as seen in Fig. 4.5(b).

4.3.2.2 Impact of Physical Layer Loss Rate

Experiments for this section use the sensor network with 160 nodes randomly deployed in a 250 meter by 250 meter area. Fig. 4.7 and Fig. 4.8 plot performance results of the synchronous protocols for 10% and 30% physical layer loss rate, respectively. Values for $\tau$ are chosen manually within the range of [0.13, 1.19] seconds.

Aggregating the same data at different nodes improves reliability, but also increases the packet size for broadcast-based aggregation with increasing packet size. When the physical layer loss rate is 10%, the cost of the retransmissions is relatively modest in unicast-based aggregation. As seen in Fig. 4.7(a), synchronous unicast-based aggregation outperforms synchronous broadcast-based aggregation for increasing packet size. For 20% physical layer loss rate, synchronous unicast-based aggregation also outperforms synchronous broadcast-based aggregation for increasing packet size, as shown in Fig. 4.3(a). As the physical layer loss rate increases, however, the cost of the retransmissions in unicast-based aggregation becomes more substantial. Fig. 4.8(a) shows that with 30% physical layer loss rate, synchronous broadcast-based aggregation is able to achieve lower maximum data age than the synchronous unicast-based protocol for increasing packet size.

For fixed packet size, 4.8(b) shows that the synchronous broadcast-based protocol is able to lower the maximum data age by about 50% with moderate end-to-end loss rate (5% end-to-end loss rate, for example). Fig. 4.7(b), Fig. 4.3(b), and Fig. 4.8(b) plot performance results of the synchronous protocols for 10%, 20%, and 30% physical layer loss rate, respectively. The results suggest that the relative performance of synchronous broadcast-based aggregation improves as the physical layer loss rate gets higher. The reason behind this can be traced back to traffic volume. As mentioned before, in broadcast-based aggregation, each node broadcasts
at most twice for each round regardless of the loss probability. In unicast-based aggregation, however, the number of retransmissions increases as the loss rate gets higher, and the delay increases accordingly as more traffic is generated. As seen in Fig. 4.7(b), Fig. 4.3(b), and Fig. 4.8(b), the physical layer loss rate has a greater impact on the maximum data age of unicast-based aggregation than on that of broadcast-based aggregation. As a result, the relative performance of synchronous broadcast-based aggregation improves as the physical layer loss rate gets higher.

Fig. 4.9 and Fig. 4.10 plot the performance of the asynchronous protocols for 10% and 30% physical layer loss rate, respectively. Fig. 4.9(a), Fig. 4.5(a), and
Fig. 4.10(a) show that asynchronous broadcast-based aggregation is outperformed by asynchronous unicast-based aggregation for all three physical layer loss rates in the case of increasing packet size. For fixed packet size, asynchronous broadcast-based aggregation is able to achieve lower maximum data age for all three physical layer loss rates, but the performance gain is not as significant as with the synchronous broadcast-based aggregation protocol. Similarly, the relative performance of asynchronous broadcast-based aggregation improves as the physical layer loss rate increases.

4.3.2.3 Impact of Density

Fig. 4.11 and Fig. 4.12 plot performance results of the synchronous aggregation protocols, for the sensor fields with 120 nodes and 240 nodes over a 250 meter by 250 meter area, respectively. Values for $\tau$ are chosen manually within the range of $[0.13, 1.5]$ seconds.

As the network density increases, the broadcast-based protocols are expected to achieve higher reliability as a broadcast is likely to be received by more nodes. However, for broadcast-based aggregation with increasing packet size, larger packets are produced as the same data is aggregated by more nodes, which means a longer packet transmission time and greater network congestion. Meanwhile, packet loss recovery is quite feasible for unicast-based protocols with the packet loss rate of 20% that is used for these figures. As the result of these two effects, Fig. 4.12 shows that synchronous broadcast-based aggregation is outperformed even more by synchronous unicast-based aggregation for increasing packet size, when the number of nodes (and density) is increased. For fixed packet size, however, performance with the synchronous broadcast-based protocol improves as network density gets higher, but performance with synchronous unicast-based aggregation degrades as network density increases. The relative performance of synchronous broadcast-based aggregation improves with increased density.

Fig. 4.13 and Fig. 4.14 show the performance of the asynchronous aggregation protocols, for the sensor fields with 120 nodes and 240 nodes, respectively. Similar to
Figure 4.9: Impact of Lower Physical Layer Loss Rate on Asynchronous Aggregation (real-time, varying $\tau$, $N = 160$, $S = 250m \times 250m$, PLR = 10%)

Figure 4.10: Impact of Higher Physical Layer Loss Rate on Asynchronous Aggregation (real-time, varying $\tau$, $N = 160$, $S = 250m \times 250m$, PLR = 30%)
synchronous broadcast-based aggregation, for increasing packet size, asynchronous broadcast-based aggregation is outperformed even more by asynchronous unicast-based aggregation when the number of nodes (and density) is increased. For fixed packet size, however, the relative performance of asynchronous broadcast-based aggregation improves with higher density. For 1% end-to-end loss rate, asynchronous broadcast-based aggregation is able to lower the maximum data age by about 30% with higher density, as seen in Fig. 4.14(b).
Figure 4.13: Impact of Lower Density on Asynchronous Aggregation (real-time, varying $\tau$, $N = 120$, $S = 250m \times 250m$, PLR = 20%)

Figure 4.14: Impact of Higher Density on Asynchronous Aggregation (real-time, varying $\tau$, $N = 240$, $S = 250m \times 250m$, PLR = 20%)
4.3.2.4 Traffic Volume

Figures in this section plot performance results for the sensor network with 160 nodes over a 250 meter by 250 meter area. The physical layer loss rate is fixed at 20% in the simulations. The results reported in this section and Section 4.3.2.1 are computed based on the same set of simulations. Section 4.3.2.1 reports the maximum data age and the end-to-end loss rate, and this section reports traffic volume.

Fig. 4.15 and Fig. 4.16 plot the average number of MAC layer packet transmissions per round and the average number of bytes transmitted per round with the synchronous aggregation protocols, respectively. In the broadcast-based protocols, each node transmits at most twice for each round. In the unicast-based protocols, however, a successful unicast packet transmission requires at least two MAC layer transmissions, one for the data packet and one for the acknowledgement. As seen in Fig. 4.15, synchronous broadcast-based aggregation sends fewer packets per round than synchronous unicast-based aggregation.

The duration of the transmission interval gets shorter as the sampling period duration $\tau$ gets shorter. More packets collide when the nodes in the same ring contend for the channel during the shortened transmission interval. For synchronous unicast-based aggregation, more MAC layer retransmissions are made for packet loss recovery. For synchronous broadcast-based aggregation, more nodes broadcast twice because they do not hear a broadcast that includes their own data from any other node in the same ring. This explains why for both unicast and broadcast-based aggregation, more packet transmissions are made as the sampling rate gets higher.

In broadcast-based aggregation, a node aggregates all data included in the broadcasts it receives from its neighbors. The same sensor value may be included in the aggregates of different nodes. For increasing packet size, while synchronous broadcast-based aggregation sends fewer MAC layer packets per round than synchronous unicast-based synchronous aggregation, a larger volume of data is produced by synchronous broadcast-based aggregation. This helps to explain why synchronous broadcast-based aggregation yields poorer performance in this case.
Fig. 4.3(a) shows that the end-to-end loss rate gets higher as the sampling rate gets higher. The end-to-end loss rate for the point with the lowest maximum data age in Fig. 4.16(a) are above 20%. Note that the corresponding results for that point are not plotted in Fig. 4.3(a). As more packets are dropped, the redundancy caused by multiple routing is reduced for broadcast-based aggregation, and the average number of values included in each aggregate decreases (packet size decreases accordingly in the case of increasing packet size). While the average number of MAC layer packet transmissions per round keeps increasing as the sampling rate gets higher, for increasing packet size, the average number of bytes transmitted per round increases.
first and then starts to drop as the sampling rate gets higher, as seen in Fig. 4.16(a).

Fig. 4.17 and Fig. 4.18 plot the average number of MAC layer packet transmissions per round with the asynchronous aggregation protocols as a function of the maximum data delay and \( \tau \), respectively. Similarly, in asynchronous broadcast-based aggregation, each node broadcasts at most twice for each round. In asynchronous unicast-based aggregation, a successful unicast packet transmission requires at least two MAC layer transmissions. For both fixed and increasing packet size, asynchronous broadcast-based aggregation sends fewer packets per round than unicast-based asynchronous aggregation.

Fig. 4.18 shows that more packets are transmitted as the sampling rate gets higher. For asynchronous unicast-based aggregation, more MAC layer retransmissions are made to recover packet losses due to collisions. For asynchronous broadcast-based aggregation, more nodes transmit twice because they do not hear a broadcast transmission that includes their own data from any other node.

Fig. 4.19 and Fig. 4.20 plot the average number of bytes that are transmitted per round with the asynchronous aggregation protocols as a function of the maximum data delay and \( \tau \), respectively. While for both fixed and increasing packet size, fewer MAC layer packets are transmitted by asynchronous broadcast-based aggregation, a larger volume of data is produced by asynchronous broadcast-based aggregation in the case of increasing packet size, owing to the fact that the same sampling value may be included in multiple aggregates. This helps to explain why in Fig. 4.5, asynchronous broadcast-based aggregation yields poorer performance than its unicast-based counterparts for increasing packet size. Fig. 4.5(a) and Fig. 4.19(a) show that the highest end-to-end loss rate for the points plotted in these two figures is around 10%. In Fig. 4.16(a), it is observed that the average number of bytes transmitted per round with synchronous broadcast-based aggregation increases first and then starts to drop as the sampling rate gets higher in the case of increasing packet size. This phenomenon is not observed in Fig. 4.19(a) because the end-to-end loss rate is not high enough to reduce the redundancy caused by multiple routing for asynchronous broadcast-based aggregation in this case.
4.3.2.5 Impact of Two-State Gilbert Error Model

The two-state Gilbert error model as seen in Fig. 4.21 is considered in this section. At each point in time, each node (other than the sink) is in one of two states, independently of all other nodes. In the “good” state, all packets are received correctly unless they collide with other packets. In the “bad” state, no packets are received correctly. The time a node spends in a state before transitioning to the other state (the sojourn time) is exponentially distributed. The sink is assumed to be a special node, which always stays in the “good” state.
Parameterizing the Gilbert model in Fig. 4.21 requires fixing the average sojourn times in the good and bad states. The ratio of the average sojourn time in the bad state (denoted by $\tau_b$) to the sum of these times determines the percentage of time spent in the bad state (denoted by $P_b$). Note that for given values of $P_b$ and $\tau_b$, the average sojourn time in the good state can be calculated as $\tau_b \times (100 - P_b)/P_b$. For all results reported in this section, $P_b$ is fixed at 20% and $\tau_b$ is fixed at 0.5 seconds.

Values for $\tau$ are chosen manually within the range of $[0.13, 1.4]$ seconds. Fig. 4.22 plots performance results for synchronous broadcast-based aggregation. The results show that synchronous unicast-based aggregation suffers high end-to-end loss.
rate in this case, because link layer retransmissions are ineffective in loss recovery. Synchronous broadcast-based aggregation outperforms synchronous unicast-based aggregation for both fixed and increasing packet size.

Fig. 4.23 plots performance results for asynchronous broadcast-based aggregation. Similarly, asynchronous unicast-based aggregation suffers high end-to-end loss rate in this case. Asynchronous broadcast-based aggregation outperforms asynchronous unicast-based aggregation for both fixed and increasing packet size.

4.3.2.6 Broadcast-based Synchronous vs. Broadcast-based Asynchronous

Fig. 4.24 plots performance results of broadcast-based synchronous and broadcast-based asynchronous aggregation. As shown in Chapter 3, the performance of the synchronous protocols is very sensitive to the choice of I. In practice, it may be
difficult to set this parameter in a manner yielding consistently good performance. In the performance comparison between synchronous broadcast and unicast-based aggregation, the interval duration is set to $\tau/H$ for both protocols. The synchronous protocols may not perform the best when $I$ is set to $\tau/H$, but it is fair to both of them. When comparing the performance of broadcast-based synchronous and asynchronous aggregation, however, fixing $I$ to $\tau/H$ may be unfair to the synchronous protocols. To explore the potential of broadcast-based synchronous aggregation, extra simulations are run with $I = 0.75\tau/H, 1.5\tau/H,$ and $2\tau/H$. Fig. 4.24 shows that for both increasing and fixed packet size, broadcast-based asynchronous aggregation is still able to achieve lower maximum data age for a given end-to-end loss rate, which is consistent with the results in Chapter 3.

4.3.2.7 Summary of Results

The proposed synchronous and asynchronous broadcast-based aggregation protocols are evaluated and compared with their unicast-based counterparts in the context of real-time data collection in Section 4.3.2. Sections 4.3.2.1 to 4.3.2.4 present performance results with the independent random error model. The results show that for aggregation with fixed packet size, broadcast-based aggregation is able to achieve lower maximum data age than unicast-based aggregation in most scenarios, partic-
particularly in the case of synchronous protocols. However, for increasing packet size, the broadcast-based protocols are outperformed by their unicast-based counterparts in most scenarios. Performance results with the two-state Gilbert error model are presented in Section 4.3.2.5. Both synchronous and asynchronous broadcast-based aggregation yields significantly better performance than their unicast-based counterparts when packet loss follows the two-state Gilbert error model.

### 4.3.3 Performance for Delay-Tolerant Data Collection

To evaluate the performance of the aggregation protocols for delay-tolerant data collection, a sufficiently large \( \tau \) is chosen so that network contention is minimal. Maximum data age is not a major concern in delay-tolerant applications. Performance comparison between unicast and broadcast-based aggregation is focused on the end-to-end loss rate and traffic volume.

#### 4.3.3.1 Principal Performance Comparison

Figures in this section show performance results for the sensor network with 160 nodes over a 250 meter by 250 meter area. Fig. 4.25 plots the end-to-end loss rate of the synchronous protocols, for different physical layer loss rates. The figure is
for fixed packet size; the figure for increasing packet size looks very similar and is omitted. Packet loss due to contention is rare when $\tau$ is sufficiently large. Packet size does not have much impact on end-to-end loss rate and the average number of MAC layer packet transmissions per round in this case. The average number of bytes transmitted per round, however, is still greatly influenced by packet size.

![Figure 4.25: Performance of Synchronous Aggregation (delay-tolerant, $N = 160$, $S = 250\text{m} \times 250\text{m}$, fixed packet size)](image)

As seen in Fig. 4.25, synchronous broadcast-based aggregation outperforms synchronous unicast-based aggregation with up to 3 MAC layer retransmissions when physical layer loss rate is higher than 20%. It also outperforms synchronous unicast-based aggregation with up to 4 MAC layer retransmissions when physical layer loss rate is higher than 40%. However, retransmission is effective in packet recovery when packet loss is uniformly distributed. Synchronous unicast-based aggregation is able to yield lower end-to-end loss rate for different physical layer loss rates when up to 8 MAC layer retransmissions are allowed.

Fig. 4.26 shows the performance of the asynchronous protocols for different physical layer loss rates. As before, the figure is for fixed packet size; the figure for increasing packet looks very similar and is omitted. Asynchronous unicast-based aggregation with up to 8 MAC layer retransmissions consistently outperforms asynchronous broadcast-based aggregation for different physical layer loss rates.
Figure 4.26: Performance of Asynchronous Aggregation (delay-tolerant, N = 160, S = 250m × 250m, fixed packet size)

4.3.3.2 Impact of Density

Simulations for this section are done with the two sensor fields with 120 and 240 nodes randomly deployed in a 250 meter by 250 meter area. Only results for fixed packet size are shown; results for increasing packet size are quite similar.

Fig. 4.27 and Fig. 4.28 show the performance of the synchronous aggregation protocols, for the sensor fields with 120 and 240 nodes, respectively. Synchronous broadcast-based aggregation relies on multi-path routing for reliability. Lower density means that a node has fewer neighbors to receive its broadcasts and carry its data in their aggregates. Fig. 4.27 shows that synchronous broadcast-based aggregation is consistently outperformed by synchronous unicast-based aggregation with up to 4 and 8 MAC layer retransmissions for different physical layer loss rates. The relative performance of synchronous broadcast-based aggregation improves with higher density. For the sensor field with 240 nodes, synchronous broadcast-based aggregation consistently outperforms synchronous unicast-based aggregation with up to 3 MAC layer retransmissions for different physical layer loss rates. It also outperforms synchronous unicast-based aggregation with up to 4 MAC layer retransmissions when the physical layer loss rate is higher than 30%.

Fig. 4.29 and Fig. 4.30 plot performance results of the asynchronous aggregation
Figure 4.27: Impact of Lower Density on Synchronous Aggregation (delay-tolerant, N = 120, S = 250m × 250m, fixed packet size)

Figure 4.28: Impact of Higher Density on Synchronous Aggregation (delay-tolerant, N = 240, S = 250m × 250m, fixed packet size)
protocols, for the sensor fields with 120 and 240 nodes, respectively. Similar to synchronous broadcast-based aggregation, the relative performance of asynchronous broadcast-based aggregation improves as the network density increases.

![Figure 4.29: Impact of Lower Density on Asynchronous Aggregation (delay-tolerant, N = 120, S = 250m × 250m, fixed packet size)](image)

![Figure 4.30: Impact of Higher Density on Asynchronous Aggregation (delay-tolerant, N = 240, S = 250m × 250m, fixed packet size)](image)

### 4.3.3.3 Traffic Volume

Figures in this section show performance results for the sensor network with 160 nodes over a 250 meter by 250 meter area. Fig. 4.31 shows the average number of MAC layer packets that are transmitted per round with the synchronous aggregation
protocols, for fixed packet size. The figure for increasing packet size is very similar. As described before, each node broadcasts at most twice per round in broadcast-based aggregation. In unicast-based aggregation, at least two MAC layer packet transmissions are required for each successful unicast transmission. For all physical layer loss rates, synchronous broadcast-based aggregation sends fewer MAC layer packets per round than synchronous unicast-based aggregation.

![Figure 4.31: MAC layer Packet Transmissions per Round of Synchronous Aggregation (delay-tolerant, N = 160, S = 250m × 250m, fixed packet size)](image)

![Figure 4.32: Bytes Transmitted per Round of Synchronous Aggregation (delay-tolerant, N = 160, S = 250m × 250m)](image)

Fig. 4.32 shows the average number of bytes that are transmitted per round with the synchronous aggregation protocols. For increasing packet size, the data volume with synchronous broadcast-based aggregation is larger than with the other protocols when the physical layer loss rate is lower than 40%, owing to cases in which
the same sensor value is redundantly included in multiple aggregates. Note that the data volume with this protocol keeps decreasing as the loss probability increases, since the growing packet loss decreases this redundancy. For fixed packet size, the traffic volume with synchronous broadcast-based aggregation is consistently lower for all loss rates.

Fig. 4.33 shows the average number of MAC layer packets that are transmitted per round with the asynchronous aggregation protocols, for fixed packet size. The figure for increasing packet size is very similar. Fig. 4.34 plots the average number of bytes that are transmitted per round with the asynchronous aggregation protocols, for both fixed and increasing packet size. The results are quite similar with those for synchronous aggregation.

4.3.3.4 Impact of Two-State Gilbert Error Model

Broadcast and unicast-based aggregation using the two-state Gilbert error model are evaluated in this section. The proportion of time each node spends in the bad state is fixed at 20%. The average sojourn time in the bad state is varied to model a range of scenarios. With very short sojourn times, independent random packet loss is modelled. With long sojourn times, link outages and partial node failures are modelled.

Fig. 4.35 and Fig. 4.36 plot performance results of the synchronous and asynchronous aggregation protocols, respectively, for the sensor field with 160 nodes over a 250 meter by 250 meter area. Only results for fixed packet size are shown; results for increasing packet size are very similar. For long average sojourn time in the bad state, broadcast-based aggregation yields much lower end-to-end loss rate than the unicast-based aggregation protocols, because MAC layer retransmissions are not effective in packet recovery in this case. As seen in Fig. 4.35 and Fig. 4.36, both synchronous and asynchronous unicast-based aggregation protocols yield around 40% end-to-end loss rate with long average sojourn time in the bad state (2 seconds, for example). For a very small average sojourn time, such as 0.0001 seconds in the figures, the end-to-end loss rate increases, since a node is likely to enter the bad state
Figure 4.33: MAC layer Packet Transmissions per Round of Asynchronous Aggregation (delay-tolerant, N = 160, S = 250m \times 250m, fixed packet size)

Figure 4.34: Bytes Transmitted per Round of Asynchronous Aggregation (delay-tolerant, N = 160, S = 250m \times 250m)
at least once while receiving a packet, causing the loss of that packet.

Figure 4.35: Performance of Synchronous Aggregation for Two-state Gilbert Error Model (delay-tolerant, $N = 160$, $S = 250m \times 250m$, $P_b = 20\%$, fixed packet size)

Figure 4.36: Performance of Asynchronous Aggregation for Two-state Gilbert Error Model (delay-tolerant, $N = 160$, $S = 250m \times 250m$, $P_b = 20\%$, fixed packet size)

4.3.3.5 Broadcast-based Synchronous vs. Broadcast-based Asynchronous

Fig. 4.37 shows that broadcast-based synchronous and asynchronous aggregation protocols yield similar performance for different physical layer loss rates. The main reason to use asynchronous timing control is to lower packet forwarding delay at
intermediate nodes. The broadcast-based asynchronous protocol does not have much advantage in the delay-tolerant scenario.

![Graph showing end-to-end loss rate vs. physical layer loss rate for broadcast synch. and broadcast asynch.](image)

(a) Increasing Packet Size

(b) Fixed Packet Size

**Figure 4.37:** Broadcast-based Synchronous vs. Broadcast-based Asynchronous Aggregation (delay-tolerant, varying $\tau$, $N = 160$, $S = 250m \times 250m$)

### 4.3.3.6 Summary of Results

Section 4.3.3 evaluates the performance of the protocols in the context of delay-tolerant data collection. Sections 4.3.3.1 to 4.3.3.3 present performance results with the independent random error model. The results show that when packet loss is random, the unicast-based protocols are able to improve reliability by increasing the maximum number of MAC layer retransmissions. The broadcast-based protocols rely on multipath routing for reliability, and their relative performance improves with higher density. The broadcast-based protocols transmit fewer packets per round than the unicast-based protocols. For fixed packet size, the broadcast-based protocols also transmit fewer bytes per round than the unicast-based protocols. For increasing packet size, traffic volume with broadcast-based aggregation decreases as the physical layer loss rate get higher, while more traffic is generated by unicast-based aggregation as the physical layer loss rate increases. Performance results with the two-state Gilbert error model are presented in Section 4.3.3.4. Both synchronous and asynchronous broadcast-based aggregation yield significantly improved reliability than their unicast-based counterparts, because MAC layer transmission is not
effective in loss recovery in this case.

4.4 Preliminary Experimental Results

This section reports on results from some preliminary experiments using implementations of the synchronous protocols on Crossbow MICAz motes. A picture of a MICAz mote is shown in Section 2.1 of Chapter 2. The MICAz is a 2.4 GHz, IEEE/ZigBee 802.15.4 compliant [20], board for wireless sensor networks. The main features of MICAz are listed in Table 4.2.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program Flash Memory</td>
<td>128K bytes</td>
</tr>
<tr>
<td>Measurement Serial Flash</td>
<td>512K bytes</td>
</tr>
<tr>
<td>Configuration EEPROM</td>
<td>4K bytes</td>
</tr>
<tr>
<td>Frequency Band</td>
<td>2400 MHz to 2483.5 MHz</td>
</tr>
<tr>
<td>Transmit Data Rate</td>
<td>250 kbps</td>
</tr>
<tr>
<td>Outdoor Range</td>
<td>75 m to 100 m</td>
</tr>
<tr>
<td>Indoor Range</td>
<td>20 m to 30 m</td>
</tr>
</tbody>
</table>

Table 4.2: Features of MICAz

Operating systems for MICAz include TinyOS\(^2\), Contiki\(^3\), and Nano-RKT\(^4\). This dissertation uses TinyOS, a free and open source operating system designed for wireless embedded sensor networks. The TinyOS operating system and its applications are written in NesC\(^5\), a dialect of the C programming language. TinyOS is component-based. A TinyOS application consists of one or more components. TinyOS code and program code are statically linked together, and compiled into a small binary.

Two programs were developed for each aggregation protocol. One program is intended to run on the sink node, and the other program is for nodes other than the sink. The MICAz mote that acts as the sink is connected to a MIB600, an Ethernet

---

\(^2\)TinyOS: http://www.tinyos.net

\(^3\)Contiki: http://www.sics.se/contiki

\(^4\)Nano-RK: http://www.nano-rk.org

\(^5\)Introduction to NesC, http://nesc.sourceforge.net/
Gateway produced by Crossbow. Through the gateway, the sink is able to receive
commands issued from a computer in an Ethernet network, and report data collected
from the sensor network to the computer in the Ethernet network. Transmissions
from the sink to the other sensor nodes, for command/control purposes, are done
by broadcasting with high power/long transmission range so that all nodes are able
to receive them. For both the synchronous unicast and broadcast-based aggregation
protocols, the program code for the sink has around 340 lines. The program code
for nodes other than the sink has around 450 lines and 500 lines for synchronous
unicast and broadcast-based aggregation, respectively. For diagnosis and debugging
purposes, the programs support supplemental functions such as log reading, log
writing, and LED (Light Emitting Diode) control.

For the experiments whose results are reported here, 24 MICAz motes are de-
ployed in a lecture theatre with desks and chairs fixed to the floor. The area over
which the motes are deployed is approximately 9 meters by 9 meters. The motes are
fixed to the backs of the chairs, with one mote at the corner as the sink. Note that
the chairs are not at the same height. The positions of the nodes are generated by
a program by randomly selecting the 24 chairs from the 120 chairs inside the area.
The transmission power level of the motes is set to 3, yielding an approximate trans-
mission range of 2.5 meters to 3 meters. (However, the actual connectivity region
around each node is highly irregular, as has been observed in previous studies [13].)
In all experiments with unicast-based aggregation, the same aggregation tree shown
in Fig. 4.38 is used, as built using a simple flooding algorithm. The aggregation tree
has 7 hops. A much shorter tree is expected if the sink is located in the center area.
In Chapter 3, the impact of sink placement is studied, and the results for both sink
placement methods, sink in the center or sink at the corner, are consistent (Section
3.3.4). As there are only 24 motes in the experiments, a mote at the corner is se-
lected as the sink to provide a multi-hop network with the largest potential number
of hops.

For synchronous broadcast-based aggregation, a ring topology is formed with
nodes \( i \) hops away in ring \( i \). By default, the MICAz uses CSMA/CA at the MAC
layer, without packet retransmission. For unicast communication, the automatic retransmission functionality is activated at the motes and the maximum number of retransmissions is set to 3, 4 and 8 in the experiments. A fixed payload size of 28 bytes is used.

Multiple sets of experiments were carried out, with the experiments in each set using a range of values for the sampling period duration $\tau$. Values for $\tau$ are chosen manually within the range of $[0.125, 5]$ seconds in the experiments. For all protocols, the point with the highest end-to-end loss rate corresponds to the smallest $\tau$, as seen in Fig. 4.39. Each single experiment runs for 200 sampling rounds. Fig. 4.39 shows the measured performance of the synchronous protocols from one set of these experiments. Results from the other sets of experiments show similar results.

Despite the performance variability seen in Fig. 4.39, the experimental results appear to be quite consistent with the simulation results shown in Fig. 4.3(b), 4.7(b), 4.8(b), 4.11(b), and 4.12(b). The performance variability can be explained by the differing characteristics of the experimental and simulated networks. As the sam-
Sampling rate gets higher, the end-to-end loss rate starts to increases, as seen in Fig. 4.39. Unlike the results from simulations, the experimental results show substantial variability, especially at low sampling rates. Packet loss in the experiments comes from two main sources, contention and physical layer link error. Packet loss due to contention plays a key role in the end-to-end loss at high sampling rates. As $\tau$ increases, the amount of packet loss from contention decreases consistently and physical layer link error becomes the main reason for packet losses. In the experimental environment, the physical layer link loss is highly bursty, and communication may fail even with large numbers of retransmission attempts.

End-to-end loss rate is influenced by which nodes experience packet loss and their relative position in the aggregation tree. As can be seen in Fig. 4.38, there are several key nodes in the aggregation tree, the loss of whose packets results in the loss of the data of most nodes. Since each experiment only lasts for 200 sampling rounds, packet losses at those key nodes, even in just one or two rounds, can have a substantial impact on the measured end-to-end packet loss rate.

In Section 4.3, the performance of the protocols is evaluated through simulations. Compared to the testbed, the simulated networks have a much larger scale. A direct comparison to validate the simulation against the testbed would be quite beneficial to confirm the simulation setup. However, such a direct comparison is not easy.
to implement due to the following two main reasons. First, in contrast to a fixed communication range as in the simulations, the connectivity region around each node is highly irregular in the experiments. Asymmetric links are also observed in the testbed. Simulating the testbed requires an accurate connectivity graph. Second, packet loss has to be modelled separately for each link. Prior work has showed the existence of a gray area within the communication range of a node [114]. The receivers in the gray area may lose 90% of the packets from the sender. Moreover, extreme burstiness in packet loss is observed for relatively long periods of time. Packet recovery may fail even with 8 MAC retransmission attempts. Simulating the testbed requires that measurements be collected to characterize the links among the nodes. This can be an interesting future work.

4.5 Summary

In this chapter, new synchronous and asynchronous broadcast-based aggregation protocols are proposed and compared with their unicast-based counterparts. When packet loss is random, the results show that for aggregation with fixed packet size, broadcast-based aggregation is able to achieve lower maximum data age than unicast-based aggregation in most real-time data collection scenarios, particularly in the case of synchronous protocols. However, for increasing packet size, the results do not show much performance advantage with broadcast-based protocols.

Broadcast-based aggregation yields significantly better performance than unicast-based aggregation for both real-time and delay-tolerant data collection when packet loss follows the two-state Gilbert error model. Preliminary experimental results from a real sensor network deployment are also reported in this chapter, and the results are quite consistent with the simulation results.
Chapter 5

Coverage Preserving Data Aggregation

5.1 Motivation

Area coverage is a common requirement in sensor network applications [11, 111]. One approach to achieving area coverage is through optimized placement of a minimal number of sensors [16, 110]. Often, however, it is not feasible to optimize placement, and in any case substantial redundancy may be desired owing to the possibility of sensor node and/or communication failures. For these reasons, sensor nodes may be deployed much more densely than would minimally be required. For example, security surveillance applications may require that each point of the monitored area be covered by at least \( k \) nodes (\( k \geq 2 \)).

Node scheduling protocols may be used to conserve energy and prolong network lifetime [33, 54, 93, 99, 100, 104]. A potential drawback of node scheduling approaches, however, is that there may be a significant delay between (persistent or transient) node and/or communication failures and subsequent wake-up of replacement node(s). During this time area coverage may not be complete. One way to address this problem is to choose the set of active nodes so as to provide redundant coverage, with each point covered by \( k \) active nodes for some parameter \( k > 1 \) [54]. Choosing a greater number of active nodes, however, increases energy use and (possibly) network traffic load and contention. Note that even for \( k = 2 \), in failure-prone environments, there may be a significant probability of a loss of area coverage that could have been avoided if additional nodes had been chosen to be active rather than asleep.

This chapter proposes an alternative approach for efficiently maintaining area
coverage in dense sensor networks. This approach is applicable in contexts in which the objective is to periodically collect, and transmit to a sink node, sensing data that covers the region of interest. In the proposed approach, rather than being (semi-)statically scheduled, nodes \textit{dynamically} determine during each round of data collection whether they should expend the energy required to transmit their data, or whether the set of neighbouring nodes that have already transmitted is sufficient to provide coverage.

In comparison to having all nodes collect and transmit their data, the proposed approach substantially reduces network traffic load and contention. Energy savings depend on the energy cost of data transmission in comparison to that of a potentially receiving but non-transmitting sensor node state. Techniques have been proposed that are able to substantially decrease the energy cost of the latter state [78].

Compared to node scheduling approaches, the simulation results that are presented in Section 5.4 suggest that the proposed approach can greatly improve reliability (yielding an order of magnitude reduction in uncovered area, in some cases), at the potential cost of increased traffic volume owing to non-minimal selection of transmitting nodes.

Both unicast and broadcast-based data aggregation protocols implementing this approach are proposed and compared to aggregation protocols relying on node scheduling. For the broadcast-based protocols considered in this chapter, it is assumed acceptable for the sink (and intermediate nodes) to receive multiple aggregates including the same sensor value, either because aggregation is duplicate insensitive (e.g., only the maximum sensor reading is needed), or duplicates can be filtered (each aggregate is a concatenation of sensor values). The proposed protocols adopt the synchronous timing control strategy. Nodes are assigned to different transmission intervals based on their distance to the sink. The design of an asynchronous coverage preserving aggregation protocol is not feasible owing to the fact that the transmitting nodes change dynamically each round.

In contrast to implementing a node scheduling protocol and using an independent aggregation protocol that operates among the active nodes, protocols that integrate
aggregation and coverage preserving are designed and evaluated in this chapter. In the proposed protocols, which nodes transmit during each data collection round is dynamically determined. Both unicast-based and broadcast-based protocols of this type are proposed. In the unicast-based protocol, an aggregation tree is formed among all nodes, with the sink as the root, as in many previous aggregation protocols [26, 61]. In each round, the interior tree nodes aggregate the data received from their child nodes, and forward their aggregate packets towards the sink. The leaf nodes rely on overhearing to determine whether or not their sensing area has been covered by neighbouring nodes that have already transmitted during the round, and thus each such node may or may not transmit. The key problem in the design of such a protocol is how to dynamically determine node transmission orderings that are “efficient” in that nodes crucial to achieving area coverage transmit earlier, and so enable other nodes that hear their transmissions to remain silent. Similar to the synchronous broadcast-based aggregation protocols in Chapter 4, the transmission interval is divided into two phases. Nodes crucial for coverage are scheduled to the first phase so as to give the other nodes a better chance to cancel their transmissions.

Note that with the unicast-based coverage preserving protocol, failure of one of the interior tree nodes results in the loss of all of the data from the corresponding subtree. The broadcast-based protocol proposed in this chapter addresses this weakness by using a ring topology [67] instead of a static tree structure. As with the unicast-based protocol, the key design problem is that of dynamically determining the transmission orderings in a coverage-aware manner. A similar two-phase transmission scheme is adopted in the proposed broadcast-based protocol, with nodes crucial for coverage scheduled to the first phase.

Using simulation, the new protocols are compared with conventional unicast-based and broadcast-based data aggregation protocols relying on node scheduling. The comparisons are conservative with respect to the amount of generated network traffic in the node scheduling approach, since the approach assumes the optimal selection of a minimal coverage set. In practice, this optimal protocol would not be possible, owing at least to the need for cycling nodes between active and sleep
states, rather than statically choosing a minimal coverage set to remain active at all times. The performance of the protocols is evaluated for both an independent random error model and a two-state Gilbert error model. For both error models, the proposed broadcast-based protocol is found to provide greatly improved reliability in some cases, at the potential cost of increased traffic volume. The unicast-based protocol, in contrast, is found to yield similar reliability as unicast-based aggregation with node scheduling.

The remainder of the chapter is organized as follows. Section 5.2 presents new unicast-based and broadcast-based coverage preserving aggregation protocols. Section 5.3 describes the baseline protocols relying on node scheduling against which the performance comparisons are made. Simulation results evaluating the performance of the new protocols in comparison to that of the baseline protocols are given in Section 5.4. Section 5.6 concludes the chapter.

5.2 Coverage Preserving Aggregation

It is assumed that sensor readings are made periodically with period duration \( \tau \). Sufficient data is to be returned to the sink each round, so that for each point in the monitored region, the sink receives the data from at least one sensor whose sensing range covers that point.

The proposed “coverage preserving” aggregation protocols integrate data collection using aggregation together with dynamic determination of the nodes from which data should be collected. In each round, each node (other than the sink) will transmit only if there exists any point within its sensing area that is not covered by those neighbouring nodes that have already transmitted, or if the node must forward data received from other nodes (e.g., is an interior node in an aggregation tree). The goal is to minimize the number of transmitting nodes while ensuring no (or minimal) loss of area coverage.

It is assumed that each node knows its own location and the locations of its neighbouring nodes. As in previous work \([54, 93, 99, 100, 104]\), a deterministic
Node A cancels its transmission after overhearing that B, C, and D have transmitted.

Figure 5.1: Unicast-based Coverage Preserving Aggregation

sensing range is assumed. A point $p$ is covered by a node $n$ if the distance between $p$ and $n$ is less than the node’s sensing range $S$; i.e., node $n$ provides coverage of a region bounded by a circle with radius $S$. It is assumed that the transmission range of each node is sufficiently long to reach all nodes whose sensing area overlaps with its own. Sections 5.2.1 and 5.2.2 present unicast and broadcast-based coverage preserving aggregation protocols, respectively.

5.2.1 Unicast-based

The proposed unicast-based protocol is tree-based, with the union of the routes from the sensors to the sink forming an aggregation tree with the sink as its root node, as shown in Fig. 5.1. In this figure, as well as in Fig. 5.2, circles indicate sensing ranges, and it is assumed that the transmission range is twice the sensing range. When transmission range is at least twice the sensing range, a node is able to hear all the nodes whose sensing range overlaps with its own. Furthermore, 1-coverage
of a convex area implies connectivity if the transmission range is at least twice the sensing range, i.e., when the communication range is at least twice the sensing range, the nodes must be connected if the nodes are able to cover the whole monitored area [99]. To simply this work, it is also assumed in the performance evaluation that the transmission range is twice the sensing range, in which case the nodes that cover the whole monitored area must be connected. As in TAG [61], nodes at different levels of the tree are assigned to different transmission intervals. All intervals are of identical duration \( I \). The transmission interval of node \( i \) is chosen as interval \( H - h_i \), where \( h_i \) denotes the hop count to the sink from node \( i \) and \( H \) denotes the maximum hop count (i.e., the tree height).

In the initial round of data collection, each node \( i \) picks a random value \( r_i^1 \) between 0 and 0.8\( I \), aggregates the data it has received for this round, and schedules its packet transmission for time \( T_0 + (H - h_i)I + r_i^1 \). Here it has been assumed that all nodes agree on the same base time \( T_0 \) defining the beginning of the first round. The random values are used to spread out the data transmissions across most of the respective interval, with a gap providing separation from the next interval. (Spreading the transmissions over 0.8\( I \) yields good performance, see Section 3.3.1.) At the scheduled transmission time, node \( i \) actually transmits only if it is an interior (i.e., non-leaf) node, or if it has not overhead data transmissions, or acknowledgements of data transmissions, from a set of nodes that cover node \( i \)'s sensing area. Otherwise, node \( i \) cancels its transmission.

For each subsequent round \( j, j > 1 \), each node \( i \) divides its respective interval into two phases, of durations 0.8\( f_i I \) and 0.8\((1 - f_i)I \), respectively, with a gap of 0.1\( I \) between the phases and a gap of 0.1\( I \) separating the second phase from the beginning of the next interval. (The value of \( f_i \) is dynamically adjusted, as described below.) Nodes that must forward data received from other nodes, and nodes that are dynamically determined to be important to achieving area coverage, schedule their transmissions for their first phase. In particular, since interior tree nodes must forward data received from their children, they transmit during their first phase. Specifically, an interior node \( i \) picks a random value \( r_i^j \) between 0 and
aggregates the data it has received for round $j$, and sends out its packet at time $T_0 + (j - 1)\tau + (H - h_i)I + r_i^j$.

The action taken by a leaf node depends in part on what happened during the previous round $j - 1$. Specifically, if, by the end of round $j - 1$, a leaf node $i$ has overheard data transmissions or acknowledgements of data transmissions, from a set of nodes that cover node $i$'s sensing range, then node $i$ schedules its transmission for round $j$ to be during its second phase. The timeout value is set to time $T_0 + (j - 1)\tau + (H - h_i)I + r_i^j + (0.8f_i + 0.1)I$, where $r_i^j$ is a random value between 0 and 0.8$(1 - f_i)I$. Otherwise, node $i$ schedules its transmission to be during its first phase, at time $T_0 + (j - 1)\tau + (H - h_i)I + r_i^j$, where $r_i^j$ is a random value between 0 and 0.8$f_i$I. At the scheduled transmission time, node $i$ actually transmits only if it has not overhead, during the current round $j$, data transmissions, or acknowledgements of data transmissions, from a set of nodes that cover node $i$'s sensing range. Otherwise, node $i$ cancels its transmission for that round.

The relative durations of the phases into which node $i$ divides its respective interval (as determined by the value of $f_i$) are dynamically determined so as to match the anticipated relative traffic volumes in node $i$'s neighbourhood, using an EWMA strategy. For round 2, $f_i$ is chosen as 1. Let $F_i^j$ and $S_i^j$ denote the number of first-phase and second-phase data transmissions that node $i$ hears during round $j \geq 2$. (Each data packet includes a bit indicating which phase the transmitting node was in when the transmission occurred.) At the end of round $j$, node $i$ takes as its updated value of $f_i$ a weighted average of the old value of $f_i$, and the measured fraction of first-phase transmissions during that round: $(1 - \delta)f_i + \delta(F_i^j/(F_i^j + S_i^j))$, where $\delta$ (set to 0.125 for the simulations of Section 5.4) is a parameter determining the weight given to the most recent measurement. The idea is that the proportion of time for the first phase should be kept consistent with the expected proportion of the traffic generated for the first phase. If more traffic is generated for the first phase than the second phase, then the first phase should last longer than the second phase. In coverage preserving aggregation, the number of nodes that transmit per round varies a lot with different network settings. It is difficult to manually determine
the duration of the two phases in a manner yielding consistently good performance. The adaptive strategy solves the problem by dividing the transmission interval using history information of traffic volumes. The results concerning the number of nodes that transmit per round are reported in Section 5.4.

5.2.2 Broadcast-based

The broadcast-based coverage preserving aggregation protocol organizes nodes into a ring topology [67], rather than tree. As shown in Fig. 5.2, the sink is the only node that is located in ring 0, nodes one hop away from the sink are in ring 1, and in general nodes $h$ hops away are in ring $h$. As in the unicast-based protocol, nodes in different rings are allotted different time intervals within each round of communication for their transmissions, with a constant interval duration $I$. Denoting the maximum hop count from the sink by $H$, each node $i$ in ring $h_i$ transmits in interval $H - h_i$. Each node $i$ aggregates all of the data it has received from broadcasts for the current round (from neighbouring nodes in ring $h_i + 1$, as well as from neighbouring nodes in the same ring $h_i$ that transmitted earlier within the interval) for its own broadcast. Each broadcast packet includes a bit vector indicating the nodes whose data is aggregated in the packet. Note that this protocol assumes it is acceptable for the sink to receive multiple aggregates including the same sensor value.

For each round (including the first), each node $i$ divides its respective interval into two phases, of durations $0.8f_iI$ and $0.8(1 - f_i)I$, respectively, with a gap of $0.1I$ between the phases and a gap of $0.1I$ separating the second phase from the beginning of the next interval. For the first round, $f_i$ is chosen as 0.9. For subsequent rounds, the value of $f_i$ is updated as in the unicast-based protocol. To improve reliability, in some cases a node may transmit in both phases. (Since broadcast is being used, there are no link layer acknowledgements.)

A scheduled transmission by a node $i$ is cancelled if both of the following conditions hold at the time the transmission was to have occurred:

- for each node $k$ in ring $h_i + 1$ from which that node $i$ has heard a broadcast
Node A cancels its transmission after receiving B, C, and D’s broadcasts.

**Figure 5.2:** Broadcast-based Coverage Preserving Aggregation

for the current round, node $i$ has also heard a broadcast from some other node in ring $h_i$ that has included node $k$’s sensor data in its aggregate;

- the set of other nodes whose data node $i$ has aggregated for the current round (from the broadcasts it has received) cover node $i$’s sensing area. Node $i$ knows whose data it has from the bit vectors carried by the received broadcasts.

The first of these conditions is needed to ensure that for each node in a ring $h_i + 1$, there is at least one node in ring $h_i$ that forwards its data.

Nodes schedule their transmissions as follows. For the first round, each node $i$ picks a random value $r_{1i}$ between 0 and $0.8f_i I$, and schedules a broadcast for time $T_0 + (H - h_i)I + r_{1i}$ within the first phase of its respective interval. If this first broadcast is made (i.e., one or both of the above conditions did not hold), another random value $r_{2i}$ is picked between 0 and $0.8(1 - f_i)I$, and a second broadcast is scheduled (for improved reliability) for time $T_0 + (H - h_i)I + (0.8f_i + 0.1) + r_{2i}$ within the second phase. This second broadcast is made only if one or both of the above conditions does not hold, and only if node $i$ has not heard a broadcast from some
other ring $h_i$ node, subsequent to node $i$'s first phase broadcast, that includes its data from this broadcast. Similar to the broadcast-based protocols in Chapter 4, a node only collects one sampling value during each round to keep the data consistent.

For each subsequent round $j$, $j > 1$, nodes schedule transmissions much as described above for the first round, with the exception that a transmission is scheduled for the first phase of the respective interval only if one or both of the above bulleted conditions did not hold at the end of the previous round. Otherwise, a transmission is scheduled (only) for the second phase.

Broadcast-based coverage preserving aggregation is more resilient to persistent node failure than unicast-based coverage preserving aggregation. In unicast-based coverage preserving aggregation, the failure of a parent node results in the loss of all of the data from the corresponding subtree, and all data from its children is lost before the child nodes find a new parent. In broadcast-based coverage preserving aggregation, a node may have multiple neighbours in the next ring closer the sink. Even if all these neighbours fail, the node’s data may still be received and forwarded to the sink by its neighbours in the same ring before it switches to a new ring.

5.3 Data Collection with Node Scheduling

The performance of the proposed protocols is compared to that obtained by using node scheduling together with conventional unicast-based and broadcast-based data aggregation protocols. Rather than evaluate any particular practical node scheduling protocol, an optimization algorithm is applied to find a minimal coverage set; i.e., a smallest set of active nodes such that the sensing area they cover is the same as that of the set of all nodes. Data collection using aggregation is then performed over the nodes in this minimal coverage set. The specific aggregation protocols used are the unicast-based synchronous aggregation protocol described in Section 3.3.1, and the broadcast-based synchronous aggregation protocol described in Section 4.2.1.

Section 5.3.1 describes how a minimal coverage set is found. Sections 5.3.2 and 5.3.3 discuss the unicast and broadcast-based data aggregation protocols that
are used for comparison with the proposed protocols.

5.3.1 Minimal Coverage Set

The minimal coverage set (MCS) problem is formulated as a binary integer programming problem in Matlab\(^1\). The region over which the sensor nodes are deployed is divided into small cells. Letting \(m\) denote the number of cells and \(n\) the number of sensor nodes, the sensing area coverage of the nodes is encoded in an \(m \times n\) matrix \(A\), where \(A_{i,j} = 1\) when cell \(i\) is covered by node \(j\), and otherwise \(A_{i,j} = 0\). A cell is considered to be “covered” by a node if the center of the cell is within the node’s sensing range. This approximation may result in a smaller than actual minimal coverage set, but the impact of discretization can be made negligible by choosing a sufficiently small cell size.

Let \(b\) be a vector with \(m\) entries, such that \(b_i = 1\) when cell \(i\) is covered by any of the nodes and zero otherwise. Note that the value of \(b_i\) is set to 1 if any of the nodes inside the network covers cell \(i\). The value of \(b_i\) is set to 0 only if none of the nodes covers that cell. Let \(f\) be a vector with \(n\) entries each set to 1. A minimal coverage set is then given by a binary integer vector \(x\) that minimizes \(f^T x\) under the constraint \(A x \geq b\), where node \(i\) is included in the set if \(x_i = 1\). Node \(i\) is excluded from the set if \(x_i = 0\).

In Matlab, \(x = \text{bintprog}(f,A,b)\) solves the binary integer programming problem of minimizing \(f^T x\) such that \(A x \leq b\). To solve the minimum coverage set problem, \(x = \text{bintprog}(f,-A,-b)\) is used.

5.3.2 Unicast-based Aggregation

The unicast-based aggregation protocol described in Section 3.3.1 is used for comparison with the coverage preserving aggregation protocols. The protocol matches the coverage preserving unicast-based protocol proposed in Section 5.2.1, except for the protocol elements concerning coverage. An aggregation tree is used, but now just

\(^1\)http://www.mathworks.com/
including the nodes in the minimal coverage set. Nodes at different levels of the tree are assigned to different intervals within each round of communication, as previously. Each round, nodes schedule their transmissions in their respective intervals exactly as is done in the first round in the coverage preserving protocol. Unlike in that protocol, there is no protocol mechanism for cancelling a scheduled transmission.

5.3.3 Broadcast-based Aggregation

The broadcast-based aggregation protocol described in Section 4.2.1 is used in the performance comparison presented in Section 5.4. Similar to the case of unicast-based aggregation, the broadcast-based aggregation protocol in Section 4.2.1 matches the coverage preserving broadcast-based protocol proposed in Section 5.2.2, except for the protocol elements concerning coverage. The nodes in the minimal coverage set are organized into a ring topology, with nodes in different rings assigned to different transmission intervals within each round of communication, as previously.

Each interval is divided into a first and second phase, but unlike in the coverage preserving protocol, the durations of these phases are determined by a fixed parameter $\lambda$ (chosen as 0.8 in the experiments whose results are presented here). All nodes (in the minimal coverage set) transmit in the first phase, and some nodes also transmit in the second phase as well, for improved reliability.

5.4 Comparative Evaluation

Performance is evaluated for both real-time and delay-tolerant applications using ns2 simulations. The metrics considered are the following: (1) the average percentage of uncovered area in each round of data collection, (2) the average number of MAC layer packet transmissions per round (for unicast, including both initial data packet transmissions, and link layer retransmissions and acknowledgements), (3) the average number of nodes that transmit per round, and (4) the average number of bytes transmitted per round. The last three metrics yield insight into relative energy usage. The uncovered area in each round is the area that is not covered by the
nodes whose data is included in the aggregates that are successfully received at the sink. For real-time applications, the maximum data age is measured, which shows how “stale” the data received at the sink from one round can become before that for the next round is received. Recall that the maximum data age for each round is calculated as \( \tau \) plus the maximum data collection delay. The figures plot the average of the maximum data ages over multiple rounds.

Node area coverage is determined as described in Section 5.3.1, based on a division of the region into cells. Sensor fields are generated by randomly scattering nodes in square areas. The node closest to the center of the area is selected as the sink.\(^2\) Section 5.4.1.1, Section 5.4.1.2, Section 5.4.2.1, and Section 5.4.2.2 show results for a sensor network with 320 nodes deployed over a 250 meter by 250 meter area. The cell size that is used to determine node area coverage is 2 meters by 2 meters, giving 15625 cells in total for this network. With all 320 nodes, about 99.4% of the area is covered. The size of a minimal coverage set (covering the same area) is 96 nodes. Section 5.4.1.3 and 5.4.2.3 shows performance results for both lower and higher density networks.

As in Chapter 3 and Chapter 4, an 802.11 MAC layer is simulated for the unicast-based aggregation protocols, without using RTS/CTS [102], assuming each node has a transmission range of 40 meters and data rate of 2 Mbps. Different maximum numbers of link layer retransmissions (3 and 8) are simulated for when the sender fails to receive an acknowledgement. The same transmission range and data rate are used for the broadcast-based protocols. All nodes have a sensing range of 20 meters. As the transmission range is twice the sensing range, it is guaranteed that the nodes in the minimum coverage set are connected.

As in Chapter 4, no specific assumptions are made regarding the type of aggregation that is performed; instead, two extreme cases are considered with respect to how packet size grows with the number of aggregated values. In one of these, it is assumed that sensor data can be aggregated into packets of size that is independent

\(^2\)When evaluating aggregation using a minimal coverage set, the sink is selected from only these nodes (optimistically for this approach).
of the number of aggregated values (chosen as 52 bytes in the simulations reported here). In the other, required packet size is assumed to increase linearly with the number of aggregated values (at 4 bytes per value). Similarly, 3X, 4X, and 8X denote up to 3, 4, and 8 MAC layer retransmissions in the figures.

Section 5.4.1 and 5.4.2 evaluate protocol performance for delay-tolerant and real-time data collection, respectively. Two error models are considered: independent random error model and two-state Gilbert error model. Physical layer packet loss occurs independently for each packet, with a fixed probability, and there are no node failures in independent random error model. The two-state Gilbert error model can reflect longer link outages and partial node failures, depending on the parameter settings. The impact of network density on performance is explored in Section 5.4.1.3 and 5.4.2.3, for delay-tolerant and real-time data collection, respectively.

Table 5.1 lists the parameters that are used in the performance evaluation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>The time between successive sensor readings at each node.</td>
</tr>
<tr>
<td>PLR</td>
<td>The physical layer loss rate for the independent random error model.</td>
</tr>
<tr>
<td>$N$</td>
<td>The number of nodes inside the network. All sensor networks for the performance evaluation have 320 nodes.</td>
</tr>
<tr>
<td>$N_{MCS}$</td>
<td>The number of nodes in the minimum coverage set of a sensor network.</td>
</tr>
<tr>
<td>$S$</td>
<td>The size of the square area inside which $N$ nodes are scattered.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Protocol parameter for unicast and broadcast-based aggregation with minimum coverage set. The transmission times of the nodes at the same tree level are scattered over $\lambda I$ for each round. The value of $\lambda$ is fixed at 0.8.</td>
</tr>
<tr>
<td>$\tau_b$</td>
<td>The average duration of the bad state in the two-state Gilbert model.</td>
</tr>
<tr>
<td>$P_b$</td>
<td>Proportion of time that is spent in the bad state in the two-state Gilbert model.</td>
</tr>
</tbody>
</table>

**Table 5.1:** Simulation Parameters for Chapter 5

Similar to the simulations with the synchronous protocols in Chapter 3 and Chapter 4, for all protocols, each simulation run lasts 1,150 sampling period durations, with the initial 200 and the last 50 sampling period durations removed from the measurements. As in Chapter 4, the results reported below are based on one simulation run.
5.4.1 Performance for Delay-Tolerant Data Collection

This section evaluates the performance of the aggregation protocols for delay-tolerant applications. The sampling period duration $\tau$ (and corresponding interval duration $I$, chosen as $\tau$ divided by the maximum hop count to the sink) is chosen sufficiently large that network contention is minimal.

5.4.1.1 Performance for Independent Random Error Model

Figures in this section show the performance of both the proposed coverage preserving aggregation protocols, and the conventional aggregation protocols as applied to a minimal coverage set, for the independent random error model. Each figure plots one of the four performance metrics as a function of the physical layer packet loss rate (expressed as a loss probability).

![Figure 5.3: Average Percentage of Uncovered Area per Round for Independent Random Error Model (delay-tolerant, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, fixed packet size)](image)

Fig. 5.3 shows the average percentage of uncovered area in each round, for the case in which the packet size is fixed. Results for when the packet size increases with the number of aggregated values are very similar. As the loss probability increases beyond 0.1, broadcast-based coverage preserving aggregation significantly outperforms broadcast-based aggregation with minimal coverage set, and all of the
unicast-based protocols with a link layer retransmission limit of 3. Broadcast-based coverage preserving aggregation begins to outperform the unicast-based protocols with a link layer retransmission limit of 8, as well, once the loss probability exceeds 0.4. Broadcast-based coverage preserving aggregation is able to keep more than 99% of the area covered at 70% physical layer loss rate. These results are explained by the fact that as the packet loss rate increases, the broadcast-based coverage preserving protocol correspondingly increases the number of nodes transmitting their sensor data in each round, as seen in Fig. 5.4. Note in this figure that the number of transmitting nodes is fixed at 96 for the minimal coverage set protocols.

Unicast-based coverage preserving aggregation, however, yields only modestly improved coverage in comparison to unicast-based aggregation with minimal coverage set. The relatively poor performance in comparison to that with broadcast-based coverage preserving aggregation shows the impact of packet loss by the interior tree nodes. With the unicast-based protocols, packet loss at one of the interior tree nodes results in the loss of all of the data from the corresponding subtree.

![Figure 5.4: Nodes that Transmit per Round for Independent Random Error Model (delay-tolerant, N = 320, N_{MCS} = 96, S = 250m \times 250m, fixed packet size)](image)

Fig. 5.5 shows the average number of MAC layer packet transmissions per round (for unicast, including link layer retransmissions and acknowledgements), for the case in which the packet size is fixed. Results for increasing packet size are very similar.
As seen in Fig. 5.5, the broadcast-based protocols send relatively few packets; this is since each node transmits its data at most twice with these protocols, and since nodes do not send ACKs. Note that more packets are sent with coverage preserving aggregation than when using the corresponding protocol with minimal coverage set, even for a packet loss rate of 0. This reflects the fact that a greater number of nodes transmit with this approach, as seen in Fig. 5.4. The figure for increasing packet size is very similar.

![Graph](image)

**Figure 5.5:** MAC Layer Packet Transmissions per Round for Independent Random Error Model (delay-tolerant, \(N = 320\), \(N_{MCS} = 96\), \(S = 250m \times 250m\), fixed packet size)

Fig. 5.5 shows that for unicast-based aggregation with minimum coverage set, the average number of MAC layer packet transmission per round drops when the physical layer loss rate reaches 80% (for up to 3 retransmissions) and 90% (for up to 8 retransmissions). Fig. 5.6 and Fig. 5.7 show that while the average number of MAC layer data packets per round keeps increasing as the physical layer loss rate gets higher, the average number of ACK packets per round drops when loss probability is high enough. When a packet is transmitted using unicast, the destination node is expected to send an ACK to the sender when the packet is received. When the loss probability reaches 60% or even higher, fewer packets arrive at their destination nodes. As a result, the number of ACK transmissions drops. For unicast-based aggregation with minimum coverage set, the decreasing number of ACK packets per
round eventually causes the total number of MAC layer packets per round to drop. For unicast-based coverage preserving aggregation, more nodes transmit as the loss probability get higher, and the average number of MAC layer packet transmission per round increases accordingly.

The average number of bytes transmitted per round is shown in Fig. 5.8 for both the fixed and increasing packet size cases. For increasing packet size, the data volume with broadcast-based coverage preserving aggregation is typically considerably larger than with the other protocols, owing to cases in which the same sensor value is redundantly included in multiple aggregates. The data volume with this protocol substantially decreases as the loss probability exceeds 0.7, since the growing packet loss decreases this redundancy.

5.4.1.2 Performance for Two-state Gilbert Error Model

This section reports performance results for both the proposed coverage preserving aggregation protocols, and the conventional aggregation protocols as applied to a minimal coverage set, for a two-state Gilbert error model.

Similar to the two-state Gilbert error model that is used in the performance comparison in Section 4.3, there is a “good” state and a “bad” state in the error
model. When the node is in the “good” state, all packets are received correctly unless they collide with other packets. No packets are received when the node stays in the “bad” state. It is assumed that the sink is a special node, which always stays in the “good” state. The time a node spends in a state before transiting to the other state (the sojourn time) is exponentially distributed. By varying the average sojourn time, a range of scenarios can be modelled, from independent random packet loss (with very short sojourn times) to link outages and partial node failures (with long sojourn times).

Figs. 5.9 to 5.12 show performance results for the case in which the packet size is fixed. In Fig. 5.9, each node spends 20% of its time in the bad state, and the average sojourn time in that state (and the corresponding average sojourn time in the good state) is varied. As seen in the figure, broadcast-based coverage preserving aggregation is able to provide much better coverage in the case of long duration failures than are the unicast-based protocols. This is since the latter protocols rely on link layer retransmissions, which are ineffective in this case. Broadcast-based coverage preserving aggregation also yields better coverage than broadcast-based aggregation with minimal coverage set, since the former protocol can often rely on other nodes to compensate for the nodes in the bad state. Note that for a very small
Figure 5.8: Bytes Transmitted per Round for Independent Random Error Model (delay-tolerant, N = 320, $N_{MCS} = 96$, S = 250m × 250m)
average sojourn time, such as 0.0001 seconds in the figure, the average percentage of uncovered area in each round increases, since a node is likely to enter the bad state at least once while receiving a packet, causing the loss of that packet.

Qualitatively similar results are seen in Fig. 5.10 for different values of the proportion of time each node spends in the bad state. Note that the reliability advantage of broadcast-based coverage preserving aggregation, compared to the other protocols, increases as the reliability of the network decreases.

Fig. 5.11 and Fig. 5.12 plot the number of nodes that transmit per round and the average number of MAC layer packet transmissions per round, respectively. In these two figures, as well as Fig. 5.13, the proportion of time each node spends in the bad state is fixed at 20%.

Fig. 5.13 shows the average number of bytes transmitted per round, for both the fixed and increasing packet size cases. As is the case for the independent random error model, although broadcast-based coverage preserving aggregation transmits relatively few packets per round, in the case of increasing packet size these packets can become quite large, yielding a higher number of bytes transmitted. However, its relative performance with respect to this metric generally improves as the average state sojourn time in the Gilbert model increases.

**Figure 5.9:** Average Percentage of Uncovered Area per Round for Gilbert Error Model (delay-tolerant, N = 320, N_{MCS} = 96, S = 250m \times 250m, P_b = 20\%, fixed packet size)
Figure 5.10: Impact of Percentage of Time in Bad State for Gilbert Error Model (delay-tolerant, N = 320, N_{MCS} = 96, S = 250m × 250m, fixed packet size)
Figure 5.11: Nodes that Transmit per Round for Gilbert Error Model (delay-tolerant, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 20\%$, fixed packet size)

Figure 5.12: MAC Layer Packet Transmission per Round for Gilbert Error Model (delay-tolerant, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 20\%$, fixed packet size)
5.4.1.3 Impact of Network Density

This section reports performance results for sensor networks with lower density and higher density, respectively, than that considered previously. As with the previous sensor network, there are 320 nodes, but the area over which these nodes are scattered is 300 meters by 300 meters in Fig. 5.14, and 200 meters by 200 meters in Fig. 5.15. Only figures for fixed packet size are shown in this section; related figures for increasing packet size are very similar.

Given that the cell size is 2 meters by 2 meters, the sensor field with a 300 meter...
Figure 5.14: Performance for Lower Density Network (delay-tolerant, N = 320, \( N_{MCS} = 139 \), \( S = 300m \times 300m \), fixed packet size)

by 300 meter area has 22,500 cells in total. With all 320 nodes, about 98.4% of the monitored area is covered. The sensor field with a 200 meter by 200 meter area has 10,000 cells. With all 320 nodes, 100% of the monitored area is covered. With higher density, broadcast-based coverage preserving aggregation is able to achieve more than 99.9% coverage in all simulations with the two-state Gilbert model. The other protocols are also able to get more than 99.9% of the monitored area covered for some of the simulation parameters. Therefore, in Fig. 5.15, the y-scale is changed to plot the performance results. In Fig. 5.15(b), unicast-based coverage preserving
aggregation with up to 8 MAC layer transmissions yields 0% uncovered area when the average sojourn in the bad state is 0.001 seconds. That point cannot be plotted as the y-axis is shown in log scale.

![Graph](image)

(a) Independent Random Error Model

![Graph](image)

(b) Gilbert Error Model (20% of time in bad state)

**Figure 5.15:** Performance for Higher Density Network (delay-tolerant, N = 320, $N_{MCS} = 54$, S = 200m $\times$ 200m, fixed packet size)

Comparing the results in Figs. 5.14 and 5.15 to those in Figs. 5.3 and 5.9 (for area of 250 meters by 250 meters), the main observation is the dramatic impact of density on the relative performance of the protocols. In particular, the higher the density, the greater the reliability improvements with broadcast-based coverage preserving aggregation.
5.4.1.4 Summary of Results

In Section 5.4.1, the proposed unicast and broadcast-based coverage preserving aggregation protocols are evaluated and compared with data aggregation relying on node scheduling in the context of delay-tolerant data collection. Section 5.4.1.1 and Section 5.4.1.2 present performance results with the independent random error model and the two-state Gilbert error model, respectively. Performance results for networks with higher and lower density are presented in Section 5.4.1.3. When packet loss is random, for the network with 320 nodes over a 250 meter by 250 meter area, broadcast-based coverage preserving aggregation yields better coverage than all the other protocols when the physical layer loss rate is above 40%. For the network with lower density, broadcast-based coverage preserving aggregation and the unicast-based protocols with up to 8 MAC layer retransmissions yield similar performance. The reliability improvements with broadcast-based coverage preserving aggregation increase as the network density gets higher. Broadcast-based coverage preserving aggregation yields significantly better coverage when packet loss follows the two-state Gilbert error model. In all scenarios, the unicast-based coverage preserving aggregation protocol yields similar reliability as unicast-based aggregation minimum coverage set.

5.4.2 Performance for Real-time Data Collection

This section evaluates the performance of the aggregation protocols for real-time applications that aim to keep a “current” view of the monitored area. Data forwarding delay and the maximum data age are crucial for such applications.

Simulations are run with different sampling period duration $\tau$ (and corresponding interval duration $I$). The maximum data age and the other metrics are measured for each $\tau$. All figures in this section, except Fig. 5.22 and Fig. 5.29, are created by plotting one of the other four performance metrics as a function of the maximum data age. Fig. 5.22 and Fig. 5.29 plot the average number of bytes that are transmitted per round as a function of $\tau$. In all figures that plot the percentage of uncovered
area as a function of the maximum data age, the point with the highest percentage of uncovered area corresponds to the highest sampling rate. The percentage of uncovered area decreases for lower sampling rates.

5.4.2.1 Performance for Independent Random Error Model

This section presents performance results with the independent random error model. Values for $\tau$ are chosen manually within the range of $[0.09, 1.2]$ seconds. Note that there is some variation in the particular values chosen from this range for different protocols. For each protocol, the chosen values yield good coverage of the $x/ y$ region being plotted in the figures.

Figs. 5.16 plots performance results of the protocols with 20% physical layer loss rate. To better explain the results, Fig. 5.17 plots the average percentage of uncovered area per round and the maximum data age of the protocols as a function of $\tau$, for increasing packet size. Both Fig. 5.16(a) and Fig. 5.17 plot performance results from the same set of simulations. For both fixed and increasing packet size, broadcast-based aggregation with minimal coverage set is able to achieve lower maximum data age for moderate loss of coverage. For around 2% uncovered area, broadcast-based aggregation with minimal coverage set is able to reduce the maximum data age by around 40% for fixed packet size. The performance improvement with broadcast-based aggregation with minimal coverage set decreases for increasing packet size. Note that broadcast-based aggregation with minimal coverage set is able to get at most 99% of the area covered for different maximum data age.

As $\tau$ gets smaller, the average percentage of uncovered area per round starts to increase for all protocols. The interval duration gets shorter as $\tau$ decreases. More packets are lost because of collisions. When the duration of the transmission interval is too short, nodes that share the same interval cannot get their packets through within their own transmission interval. Packets that arrive after the receiver has sent out its partial aggregate are not aggregated. For the coverage preserving protocol, as more packets are lost or arrive late, more nodes start to transmit because by the time their timers go off, they cannot hear or overhear from enough neighbours that
Figure 5.16: Average Percentage of Uncovered Area per Round for Independent Random Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, PLR = 20%)
cover their sensing area completely, making the situation even worse.

![Graph](image)

(a) Average Percentage of Uncovered Area per Round

(b) Maximum Data Age

**Figure 5.17:** Performance as a Function of $\tau$ for Independent Random Error Model (real-time, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, PLR = 20%, increasing packet size)

Network congestion starts to build up as the sampling rate gets higher. When up to 8 MAC layer retransmissions are allowed, some packets manage to get through to the sink after repeated retransmissions, with long transmission delay. As seen in Fig. 5.17, for the unicast-based protocols with up to 8 MAC layer retransmissions, the maximum data age starts to increase when the sampling rate is high enough.

Comparing the results in Figs. 5.16(a) to those in Fig. 5.16(b), an observation is the dramatic impact of packet size on the relative performance of the protocols.
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For fixed packet size, broadcast-based coverage preserving aggregation outperforms unicast-based coverage preserving aggregation. Its performance is very close to that of unicast-based aggregation with minimal coverage set. Packet size has a significant impact on broadcast-based coverage preserving aggregation; the maximum data age of broadcast-based coverage preserving aggregation increases greatly in the case of increasing packet size. For 5% uncovered area, the maximum data age of broadcast-based coverage preserving aggregation doubles with increasing packet size. This reflects the fact that the same sampling value may be carried in the aggregates of multiple nodes. The performance of broadcast-based aggregation with minimal coverage set also gets worse for increasing packet size, although not as much as broadcast-based coverage preserving aggregation, because only 96 nodes are transmitting in broadcast-based aggregation with minimal coverage set. Compared with the broadcast-based protocols, the unicast-based protocols are influenced by packet size too, but the impact is insignificant, especially for unicast-based aggregation with minimal coverage set. This explains why the performance improvement with broadcast-based aggregation with minimal coverage set decreases in the case of increasing packet size.

The performance of the protocols for 10% and 30% physical layer loss rate is shown in Fig. 5.18 and Fig. 5.19, respectively. The relative performance of broadcast-based coverage preserving aggregation improves as the physical layer loss rate get higher. For fixed packet size, broadcast-based coverage preserving aggregation is outperformed by both unicast and broadcast-based aggregation with minimum coverage set when the physical layer packet loss rate is only 10%. Packet loss can be easily recovered by MAC layer retransmissions for 10% physical layer loss rate. Broadcast-based coverage preserving aggregation does not have much advantage in this case. With fixed packet size, broadcast-based coverage preserving aggregation outperforms all unicast-based protocols for 30% physical layer loss rate, as the cost for loss recovery gets higher in this case. The relative performance of broadcast-based coverage preserving aggregation gets much worse in the case of increasing packet size, owing to the fact that the same sampling value may be included in the aggregates.
of multiple nodes.

**Figure 5.18:** Average Percentage of Uncovered Area per Round for Independent Random Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, PLR = 10%)

The relative performance of broadcast-based aggregation with minimal coverage set improves with higher physical layer loss rate. For increasing packet size, the performance of unicast and broadcast-based aggregation with minimum coverage set is very close when the physical layer loss rate is 10%. The cost for packet recovery is low for unicast transmissions in this case, and broadcast-based aggregation with minimal coverage set has to pay the price for carrying the same sampling value in multiple aggregates. When the physical layer loss rate is 30%, broadcast-based
aggregation with minimal coverage set outperforms unicast-based aggregation with minimal coverage set for both fixed and increasing packet size. As seen in Fig. 5.16, Fig. 5.18 and Fig. 5.19, unicast-based coverage preserving performs the worst for all three loss rates, except in Fig. 5.18(a).

Fig. 5.20 plots the average number of nodes that transmit per round for different sampling rates and 20% physical layer loss rate. As the sampling rate gets higher, more packets get dropped due to collisions. At the same time, more packets arrive after the receivers have transmitted for that round, because the transmission interval is so short that packets sent by the nodes in the same ring cannot get through during their transmission interval. For both unicast and broadcast-based coverage preserving aggregation, more nodes transmit because they cannot hear or overhear transmissions from enough nodes that cover their sensing area by the time their timers go off, until all 320 nodes transmit. The number of transmitting nodes is fixed at 96 for the protocols with the minimal coverage set.

Fig. 5.21 shows the average number of bytes transmitted per round as a function of the maximum data age, for 20% physical layer loss rate. The average number of bytes transmitted per round as a function of $\tau$ is plotted in Fig. 5.22 to better explain the results.

Traffic volume per round is limited by the sampling period duration $\tau$ and network capacity. When duration $\tau$ is long enough for all traffic to get through, the amount of traffic generated for each round decides the average number of bytes transmitted per round. As the sampling rate gets higher, more packet collisions happen as the nodes contend for the channel during their shortened transmission interval. For coverage preserving aggregation, more nodes start to transmit as the sampling rate increases, as seen in Fig. 5.20. If no packets are dropped due to queue overflow, more traffic is generated and transmitted for each round. (The duration $\tau$ may not be long enough to get all the traffic for one round through.) The network eventually reaches its maximum capacity as the sampling rate keeps getting higher, and traffic transmitted per round is decided by $\tau$ in this case. This explains why in Fig. 5.22(a), the number of bytes transmitted per round of the coverage preserving protocols increases first.
(a) Increasing Packet Size

(b) Fixed Packet Size

**Figure 5.20**: Nodes that Transmit per Round for Independent Random Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, PLR = 20%)
and then decreases as $\tau$ gets smaller. Similar phenomena are also observed in Fig. 5.22(b).

The average number of MAC layer packet transmissions per round is plotted in Fig. 5.23, for 20% physical layer loss rate. For increasing packet size, broadcast-based coverage preserving aggregation has the highest traffic volume, as seen in Fig. 5.21(a), although it transmits fewer packets than unicast-based coverage preserving aggregation, as seen in Fig. 5.23(a). This reflects the fact that the same value may be included in multiple packets in broadcast-based coverage preserving aggregation.
For fixed packet size, the curves for the average number of MAC layer packet transmissions per round, as seen in Fig. 5.23(b), are very similar with those for the average number of bytes transmitted per round, as seen in Fig. 5.21(b).

![Graph showing MAC layer packet transmissions per round for varying maximum data age and packet size with different modes of operation.]

**Figure 5.23:** MAC Layer Packet Transmissions per Round for Independent Random Error Model (real-time, varying \( \tau \), \( N = 320 \), \( N_{MCS} = 96 \), \( S = 250m \times 250m \), PLR = 20%)

### 5.4.2.2 Performance for Two-state Gilbert Error Model

The section presents performance results with the two-state Gilbert error model. Different values are taken from the range of \([0.09, 1.2]\) seconds for \( \tau \). Similar to the
simulations in Section 5.4.2.1, there is some variation in the particular values chosen from this range for different protocols.

Fig. 5.24 plots performance results of the proposed coverage preserving protocols and the conventional aggregation protocols with minimum coverage set, for a two-state Gilbert error model with 20% of time in the bad state. As described in Section 5.4.1.2, there is a “good” state and a “bad” state in the error model. When the node is in the “good” state, all packets are received correctly unless they are corrupted by collisions. No packets are received when the node stays in the “bad” state. It is assumed that the sink always stays in the “good” state. The sojourn time in each state is exponentially distributed. The average sojourn time in the bad state is fixed at 0.5 seconds for all results that are reported in this section.

Both unicast-based coverage preserving aggregation and unicast-based aggregation with minimum coverage set yield poor coverage, as seen in Fig. 5.24, because MAC layer retransmission is not effective in packet recovery in this case. For real-time data collection that is willing to trade coverage for lower maximum data age, broadcast-based aggregation with minimum coverage set is able to achieve lower maximum data age with moderate loss of coverage, especially in the case of increasing packet size. For around 5% uncovered area, broadcast-based aggregation with minimum coverage set can lower the maximum data age by more than 40% in the case of increasing packet size, as seen in Fig. 5.24(a). Broadcast-based coverage preserving aggregation performs the second best in this case. It is outperformed by broadcast-based aggregation with minimum coverage set in terms of the maximum data age, but with increased data age, it is able to lower the percentage of uncovered area significantly.

Results for the two-state Gilbert error model with 10% and 1/3 of time in the bad state are shown in Fig. 5.25 and Fig. 5.26, respectively. For 10% time in the bad state, broadcast-based aggregation with minimum coverage set is the best choice if the system is willing to accept moderate loss of coverage (less than 20%, for example) for better data freshness. The performance improvement with broadcast-based aggregation with minimum coverage set is substantial in the case of increasing packet size.
Figure 5.24: Average Percentage of Uncovered Area per Round for Gilbert Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 20\%$, $\tau_b = 0.5$ sec.)
size, as seen in Fig. 5.25(a). Broadcast-based coverage preserving aggregation outperforms the unicast-based protocols in the case of fixed packet size. For increasing packet size, with up to 3 MAC retransmissions, the unicast-based protocols yield substantially lower maximum data age than broadcast-based coverage preserving aggregation at around 20% loss of coverage, but broadcast-based coverage preserving aggregation outperforms the unicast-based protocols for less than 15% loss of coverage.

Figure 5.25: Average Percentage of Uncovered Area per Round for Gilbert Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 10\%$, $\tau_b = 0.5$ sec.)

Figure 5.26: Average Percentage of Uncovered Area per Round for Gilbert Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 1/3$, $\tau_b = 0.5$ sec.)

For 1/3 time in the bad state, if the system is willing to accept around 15% or even
higher percentage of uncovered area, broadcast-based aggregation with minimum coverage set can provide lower maximum data age. Only broadcast-based coverage preserving aggregation can achieve 90% or higher coverage in this case. Broadcast-based coverage preserving aggregation also outperforms the unicast-based protocols for both fixed and increasing packet size.

Fig. 5.27 to 5.30 plot performance results for the two-state Gilbert error model with 20% of time in the bad state. Fig. 5.27 plots the average number of nodes that transmit per round. For coverage preserving protocols, more nodes transmit as the sampling rate gets higher, until all nodes inside the network transmit.

Fig. 5.28 and Fig. 5.29 show the average number of bytes transmitted per round as a function of the maximum data age and \( \tau \), respectively. For both fixed and increasing packet size, broadcast-based aggregation with minimum coverage set transmit the fewest bytes. As the sampling rate gets higher, more traffic is generated inside the network. The network eventually reaches its maximum capacity, and the traffic transmitted per round is decided by \( \tau \) in this case. This explains why for increasing packet size, the average number of bytes transmitted per round of all protocols starts to drop as the sampling rate gets higher. This also explains why for fixed packet size, the curves of the unicast-based protocols move downwards as \( \tau \) decreases.

The average number of MAC layer packet transmissions per round is shown in Fig. 5.30. For increasing packet size, although broadcast-based coverage preserving transmits fewer packets than unicast-based coverage preserving with up to 3 retransmissions, as seen in Fig. 5.30(a), it transmits more bytes than the latter, as seen in Fig. 5.28(a), because the same sensor value may be redundantly included in multiple aggregates. For fixed packet size, the curves in Fig. 5.30(b) is quite similar with those in Fig. 5.28(b).

5.4.2.3 Impact of Network Density

The two sensor networks used in Section 5.4.1.3 are used here to evaluate the impact of density in real-time scenarios. In one sensor field, 320 nodes are randomly scattered
Figure 5.27: Nodes that Transmit per Round for Gilbert Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 20\%$, $\tau_b = 0.5$ sec.)
Figure 5.28: Bytes Transmitted per Round for Gilbert Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 20\%$, $\tau_b = 0.5$ sec.)

(a) Increasing Packet Size

(b) Fixed Packet Size

Figure 5.29: Bytes Transmitted per Round as a Function of $\tau$ for Gilbert Error Model (real-time, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 20\%$, $\tau_b = 0.5$ sec.)
Figure 5.30: MAC Layer Packet Transmissions per Round for Gilbert Error Model (real-time, varying $\tau$, $N = 320$, $N_{MCS} = 96$, $S = 250m \times 250m$, $P_b = 20\%$, $\tau_b = 0.5$ sec.)
over a 300 meter by 300 meter area. In the other, 320 nodes are randomly scattered over a 200 meter by 200 meter area. Values for $\tau$ are chosen manually within the range of [0.06, 1.4] seconds. Similarly, there is some variation in the particular values chosen from this range for different protocols.

Figs. 5.31 and 5.32 plot performance results for sensor networks with 300 meter by 300 meter area and 200 meter by 200 meter area, respectively. The independent random error model is used in the simulations, with 20% physical layer loss rate. As in Section 5.4.1.3, the y-scale of Fig. 5.32 is changed to plot the results with less than 0.1% uncovered area. For real-time data collection systems that are willing to trade coverage for data freshness, broadcast-based aggregation with minimum coverage set is able to achieve lower minimum data age with moderate loss of coverage.

Figs. 5.33 and 5.34 plot performance results with the two-state Gilbert model for the sensor networks with 300 meter by 300 meter area and 200 meter by 200 meter area, respectively. The average sojourn time in the bad state is fixed at 0.5 seconds. In Fig. 5.34, the y-scale is changed to plot results with percentage of uncovered area below 0.1%. All unicast-based aggregation protocols yield poor coverage, especially with lower density, as MAC layer retransmissions are not effective in packet recovery in this case. Broadcast-based aggregation with minimum coverage set and broadcast-based coverage preserving aggregation perform better than the unicast-based protocols. With lower density, broadcast-based aggregation with minimum coverage set can achieve 90% coverage in the best case. If the system is willing to accept 10% or even higher loss of coverage, broadcast-based aggregation with minimum coverage set is able to provide lower maximum data age, especially in the case of increasing packet size. With higher density, broadcast-based aggregation with minimum coverage set is able to provide around 95% coverage in the best case. For systems that are willing to accept 5% or more uncovered area, broadcast-based aggregation with minimum coverage set can provide lower maximum data age. For real-time systems that demand high area coverage, broadcast-based coverage preserving aggregation can reduce the loss of coverage significantly, for example, from 5% to less than 0.1% in the case of higher density, at the cost of increased data age.
5.4.2.4 Summary of Results

In Section 5.4.2, the performance of the protocols is evaluated in the context of real-time data collection. Section 5.4.2.1 and Section 5.4.2.2 present performance results with the independent random error model and the two-state Gilbert error model, respectively. Performance results for networks with higher and lower density are presented in Section 5.4.2.3. For real-time data collection applications that are willing to trade moderate coverage loss for better data freshness, broadcast-based aggregation with minimum coverage set is found to yield lower maximum data age
than the other protocols in most scenarios. For real-time systems that demand low loss of area coverage, broadcast-based coverage preserving aggregation can lower the percentage of uncovered area significantly, especially when packet loss follows the Gilbert error model.

5.5 Discussion

Energy consumption varies with different hardware platforms. Table 5.2 and table 5.3, respectively, list the current draw of MICAz and MICA2 from the Crossbow
company. Due to the lack of a general energy model, energy consumption of the aggregation protocols is not measured in this work.

While the energy consumption in different states varies from one device to another, the transmit mode usually has the highest energy consumption, followed by the receive mode\(^3\). Nodes expend substantially less energy when in a sleep mode. By putting nodes to sleep, node scheduling protocols are able to reduce energy consumption significantly.

<table>
<thead>
<tr>
<th>Current Draw</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.7 mA</td>
<td>Receive mode</td>
</tr>
<tr>
<td>11 mA</td>
<td>TX, -10 dBm</td>
</tr>
<tr>
<td>14 mA</td>
<td>TX, -5 dBm</td>
</tr>
<tr>
<td>17.4 mA</td>
<td>TX, 0 dBm</td>
</tr>
<tr>
<td>20 (\mu)A</td>
<td>Idle mode, voltage regulator on</td>
</tr>
<tr>
<td>1 (\mu)A</td>
<td>Sleep mode, voltage regulator off</td>
</tr>
</tbody>
</table>

**Table 5.2:** Current Draw for MICAz

<table>
<thead>
<tr>
<th>Current Draw</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>27 mA</td>
<td>Transmit with maximum power</td>
</tr>
<tr>
<td>10 mA</td>
<td>Receive</td>
</tr>
<tr>
<td>1 (\mu)A</td>
<td>Sleep mode</td>
</tr>
</tbody>
</table>

**Table 5.3:** Current Draw for MICA2 with MPR400CB Processor and Radio Platform

Compared with aggregation based on node scheduling, coverage preserving data aggregation has higher energy consumption. Quantitative analysis of the energy consumption of the protocols is left as a future work. Furthermore, there is still room left for both protocols to improve on energy consumption, especially in delay-tolerant scenarios with large \(\tau\). The nodes in ring \(i\) only need to stay awake during the transmission interval of the nodes in ring \(i + 1\) (if \(i < H\)) and their own transmission interval. This can be considered in the future work.

\(^3\)Micaz has higher current draw in the receive mode than in the transmit mode for -10, -5, and 0 dBm.
5.6 Summary

In this chapter, new unicast and broadcast-based aggregation protocols for periodic data collection in dense sensor networks are proposed. The goal of these protocols is to maintain complete area coverage at a low cost with respect to the required sensor node transmissions. The new protocols integrate aggregation together with dynamic selection of which nodes should transmit during each data collection round. The performance of the proposed protocols is compared to that of conventional aggregation protocols relying on node scheduling in the context of both delay-tolerant and real-time data collection.

For delay-tolerant data collection, the following conclusions can be drawn.

- When packet loss follows the two-state Gilbert error model, the broadcast-based coverage preserving protocol is able to achieve substantially improved reliability (in comparison to node scheduling approaches in which only a minimal coverage set of nodes is active), at substantially lower cost than if all nodes transmit during each round.

- When packet loss is random, the broadcast-based coverage preserving protocol is able to achieve substantially improved reliability in some scenarios. With 320 nodes in a 250 meter by 250 meter area, broadcast-based coverage preserving aggregation yields better coverage when the physical layer loss rate is above 40%. The relative performance of broadcast-based coverage preserving aggregation improves with higher network density.

- The unicast-based coverage preserving aggregation protocol does not show much advantage over aggregation relying on node scheduling.

For real-time data collection, the relative performance of the protocols can be summarized as follows.

- If the application is willing to trade moderate coverage loss for better data freshness, broadcast-based aggregation with minimum coverage set can provide
lower maximum data age than the other protocols in most scenarios considered in this chapter.

- With the two-state Gilbert error model, the broadcast-based coverage preserving protocol can achieve substantially improved reliability than broadcast-based aggregation with minimum coverage set, at the cost of longer maximum data age and higher traffic load. The broadcast-based coverage preserving protocol does not show much advantage when packet loss is random.

- The unicast-based coverage preserving aggregation protocol has no performance advantage over aggregation relying on node scheduling.
Chapter 6

Conclusions

This dissertation addresses protocol design and performance issues in data aggregation for periodic data collection in wireless sensor networks. New aggregation protocols are proposed and compared with existing protocols.

A variety of data aggregation protocols have been proposed for wireless sensor networks [27, 37, 61]. An important issue in data aggregation is timing control [86]. For real-time monitoring sensor networks, the amount of time each node spends waiting for data to be aggregated has to be minimized while ensuring effective data aggregation to save energy. Different timing strategies have been devised to promote aggregation [26, 86]. Existing aggregation protocols can be classified as synchronous or asynchronous based on their timing control strategies. New asynchronous aggregation protocols are proposed in this dissertation.

Aggregation protocols can also be classified as unicast-based [61, 86] or broadcast-based [32, 66, 67] according to whether they use unicast or broadcast communication. Unicast transmission relies on ARQ for reliability, and is not robust against node and persistent link failures. Broadcast transmission takes advantage of the inherent redundancy of the broadcast medium to improve reliability. New broadcast-based aggregation protocols are proposed in this dissertation.

Sensor networks are often densely deployed to improve network robustness. To prolong network lifetime, node scheduling protocols have been proposed to save energy by putting redundant nodes to sleep [54, 93, 99]. When packet loss and node failures are prevalent, turning redundant nodes off saves energy at the cost of network reliability. Without node redundancy, a single node failure may cause incomplete coverage if it is not replaced by other nodes right away. In this dissertation, coverage
preserving data aggregation protocols are proposed. In the proposed protocols, each node dynamically decides whether it should participate in data collection for each round. A node cancels its transmission if the data that has already been transmitted by neighbouring nodes is enough to provide the desired coverage.

Performance comparisons between synchronous and asynchronous aggregation, unicast and broadcast-based aggregation, and coverage preserving aggregation and aggregation based on node scheduling are presented in this work. The remainder of this chapter is organized as follows. Section 6.1 summarizes each of the three parts of the thesis. Section 6.2 states the main contributions, and Section 6.3 outlines future research directions.

### 6.1 Thesis Summary

This dissertation investigates three fundamental issues concerning the performance of data aggregation for periodic data collection in sensor networks: which nodes should transmit, when should the nodes transmit, and should they transmit their packets using unicast or broadcast.

To promote aggregation, intermediate nodes may have to delay their own transmissions to wait for data from other nodes. Synchronous or asynchronous timing control plays a key role in aggregation efficiency and data forwarding delay. Synchronous aggregation works by assigning different transmission intervals to nodes based on their distances to the sink. Synchronous schemes are efficient in enabling data aggregation, however, they may cause increased delay and suboptimal use of spatial multiplexing. With asynchronous aggregation, nodes closer to the sink may transmit earlier than nodes farther away from the sink.

Both synchronous and asynchronous aggregation protocols have been previously proposed. In particular, Solis et al. have advocated synchronous aggregation [86]. This dissertation proposes improved asynchronous aggregation protocols with more aggressive methods for determining when a node should transmit to its parent. Three asynchronous aggregation protocols are proposed: basic asynchronous aggregation,
asynchronous aggregation with EWMA, and adaptive asynchronous aggregation. In all three protocols, a timeout value gives the maximum time duration that an interior node would wait before aggregating the received data and sending out its data for each round. The timeout values are adaptively adjusted to minimize data forwarding delay. Basic asynchronous aggregation adapts timeout values based on packet reception in the immediately previous round. Asynchronous aggregation with EWMA adapts timeout values based on a weighted average of history information from multiple rounds. In asynchronous aggregation, the transmission times of aggregation tree leaves are spread over a randomization interval to avoid congestion at the beginning of each round. In adaptive asynchronous aggregation, the duration of the randomization interval is adaptively adjusted. Simulation results show that asynchronous aggregation outperforms synchronous aggregation by providing lower maximum data age for a given end-to-end loss rate.

Data collection using data aggregation can use unicast or broadcast communication. Previous broadcast-based aggregation protocols have focused on the design of aggregation schemes for duplicate-sensitive aggregation functions [32, 66]. The second part of this work examines in particular broadcast-based protocols that minimize the number of packet transmissions and rely on multipath delivery rather than ARQ for reliability. It is assumed acceptable for the sink (and intermediate nodes) to receive multiple aggregates including the same sensor value. In addition to the reliability improvement brought by multipath routing, improved reliability is achieved by allowing each node to broadcast twice using a two-phase strategy. Each node decides whether a second broadcast is necessary based on the broadcasts it heard from its neighboring nodes. The node cancels its second transmission if its data has been forwarded towards the sink by some other node. Both synchronous and asynchronous broadcast-based aggregation protocols are proposed. The new broadcast-based protocols are compared to synchronous and asynchronous unicast-based aggregation protocols in terms of maximum data age, end-to-end loss rate, and traffic volume.

Sensor networks are often deployed more densely than would minimally be required. In such cases, node scheduling protocols can be used to determine which
nodes stay active, and which nodes go to sleep so as to conserve energy and prolong network lifetime [100, 104]. A drawback of node scheduling approaches, however, is that there may be a delay between node or communication failure and the subsequent wake-up of replacement node(s). During such a delay, monitoring coverage of some sub-region may be lost.

In Chapter 5, an alternative approach is proposed for use in contexts in which the objective is to periodically collect sensing data from nodes that completely cover a region of interest. In the proposed approach, each node dynamically determines during each round of data collection whether it should transmit its data, or whether its sensing area is covered by neighbouring nodes that have already transmitted. Both unicast and broadcast-based coverage preserving aggregation protocols are proposed. The key design issue is how to dynamically determine the transmission orderings in a coverage-aware manner so that nodes that are crucial for coverage transmit earlier.

The new coverage preserving protocols adopt the synchronous timing control strategy. Each transmission interval is divided into two phases. A two-phase transmission scheme is devised to achieve coverage-aware transmission orderings in the proposed protocols. Nodes crucial for coverage are scheduled to transmit in the first phase. In the unicast-based protocol, the nodes form a tree structure, with the sink as the root. A leaf node cancels its transmission for a round if its sensing area is covered by neighbouring nodes that have already transmitted for that round. The node relies on overhearing to decide which nodes have transmitted. All interior nodes are scheduled to transmit during the first phase of each interval. A leaf node is scheduled to transmit during the second phase of the next round if it can cancel its transmission for the current round. The idea is to schedule nodes that have good chances to cancel their transmissions to the second phase. In the unicast-based coverage preserving protocol, the failure of one interior tree node results in the loss of all of the data from the corresponding subtree. The broadcast-based coverage preserving protocol eliminates the static tree structure and adopts a ring topology instead. Any node whose sensing area is covered by neighbouring nodes that have already transmitted can cancel its broadcast for that round. The node is then scheduled to the second
phase for the next round. The new coverage preserving aggregation protocols are compared using simulation to data collection protocols relying on node scheduling.

6.2 Thesis Contributions

The main contributions of this work are as follows:

- Improved asynchronous aggregation protocols are proposed. In the proposed protocols, the nodes adaptively adjust their transmission times based on packet reception history to achieve efficient data aggregation while minimizing data forwarding delay [26].

- The new asynchronous aggregation protocols are compared with synchronous aggregation in the context of real-time monitoring. Simulation-based results show that asynchronous aggregation outperforms synchronous aggregation by achieving lower maximum data age for a given end-to-end loss rate. In most of the scenarios in the performance evaluation, the asynchronous aggregation protocols are able to lower the maximum data age by 20% to 30% for a given end-to-end loss rate. In the scenarios with 0.25 second period duration and the sink at the center, the asynchronous aggregation protocols are able to lower the maximum data age by 50% for 4% end-to-end loss rate.

- Performance comparison of the new asynchronous aggregation protocols is presented. For a given maximum data age, asynchronous aggregation with EWMA is able to achieve lower end-to-end loss rate than basic asynchronous aggregation, and the performance improvement is significant in some cases. In the scenario with the sink at the corner and $\tau = 0.75$ seconds, asynchronous aggregation with EWMA is able to reduce the end-to-end loss by 40% to 70% for a given maximum data age. Adaptive asynchronous aggregation is able to adjust the duration of the randomization interval to a good value so that the maximum data age is close to the minimum value and the end-to-end loss rate is kept low.
• New synchronous and asynchronous broadcast-based aggregation protocols that minimize the number of packet transmissions and rely on multipath delivery for reliability are proposed. In addition to the reliability improvement that arises from potential multipath delivery to the sink, improved reliability is achieved by allowing each node to broadcast twice for one round, if the node does not hear its own data forwarded towards the sink by some other node [27].

• The new broadcast-based aggregation protocols are extensively evaluated and compared with unicast-based aggregation protocols. Simulation-based results suggest that when packet loss is random, the new broadcast-based protocols yield significantly improved performance in some real-time data collection scenarios, specifically when sensor data can be aggregated into packets of size that is independent (or largely independent) of the number of values being aggregated. In the scenario with 160 nodes over a 250 meter by 250 meter area and 20% physical layer loss rate, synchronous broadcast-based aggregation with fixed packet size is able to lower the maximum data age by about 40% for 2% end-to-end loss rate. The relative performance of synchronous broadcast-based aggregation gets even better with higher density and higher physical layer loss rate in the case of fixed packet size. When packet loss follows the two-state Gilbert error model, broadcast-based aggregation yields significantly better performance than unicast-based aggregation for both real-time and delay-tolerant data collection. Preliminary experimental results from a real sensor network of MICAz motes are presented in the thesis. The experimental results are consistent with the simulation results.

• Coverage preserving data aggregation protocols that integrate aggregation and coverage preserving are developed for efficiently maintaining area coverage in dense sensor networks. For each round of data collection, each node dynamically determines whether it should transmit its data, or whether the data forwarded by neighbouring nodes is sufficient to provide coverage. A two-phase transmission strategy is developed to dynamically determine node transmission
orderings so that nodes crucial to achieving area coverage transmit earlier to give other nodes a better chance to remain silent.

- The proposed coverage preserving data aggregation protocols are extensively evaluated and compared with data aggregation relying on node scheduling. The results show that broadcast-based coverage preserving aggregation can greatly improve reliability, at the potential cost of increased traffic volume. For example, with the two-state Gilbert error model, broadcast-based coverage preserving aggregation is able to yield an order of magnitude reduction in the percentage of uncovered area when the nodes spend 1/3 of their time in the bad state. For real-time data collection that is willing to accept moderate loss of coverage for better data freshness, broadcast-based data aggregation with node scheduling is found to yield lower maximum data age in most scenarios.

6.3 Future Work

There are many open issues related to the research in this thesis. Some possible future research directions are listed below.

- This work does not assume any particular aggregation function. Performance of the aggregation protocols for some particular type of aggregation, for example, duplicate-sensitive or duplicate-insensitive aggregation, may be investigated.

- Hybrid protocols using both unicast and broadcast transmission may be developed. When nodes are randomly deployed in an area, there may be sparse areas inside the network. Nodes in a sparse area may only have a couple of neighbours that are closer to the sink; these nodes can use unicast transmission with acknowledgement/retransmission to improve packet delivery reliability. Hybrid protocols of synchronous and asynchronous approaches may also be investigated. In Chapter 5, the nodes decide whether to transmit each round. Another possible approach is to let each interior node decide whether it has received enough data, or whether it needs to wait longer for more data. Protocols
implementing this approach may be developed.

- The coverage preserving protocols use observations of transmissions from the previous round, to determine whether a node’s transmission will likely be needed in the current round. If so, the transmission is scheduled early so that other nodes may hear it and possibly realize that their own transmissions are not needed. In general, this strategy results in a larger set of nodes transmitting in each round than is minimally necessary. An area of future work concerns hybrid strategies that use dynamic node selection, as in the protocols proposed here, but that use additional topology information to assist in deciding which nodes may be most important to achieving area coverage.

- Independent failure probabilities among nearby nodes and node scheduling with 1-coverage are assumed in the comparison between coverage preserving data aggregation and aggregation based on node scheduling. Performance of data collection based on node scheduling with $k$-coverage ($k \geq 2$) and correlations between failure events at nearby nodes may be investigated.

- Chapter 4 reports results from some preliminary experiments using implementations of the synchronous unicast and broadcast-based protocols on Crossbow MICAz motes. The asynchronous aggregation protocols and the coverage preserving aggregation protocols may be implemented on MICAz motes (or other sensor devices) to provide more experimental performance results.

- Traffic volume is used in this work to yield insight into energy usage. A specific energy model may be used to investigate energy consumption.
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Appendix A
Parameter Analysis for Chapter 3

Fig. A.1 plots performance results of asynchronous aggregation with EWMA for different $\delta$. Asynchronous aggregation with EWMA degrades to basic asynchronous aggregation when $\delta$ is set to 1. The “timeout chain” phenomenon discussed in Section 3.2.2 causes higher end-to-end loss rate. When $\delta$ is really small (0.001), the adaption of the timeout values reacts too slowly when packets from all children are received in a round, leading to increased maximum data age. The protocol yields similar performance when $\delta$ stays within the range between 0.01 and 0.2. The value of $\delta$ is fixed at 0.05 in the simulations unless stated otherwise.

![Figure A.1: Impact of Parameter $\delta$ on Asynchronous Aggregation with EWMA ($\tau = 0.5$ sec., $N = 160$, $S = 250m \times 250m$)](image)

Fig. A.2 shows the performance of synchronous aggregation for different $\alpha$. When all nodes at the same tree level attempt to transmit at the same time, i.e., $\lambda = 0$, more packets are dropped due to collisions, resulting in higher end-to-end loss rate. Randomizing transmissions over $0.8I$ yields better performance than when all nodes at the same tree level attempt to transmit at the same time. The other values, 0.9 and 0.6, do not yield better performance.
Figure A.2: Impact of Parameter $\lambda$ on Synchronous Aggregation ($\tau = 0.5$ sec., $N = 160$, $S = 250m \times 250m$)
APPENDIX B

PARAMETER ANALYSIS FOR CHAPTER 4

To study the impact of $e$ on asynchronous broadcast-based aggregation, the duration of the randomization interval $R$ is manually fixed to 0.2 seconds. The ability to adaptively adjust $R$ is disabled in the simulations to eliminate possible impact of parameter $R$ on the results. Fig. B.1 and Fig. B.2 plot performance results with fixed and increasing packet size, respectively. For fixed packet size, the results show that fixing $e$ at 0.06 seconds yields good performance for different physical layer loss rates. For increasing packet size, fixing $e$ at 0.12 seconds yields good performance for different physical layer loss rates.

![Graph of End-to-End Loss Rate](image1)

![Graph of Maximum Data Age](image2)

**Figure B.1:** Impact of Parameter $e$ on Asynchronous Broadcast-based Aggregation ($\tau = 0.5$ sec., $N = 160$, $S = 250m \times 250m$, $R = 0.2$ sec., fixed packet size)

To study the impact of $R$ on asynchronous broadcast-based aggregation, the duration of the randomization interval $R$ is manually set to different values. The ability to adaptively adjust $R$ is disabled in the simulations. Fig. B.3 and Fig. B.4 plot performance results of asynchronous broadcast-based aggregation with fixed and increasing packet size, respectively. Parameter $R$ has a similar impact on both asynchronous broadcast and unicast-based Aggregation. When $R$ equals 0, more packets collide with each other because all leaf nodes attempt to transmit at the very beginning of each round. The end-to-end loss rate drops as the duration of the randomization interval gets longer. When $R$ is great enough that the number of collisions are negligible, increasing $R$ only leads to longer delay. Fig. B.3 and Fig. B.4 shows that the choice of $R$ has a great impact on the performance of asynchronous broadcast-based aggregation. For the simulation results that are presented in Chapter 4, the value of $R$ is adaptively adjusted in the proposed asynchronous broadcast-based aggregation protocol.
Fig. B.5 plots performance results of synchronous broadcast-based aggregation. The different points on each curve are generated by varying the sampling period duration $\tau$, and measuring the resulting maximum data age and end-to-end loss rate. The performance of the protocol is very close when $\lambda$ is 0.6, 0.7, and 0.8. The performance is starting to get worse when $\lambda$ is set to 0.5. Parameter $\lambda$ is set to 0.8 for synchronous broadcast-based aggregation in the performance evaluation in Chapter 4 and Chapter 5.
Figure B.4: Impact of Parameter $R$ on Asynchronous Broadcast-based Aggregation ($\tau = 5$ sec., $N = 160$, $S = 250m \times 250m$, increasing packet size)

Figure B.5: Impact of Parameter $\lambda$ on Synchronous Broadcast-based Aggregation ($N = 160$, varying $\tau$, $S = 250m \times 250m$, PLR = 20%)