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ABSTRACT

The electronic structure of some transition metal compounds, specifically, Ca-doped LaMnO$_3$, fundamental Mn oxides (MnO, Mn$_2$O$_3$, Mn$_3$O$_4$, and MnO$_2$), and Fe-doped ZnO is studied using a combination of soft X-ray spectroscopy and atomic multiplet calculations. X-ray absorption spectroscopy (XAS) and X-ray emission spectroscopy (XES) are used as experimental tools to probe the unoccupied and occupied partial density of electronic states, respectively.

Ca-doped LaMnO$_3$ perovskites have attracted great attention due to their colossal magnetoresistance and a wide range of magnetic and structural transitions. The magnetic and charge transport properties of these perovskites are directly related with Mn 3$d$-occupancy or Mn-valency and therefore, an investigation of the Mn-valence at Ca-doped LaMnO$_3$ system is important. In this system, the Mn-valency is generally considered as a mixture of Mn$^{3+}$ and Mn$^{4+}$. But my research suggests the presence of Mn$^{2+}$ at the surface of Ca-doped LaMnO$_3$ samples. It is observed that increasing Ca-doping decreases Mn$^{2+}$ concentration, and conversely, increases Mn$^{3+}$ concentration. High temperature annealing at 1000 °C in air leads to the full reduction of surface Mn$^{2+}$. Mechanisms for these observations are proposed in this study.

Mn oxides (MnO, Mn$_2$O$_3$, Mn$_3$O$_4$, and MnO$_2$) are often used as reference standards for determining the Mn-valency in Mn-related complex systems and therefore a detailed understanding of their electronic structure is necessary. The Mn $L_{2,3}$ XAS and O $K$ XAS are measured for the four Mn oxides consisting of three common Mn oxidation states (Mn$^{2+}$ in
MnO, Mn\(^{3+}\) in Mn\(_2\)O\(_3\), mixture of Mn\(^{2+}\) and Mn\(^{3+}\) in Mn\(_3\)O\(_4\), and Mn\(^{4+}\) in MnO\(_2\)). A significant energy shift with a systematic trend is observed in measured Mn \(L_{2,3}\) and O \(K\) absorption edges. These energy shifts are identified as a characteristic shift for different Mn oxidation states. Mn \(L_{\alpha,\beta}\) Resonant Inelastic X-ray Scattering (RIXS) spectroscopy is demonstrated as a powerful tool in describing low energy excitations, e.g. \(d-d\) excitations and charge-transfer excited states in Mn oxides. For the first time, a RIXS study of Mn\(_2\)O\(_3\), Mn\(_3\)O\(_4\), and MnO\(_2\) is accomplished. Atomic multiplet calculations are used to successfully reproduce the energy positions and intensity variations of \(d-d\) excitation peaks observed in the experiment, and thus to describe the experimental RIXS spectra.

Finally, the local electronic structure of Fe implanted ZnO samples, a useful diluted magnetic semiconductor for spintronics, is investigated to shed light on the existing debate about the origin of ferromagnetism in these materials. Fe \(L_{2,3}\) XAS reveals that doped Fe ions are present in both Fe\(^{2+}\) and Fe\(^{3+}\) valence states. A combined theoretical and experimental study shows that doped ions are incorporated into Zn-sites of ZnO in tetrahedral symmetry. Fe \(L_3\)-RIXS measurements demonstrate that a high Fe-ion dose of \(8 \times 10^7\) cm\(^{-2}\) causes formation of FeO clusters, while low dose samples exhibit more free carriers.
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CHAPTER 1
INTRODUCTION

Soft X-ray spectroscopy using synchrotron radiation is employed in this study to determine the electronic structure of three transition metal compounds. Soft X-ray absorption spectroscopy (XAS) and emission spectroscopy (XES) probe the partial density of unoccupied and occupied states, respectively. Atomic multiplet calculations are used to theoretically calculate the experimental spectra, and thus to facilitate the analysis of the experimental data. A combined analysis of experimental and theoretical data often provides valuable information that is not attainable solely by the experiment.

A study of the electronic structure of Ca-doped LaMnO$_3$ to investigate the Mn-valency is one of the reported studies in this thesis. Extensive research interest on perovskite manganites has been triggered by their distinctive magnetic, transport, and magneto resistive properties, for instance, magnetic phase transitions, metal-insulator transitions, and colossal magnetoresistance (CMR) [1]. Perovskite manganites are usually characterized by the general formula $(A^{3+})_{1-x}(B^{2+})_xMn(O^{2-})_3$, where ‘A’ represents a rare-earth ion (i.e., La, Nd, Pr etc.) and ‘B’ stands for an alkaline earth cation (i.e., Ba, Ca, Sr etc.). Oxygen is strongly electronegative and therefore replacing trivalent ‘A’-sites with the corresponding amount of divalent ‘B’-sites leads to a change in Mn 3$d$-occupancy. For the pure LaMnO$_3$ compound, the ionic composition is La$^{3+}$Mn$^{3+}$O$_3$$^{-6}$. Replacement of some trivalent La by divalent Ca, Sr, or Ba causes the corresponding amount of Mn$^{3+}$ to become Mn$^{4+}$. Thus these materials exhibit doping-dependent Mn valency and consequently, the novel properties of these manganites are also a function of the dopant concentration $x$. Ca-doped LaMnO$_3$ is one of the typical manganite perovskite systems, where substitution of divalent Ca$^{2+}$ in the trivalent La$^{3+}$ site leads to a mixed Mn$^{3+}$/Mn$^{4+}$ valence state [2]. Double exchange (DE) theory [2] was proposed to qualitatively explain the close interplay between magnetic order and concomitant metal-insulator transition in these compounds. There are a number of previous studies, which express concerns about the surface electronic structure of La$_{1-x}$Ca$_x$MnO$_3$ materials. It has been reported that the surface chemical composition of these materials is different with respect to the bulk due to segregation effects [3]. A substantially different temperature dependence of
the surface boundary magnetization [4] and insulating character at the surface boundary [5, 6] compared to the bulk is reported. Magneto-optical measurements show the presence of surface layers 5 to 20 Å with suppressed magnetic properties in La$_{2/3}$Ca$_{1/3}$MnO$_3$ thin films [7]. According to theoretical predictions, the DE-interaction is weaker at the surface of manganites due to the reduced crystal symmetry [8]. Sometimes surface modifications have been attributed to the defects or stoichiometry at the surface boundaries [9]. The observed modification of the surface magnetic properties with respect to the bulk has to be taken into account for applications such as magnetoelectronic devices, e.g. magnetic tunneling junctions [10]. There are also much conflicting data regarding the Mn-valence in manganese perovskites. X-ray absorption spectroscopy and resonant photoemission study on La$_{0.7}$Sr$_{0.3}$MnO$_3$ and La$_{2/3}$Ca$_{1/3}$MnO$_3$ thin films [11-13] recently reported the presence of Mn$^{2+}$ at the sample surface but in ref. 13 it is described that the presence of Mn$^{2+}$ is not restricted only to the surface of La$_{2/3}$Ca$_{1/3}$MnO$_3$ thin films but extended throughout the volume of the sample. Thermoelectric power (TEP) study of La$_{1-x}$Ca$_x$MnO$_{3+δ}$ [14] suggests a charge disproportionation model “2 Mn$^{3+}$ → Mn$^{2+}$ + Mn$^{4+}$” to explain the experimental observation. This set of conflicting data as well as general interest regarding the change of surface electronic structure as a function of doping concentration demand further investigation of the Mn-valence state in La$_{1-x}$Ca$_x$MnO$_3$ perovskites. In the present study, Mn 2$p$ and O 1$s$ XAS measurements of La$_{1-x}$Ca$_x$MnO$_3$ ($x = 0.20, 0.21, 0.23, \text{ and } 0.25$) single crystals are performed, which probe the unoccupied partial density of Mn 3$d$ and O 2$p$ states, respectively. Surface sensitive and bulk sensitive XAS measurements are compared to show that the surface electronic structure of La$_{1-x}$Ca$_x$MnO$_3$ is different with respect to the bulk. Details of this study are reported in section 5.1 of this document.

An electronic structure study of four fundamental Mn oxides (MnO, Mn$_2$O$_3$, Mn$_3$O$_4$, and MnO$_2$) using soft X-ray spectroscopy is reported in this thesis. Mn oxides are widely used as reference materials in various studies of Mn-related strongly correlated systems. Hence, it is important to obtain a good understanding of their electronic structure. Also, Mn oxides are very common in nature and they exist in various forms of Mn-valency. It is required to identify them in terms of their Mn-valence states as different $d$-occupancy contributes significantly to the variation in their physical properties, for instance, magnetic, electronic,
and charge transport etc. In spite of their obvious importance in physical and environmental sciences, very little electronic structure study has been reported on these oxides. Though a number of studies are found on MnO [15 - 17], no attempts have been made to report XES of the other three oxides. In this thesis, XAS and XES study of all four oxides are reported with the atomic multiplet calculations of all experimental spectra. Mn 2p and O 1s XAS are sensitive to Mn-valency [18 - 21] and therefore are used to distinguish different Mn-valence states such as Mn$^{2+}$, Mn$^{3+}$, and Mn$^{4+}$. High quality spectra with their interpretation using atomic multiplet calculation are reported to establish Mn oxides as standard reference materials. Mn $L_{\alpha,\beta}$ Resonant Inelastic X-ray Scattering (RIXS) are measured by selecting photon energies near the Mn $L_{2,3}$ absorption edges for these four oxides to probe low-lying electronic excited states such as, intra-atomic $d$-$d$ excitations and interatomic charge transfer excitations. Atomic multiplet calculations are used to theoretically calculate the experimental $dd$-peaks. Both energy positions of the $dd$-peaks and intensity variations are reproduced well in the calculation. Details of this study are found in the section 5.2 of this thesis.

Finally, a soft X-ray study of Fe-doped ZnO, which is known as a potential transition metal compound for spintronics, is also part of this thesis. Semiconductor technology uses the charge of an electron as a foundation of information processing, and physics of magnetism uses the spin of an electron for information storage and retrieval. Efforts to combine both semiconductivity and magnetism in a single material, give rise to a new group of material called dilute magnetic semiconductors (DMSs), which are the building block of modern spintronics. In DMSs, both charge and spin of an electron are exploited and thus they yield interesting multiple device applications, for instance, spin-transistors, spin-valves, magnetic random-access-memory, spin-polarized light emitting diodes, and chips that integrate memory and microprocessor functions. The design of DMSs involve different semiconductor hosts, which generally can be divided into two groups; oxide-based DMSs, e.g. ZnO, TiO$_2$, SnO$_2$ doped with transition metals (TM) and non-oxide based DMSs like DMS based on III-V semiconductors such as GaAs, InAs etc. Oxide-based DMSs are more advantageous than their counterpart because they exhibit optical transparency, wider band gap, and high n-type carrier concentration. Among other semiconducting oxides, ZnO is very promising because it has the potential of multifunctionality such as optical, semiconducting, magnetic, and
electromechanical properties. Also, ZnO is piezoelectric [22] with the wide band gap of ~3.4 eV, which is tunable over a large energy range by exploiting appropriate doping [22]. In the area of spintronics, ZnO doped with TMs (Mn, Fe, Co, Ni) are of great interest because they are reported to exhibit ferromagnetism at room temperature, which is a key requirement for realizing spintronic devices. Room temperature ferromagnetism has been reported in Mn-doped ZnO [23], Fe-doped ZnO [24], Co-doped ZnO [25], Ni-doped ZnO [26] and others. However, the origin of ferromagnetism in TM-doped ZnO is still under debate. To explain the observed room temperature ferromagnetism in TM-doped ZnO, several theoretical descriptions e.g. RKKY-Zener interaction [27, 28], double exchange-Zener interaction [29], theory based on interaction between bound magnetic polarons [30], and disorder defects [31-33] have been taken into account but none of those successfully resolved the issue. The controversy exists about the issue whether ferromagnetism in the ZnO-based DMS is carrier-induced (intrinsic) or due to the formation of TM-related secondary phases (extrinsic). As the atomic size of Fe$^{2+}$/Fe$^{3+}$ is similar to that of Zn$^{2+}$, we can simply expect that the Zn site in traditional zinc blende or wurtzite structure of ZnO is substituted by the Fe dopant. In the present work, XAS and XES are used to study the local electronic structure of Fe ions in Fe-implanted ZnO samples prepared by Fe ion implantation. Theoretical calculations of Fe 2p XAS spectra using the atomic multiplet code are used to determine the coordination environment of doped Fe-ions in the ZnO matrix. Details of this study are reported in section 5.3 of this thesis.

Regarding the structure and contents of this thesis, there are six chapters in total. Chapter 1 gives background and motivation of the research. In Chapter 2, a short description of the synchrotron sources is presented with an emphasis on the spherical Grating Monochromator (SGM) beamline at the Canadian Light Source (CLS) and beamline 8.0.1 at the Advanced Light Source (ALS) as these are used in this research. Chapter 3 describes the experimental techniques used in this study with their advantages and shortcomings. In Chapter 4, a description of the theories used in calculations is provided with limited mathematical derivations. Chapter 5 gives details of the measurements, analysis, results, and discussions to report the study of three transition metal compounds. Finally, Chapter 6 summarizes the study.
A synchrotron is a modern experimental research facility that provides bright, inherently polarized, highly focused, and tunable electromagnetic radiation over a large continuous electromagnetic spectrum to study the structure and dynamics of a wide variety of materials. The first observation of synchrotron radiation was made in 1947, at the General Electric Research Laboratory in Schenectady, NY. The story of the advent of synchrotron radiation is described in the publication of H. C. Pollock, titled ‘Discovery of synchrotron radiation’ [34]. Since this discovery, synchrotron sources have gone through tremendous modifications in order to achieve optimized radiation quality and usage. In the synchrotron light sources, a magnetic field forces electron with relativistic speed to confine in an approximately circular orbit with acceleration directed towards the center of the orbit. The magnetic field does not change the magnitude of the velocity of electrons but changes their direction, which results in emission of electromagnetic radiation. The wavelength of the emitted radiation is a function of the energy of electrons and the strength of magnetic field. Relativistic speed of the electron is important because a non-relativistic ($v/c \ll 1$) electron emits less bright radiation in a non-directional manner while for relativistic electrons the emission pattern forms a tangentially outward narrow cone of radiation with dramatic increase of radiation power [35]. The produced radiation is highly collimated and the angular distribution of the emitted radiation is typically expressed by $1/\gamma$, where $\gamma$ represents the Lorentz contraction factor, which is defined in terms of the velocity ($v$) and the speed of light as follows [35].

$$\gamma = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}}$$  \hspace{1cm} (2.1)

The power of the emitted synchrotron radiation is determined by the characteristics of the storage ring. It is estimated by the following expression 2.2 [35].
\[ P[kW] = 8.86 \times 10^{-2} \frac{E^4[GeV]I[mA]}{\rho[m]} \] (2.2)

Where \( P \) is the emitted power, \( E \) is the electron energy, \( I \) stands for the storage ring current, and \( \rho \) represents the radius of curvature of the storage ring. Synchrotron radiation travels tangentially away from the storage ring to the different experimental endstations. Each experimental station is designed and equipped for specific experimentation techniques, where the users can control the wavelength of the radiation as required by their experiment.

Components of a synchrotron source typically include an electron gun, a linear accelerator, a booster ring, a storage ring, beamlines, and experimental endstations. Figure 2.1 obtained from the CLS website [36] shows a schematic diagram of the synchrotron components.

![Figure 2.1 A schematic diagram of the components of synchrotron at CLS. (Figure from ref. 36).](image)

**2.1 Electron Gun**

An electron gun at the CLS is a tungsten-oxide disk cathode. A high voltage (approximately 200,000 volts) of electricity passes through it until electrons are emitted [36]. A positively charged screen placed in front of the cathode attracts the emitted electrons and thus generates
an intense beam of high energy electrons. These electrons are then accelerated toward the linear accelerator (LINAC) by an extremely high potential.

### 2.2 Linear Accelerator (LINAC)

In the LINAC, electrons are bombarded by the radio frequency (RF) radiation causing them to gain energy and to bunch together. At the CLS, a 2856 MHz microwave radio frequency field causes electrons to gain approximately 250 MeV of energy with which they travel at 99.9998% of the speed of light [36]. These electron bunches are the final output of the LINAC, and subsequently injected into the booster ring.

### 2.3 Booster Ring

The function of a booster ring is to further energize the electrons and they travel in a circular trajectory. The circular structure of the booster ring causes electrons to pass through the RF cavity in each cycle and tuned microwave radiation is used to continue ramping up the energy of the electron bunches. At the CLS, due to the 2856 MHz microwave field in the RF cavity, the circulating electron receives a boost in energy from 250 MeV to 2900 MeV [36]. Subsequently, when the target energy is achieved (approximately 1.9 GeV at the ALS and 2.9 GeV at the CLS), electron bunches are ejected into the storage ring, where they circulate for many hours generating synchrotron radiation at every turn.

### 2.4 Storage Ring and Insertion Devices

At the CLS, the booster ring supplies 2.9 GeV electrons into the 171 m (circumference) storage ring through an injection system [36]. Modern storage rings contain many straight sections for insertion devices though early storage rings were basically circular. The CLS storage ring consists of a series of 12 straight sections each with two dipole magnets and also a series of 6 quadrupole and 3 sextupole magnets in order to narrow the electron beam [36]. Some straight sections of the storage ring are designed to assemble special magnetic structures known as insertion devices. These magnetic structures include bending magnets, undulators, and wigglers, which are described in the section below. At each turn of the storage ring, there is a port for produced photons to travel to the experimental station. The electrons
eventually lose energy and an additional RF system is installed inside the storage ring, which maintains the energy level of the circulating beam.

2.5 Insertion Devices (Bending Magnets, Undulators, and Wigglers)

A bending magnet causes electron beam to deflect from their straight path and thus to follow a desired trajectory to travel through the storage ring. The deflection due to the magnetic field of the bending magnet results in a tangential emission of synchrotron radiation. The emitted radiation consists of a broad spectrum with a typical angular distribution of $1/\gamma$. Bending magnets are characterized by a quantity known as their critical photon energy ($E_c$). $E_c$ of a bending magnet radiation is defined as the energy that divides the bending magnet radiation spectrum into two halves of equal radiated power. The spectral intensity decreases rapidly for photon energies above the value of $E_c$. In practical units, the critical photon energy is given by the expression 2.3 [35].

$$E_c(keV) = 0.6650B_0(T)E_e^2(GeV)$$

(2.3)

Where $E_c$ is the critical photon energy, $B_0$ is the magnetic field of the bending magnet, and $E_e$ stands for the electron beam energy.

An undulator consists of a complex periodic array of small magnets and is positioned in the straight sections of the storage ring. The electron beam passing through this magnetic structure undergoes periodic deflections transversely to the direction of their forward motion. This acceleration of the electron beam causes synchrotron radiation to be emitted. An undulator is designed for the coherent interference to occur. The emitted radiation from the consecutive periods constructively interferes to produce a very intense quasi-monochromatic beam of radiation. Undulators are usually used in a soft X-ray beamline that require a relatively small energy range of radiation and higher flux.

Wigglers are similar to undulators but consist of fewer magnetic poles. The magnetic field of a wiggler is stronger in comparison to an undulator, resulting in a relativistic transverse motion of an electron beam. Wigglers are not designed for coherent interference among the
radiation from each set of magnetic poles but these are designed to increase the intensity of the high energy part of the synchrotron radiation. An undulator produces a narrower range of energies with higher intensities while a wiggler gives a wide range of high energy radiation and is usually used for hard X-ray beamlines that require a broad range of X-rays.

Figure 2.2 shows a comparison among the outputs of the three insertion devices. Undulators and wigglers are often described by the $K$-parameter, which is given by the following expression [35].

$$K = \frac{e}{2\pi m_e c} \lambda_u B$$  \hspace{1cm} (2.4)

Where $m_e$ is the rest mass of electron, $c$ is the speed of light, $\lambda_u$ is the periodic length of insertion device, and $B$ is the magnetic field inside the insertion device. For a wiggler, $K$ is much greater than 1, whereas for undulators $K$ is approximately equal to 1.

Tunability of synchrotron radiation is achieved by changing the gap between magnets, which changes the magnetic field of the insertion device. Decreasing the gap will increase the magnetic field of the device and increasing the gap will decrease the magnetic field. This change in the magnetic field causes the parameter $K$ (equation 2.4) to change, which finally causes the energy of the produced synchrotron radiation to change. In practical units the energy of the $n^{th}$ harmonic of the synchrotron radiation produced from an insertion device is given by the following expression (2.5) [35].

$$E_n = 0.950 \frac{nE^2 [GeV]}{\lambda_p [cm] \left(1 + \frac{K^2}{2}\right)} ; \quad n = 1, 2, 3\ldots$$  \hspace{1cm} (2.5)

Where $E$ is the ring energy, $\lambda_p$ is the characteristic period length for the insertion device, and $K$ is the parameter defined in the expression 2.4. Higher harmonics are used to extend the useful energy range of the device, because, practically there are some limitations to the
possible variations of the magnetic field of the insertion devices. Only the odd numbered harmonics are used in the experiment, as the even numbered harmonics have a node along the axis of the undulator and therefore radiation will be off-axis [35].

![Comparison of the outputs of Insertion devices](image)

**Figure 2.2** Comparison of the outputs of Insertion devices (Figure from ref. 36).

### 2.6 Beamline Description

Spectroscopic measurements reported in this thesis are performed at the Spherical Grating Monochromator (SGM) beamline of the Canadian Light Source (CLS), University of Saskatchewan and at the beamline 8.0.1 of the Advanced Light Source (ALS), Lawrence Berkeley National Laboratory, USA. Brief descriptions of the beamlines are given in the following sections.

#### 2.6.1 SGM Beamline at the Canadian Light Source (CLS)

The Canadian Light Source (CLS) is the smallest of the newer synchrotron sources, which is operating at 2.9 GeV. It consists of a 250 MeV LINAC, a 2.9 GeV booster ring, and a compact, double-bend lattice storage ring with a superconducting RF cavity. Details of the synchrotron design and operation can be found in refs. 37 and 38.

The Spherical Grating Monochromator (SGM) beamline at the CLS is an undulator based beamline operating over the soft X-ray energy range of 250 eV to 2000 eV with a resolving power greater than $10^4$ for the energies below 800 eV [39]. Figure 2.3 shows a schematic
layout of this beamline, which is drawn according to the one found in the CLS activity report, 2007 [40]. The SGM beamline employs two horizontal deflecting mirrors and one vertical focusing mirror to direct the radiation from the undulator through the entrance slit and then onto the interchangeable gratings of the monochromator. The SGM monochromator is comprised of three diffraction gratings and experimenters are allowed to choose one depending on their desired energy range. The line density of the three gratings is 600, 1100, and 1700 lines/mm for LEG, MEG, and HEG, respectively. Monochromatized radiation then passes through an exit slit of variable width. The slits and gratings are arranged in a way that they obey Rowland circle condition; i.e., the two slits and one of the three interchangeable gratings are located along a circle of radius R/2, where R is the radius of curvature of the spherical grating. A pair of toroidal refocusing mirrors is used to focus the beam onto the sample to be studied. Details of the beamline can be found in ref. 39.

Figure 2.3 Schematic layout of the SGM beamline at the Canadian Light Source (CLS) [40].

2.6.2 Beamline 8.0.1 at the Advanced Light Source (ALS)
Beamline 8.0.1 at the ALS is a U5.0 undulator based beamline operating over the spectral range of 70 - 1200 eV. Undulator consists of 89 poles with a period of 5.0 cm allowing
variable 1\textsuperscript{st}, 3\textsuperscript{rd}, and 5\textsuperscript{th} harmonics [41]. High resolution spherical grating monochromator operates in a resolving power of 2000 with three interchangeable gratings [41]. Desired resolution of the monochromator can be selected by choosing the width of the entrance slit and the exit slit. A soft X-ray fluorescence (SXF) detector is mounted on a movable platform that slides on air bearings. The resolving power of the spectrometer for fluorescence measurements is 400 [41]. Figure 2.4 shows a schematic layout of the beamline 8.0.1 at ALS obtained from the ALS website [42]. A brief description of the beamline monochromator of the beamline 8.0.1 and the SXF spectrometer at the endstation is provided in the following sections.

![Figure 2.4 Schematic layout of the beamline 8.0.1 at the ALS (Figure from ref. 42).](image)

**2.6.2.1 The Monochromator**

The monochromator at beamline 8.0.1 uses spherical gratings in grazing incidence geometry. Figure 2.5, obtained from the beamline technical data sheet [42], displays the BL 8.0.1 monochromator characteristics for the experimenters. The major components of the BL 8.0.1 monochromator are three interchangeable gratings, a water cooled movable entrance slit, an uncooled movable exit slit, and a horizontal refocusing mirror [41]. Using the water-cooled SiC vertical condensing mirror, undulator radiation is focused onto the water-cooled movable entrance slit. Then the radiation goes into the grating tank containing three water-cooled
holographically ruled laminar diffraction gratings of line spacing 150 (LEG), 380 (MEG), and 925 (HEG) lines/mm, which allow energies from 80 eV to 1400 eV to be selected [41]. The optimized focusing can be achieved by changing the width of the entrance and the exit slit to satisfy the Rowland geometry. This geometry requires that these three components are on a circle with a radius equal to one-half of the radius of curvature of the spherical diffraction grating. A horizontal refocusing mirror is installed to narrow down the spot size toward the SXF endstation.

**Figure 2.5** Relationship between photon energy and available flux for the three gratings in units of photoelectron current produced from a gold paddle (Figure from ref. 42).

### 2.6.2.2 The Soft X-ray Fluorescence Endstation

The monochromatic radiation hits the sample placed in the ultrahigh vacuum (UHV) sample chamber and, eventually, the sample emit photons, which are then detected and measured by the soft X-ray fluorescence spectrometer installed in the endstation. This spectrometer consists of a variable entrance slit, a grating chamber containing four interchangeable spherical gratings, and a multichannel plate detector. Figure 2.6, obtained from the ALS website [43] shows a schematic layout of the soft X-ray spectrometer at the BL 8.0.1 at ALS.
Similar to the monochromator, this emission spectrometer also follows the principle of Rowland geometry. In this case, the spectrometer entrance slit, one of four interchangeable diffraction gratings, and the multichannel plate (MCP) detector has to satisfy the Rowland Geometry. The four selectable spherical gratings are employed to cover the whole range of excitation energies supplied by the monochromator.

Figure 2.6 Section of the SXF spectrometer at the beamline 8.0.1 at the ALS (Figure from ref. 43).

A sample emits photons equally in all directions and therefore only a very small amount of emitted photon passes through the entrance slit of the spectrometer. In the grating chamber, one of the four gratings is chosen according to the expected energy range of the emission. The diffraction on the grating separates the photons according to their energy by diffracting them at different angles. As a photon strikes on the MCP detector, it will eventually develop an energy dispersed image of the fluorescence radiation. Scanning and data acquisition are automatically done by an IEEE-4888 bus interfaced to a personal computer.
CHAPTER 3
EXPERIMENTAL TECHNIQUES

Reported studies in this thesis are intended to determine the electronic structure of three transition metal oxide systems. Soft X-ray spectroscopy is used as an effective experimental tool in this study. Soft X-ray spectroscopy is a general name for a number of experimental techniques, whereas X-ray absorption spectroscopy (XAS) and X-ray emission spectroscopy (XES) are used in this study. In soft X-ray spectroscopy, photons in the soft X-ray range (approximately 100 eV to 2000 eV) interact with the experimental sample. A spectroscopy experiment involves creation and observation of radiative transitions. When the X-ray beam hits the experimental sample, transitions of core electrons take place to the conduction band (CB) or the continuum. By knowing the energy of the incident X-ray, one can determine the energy separation between the core level and the unoccupied level. This is how XAS probe the local partial densities of unoccupied electronic states. XES detects the emitted photon, which are created when a valence electron refills the core hole created in XAS. The energy of this emitted photon is equivalent to the energy difference between the core level and valence level. This is how XES probe the local partial densities of occupied electronic states. As binding energies are unique, soft X-ray spectroscopy is known as element specific. It is useful to study almost every element of the periodic table as each has binding energies of at least one electron shell within the energy range of soft X-rays. The following sections are intended to describe how these techniques effectively provide information about the electronic structure of systems investigated.

In X-ray spectroscopy, the radiative transitions are governed by the dipole selection rules. These rules determine the possibility of a certain transition to happen. The dipole selection rules for the principal quantum number \( n \), orbital angular momentum quantum number \( \ell \), magnetic quantum number \( m_\ell \), spin quantum number \( s \), and total angular momentum quantum number \( j \) are listed in Table 3.1. The general notations used to assign the spectroscopic transitions are listed in Table 3.2. Soft X-ray spectra are generally named using the quantum number of the core hole produced through the transition. There are two types of notation as listed in the table. Atomic notations are usually used to describe the transitions in
XAS processes and X-ray notations are common in describing XES processes. Subscripts in X-ray notations are used to denote different sub-shells and subscript increases as the binding energy of the level decreases.

**Table 3.1** Dipole selection rules.

<table>
<thead>
<tr>
<th>Quantum numbers</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principal quantum number ($n$)</td>
<td>not constrained</td>
</tr>
<tr>
<td>Orbital angular momentum quantum number ($\ell$)</td>
<td>$\Delta \ell = \pm 1$</td>
</tr>
<tr>
<td>Spin quantum number ($s$)</td>
<td>$\Delta s = 0$</td>
</tr>
<tr>
<td>Total angular momentum quantum number ($j$)</td>
<td>$\Delta j = 0$ or $\pm 1$</td>
</tr>
<tr>
<td>Magnetic quantum number ($m_j$)</td>
<td>$\Delta m_j = 0$ or $\pm 1$ (no $m_j = 0 \rightarrow m_j = 0$ if $\Delta j = 0$)</td>
</tr>
</tbody>
</table>

**Table 3.2** General notations used in X-ray spectroscopy.

<table>
<thead>
<tr>
<th>X-ray notation</th>
<th>Atomic notation</th>
<th>Quantum numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>$1s_{1/2}$</td>
<td>$n = 1$, $\ell = 0$, $j = 1/2$</td>
</tr>
<tr>
<td>$L_1$</td>
<td>$2s_{1/2}$</td>
<td>$n = 2$, $\ell = 0$, $j = 1/2$</td>
</tr>
<tr>
<td>$L_{2,3}$</td>
<td>$2p_{1/2,3/2}$</td>
<td>$n = 2$, $\ell = 1$, $j = 1/2, 3/2$</td>
</tr>
<tr>
<td>$M_1$</td>
<td>$3s_{1/2}$</td>
<td>$n = 3$, $\ell = 0$, $j = 1/2$</td>
</tr>
<tr>
<td>$M_{2,3}$</td>
<td>$3p_{1/2,3/2}$</td>
<td>$n = 3$, $\ell = 1$, $j = 1/2, 3/2$</td>
</tr>
<tr>
<td>$M_{4,5}$</td>
<td>$3d_{3/2,5/2}$</td>
<td>$n = 4$, $\ell = 1$, $j = 1/2, 3/2$</td>
</tr>
</tbody>
</table>
3.1 X-ray Absorption Spectroscopy (XAS)

X-ray absorption spectroscopy (XAS) is used as a successful experimental tool to probe the partial density of unoccupied electronic states of a material. In this technique, when the experimental sample is illuminated by synchrotron radiation, transitions of core electrons to the conduction band take place as they absorb energy from the incident radiation. Each element has a characteristic binding energy for a certain core level and therefore XAS is an element specific technique. XAS is also site sensitive and therefore gives information about the bonding environment of the absorbing atom. Thus, XAS provides important information regarding the electronic structure, crystal structure, and chemical information (e.g. oxidation states) of a material, which are directly connected to the various physical properties of the material, for instance, electron transport properties, magnetic properties, and optical properties.

The attenuation of electromagnetic radiation in a material can be described by the Beer’s law in expression 3.1.

\[
I(x) = I_0 e^{-\mu x}
\]  

(3.1)

Where \( I_0 \) is the intensity of the incoming radiation, \( I(x) \) is the intensity of the radiation after traversing through the absorbing material, \( x \) is the depth of the material that reduces the X-ray intensity to \( I(x) \), and \( \mu \) stands for the attenuation coefficient or absorption coefficient. The absorption co-efficient \( \mu \) is described by Fermi’s golden rule in the one-electron approximation.

\[
\mu(\hbar \omega) \propto \sum_f |\langle \Psi_f | \vec{p} \cdot \vec{A}(r) | \Psi_i \rangle|^2 \delta(E_f - E_i - \hbar \omega)
\]  

(3.2)

In the expression, \(|\Psi_i\rangle\) and \(|\Psi_f\rangle\) represent initial and final states of the transition with energies \( E_f \) and \( E_i \), respectively. The notation \( \vec{p} \) stands for the momentum operator, and
\( \vec{A}(r) \) represents the vector potential of the incident radiation. A valid expression for the absorption cross section can be derived from the above expression.

Figure 3.1 shows a schematic diagram describing the events in XAS processes. In the actual measurement, settings of the undulator gap and monochromator are arranged in such a way that the beamline delivers radiation of the desired energy range to scan over certain absorption threshold. Before falling onto the sample, radiation passes through a gold mesh and photoelectrons are ejected to give rise to a mesh current, which is proportional to the incident radiation and is used to normalize the measured data to the number of incoming photons. When the sample is illuminated by the incoming radiation of desired energy, core electrons of binding energy equal or smaller than the incident energy will be excited and escape from the ground energy state to jump into unoccupied states or to the continuum. Thus the excitation of a core electron leaves a core hole. The resultant core hole can be refilled by either a radiative (X-ray) or a nonradiative (Auger electron; refers to an electron being emitted instead of X-ray) process. Consequently, XAS measurements are accomplished by either measuring the emitted X-rays or by measuring the released electrons. The associated measurement modes are known as Total Fluorescence Yield (TFY for radiative) and Total Electron Yield (TEY for nonradiative). The TFY and TEY detection mode are often used as complementary to each other while both having particular advantages and disadvantages, explained in the sections below. In this thesis, XAS measurement is extensively used to characterize the material employing both of the techniques. Normalized absorption intensity is plotted as a function of the excitation energy in the XAS spectrum. There also exists another method of measuring XAS that is known as transmission mode, in which incoming radiation passes through the material and the intensity of the incoming and outgoing radiation to determine the absorption coefficient is measured as described in equation 3.1. But in the soft X-ray region, transmission mode is not efficient as incoming radiation is less energetic and outgoing radiation is even less energetic. The transmission mode of XAS measurement is popular in hard X-ray absorption spectroscopy.
Figure 3.1 Schematic diagram of X-ray absorption spectroscopy.

Figure 3.2 illustrates the different parts of XAS spectra. The XAS spectrum can be divided into four regions: i) pre-edge, ii) X-ray absorption near-edge structure (XANES), iii) near-edge X-ray absorption fine structure (NEXAFS), and iv) extended X-ray absorption fine structure (EXAFS). Pre-edge features are minor and caused by the electronic transitions to empty bound states. These features are sensitive to the local geometry around the absorbing atom and exhibit dependence on the coordination environment (e.g. octahedral, tetrahedral etc.). Absorption edge occurs in the spectrum when the excitation energy reaches the ionization threshold. Edge features show a dependence on the oxidation states and often show an absorption edge shift with increased or decreased oxidation state. NEXAFS occurs when ejected photoelectrons have low kinetic energy and electron scattering cross sections are high. As a consequence, NEXAFS features are dominated by the multiple scattering. In EXAFS, the kinetic energy of photoelectrons is increased and single scattering by the nearest neighbors dominates. Both NEXAFS and EXAFS contain information about the local geometry around the absorbing atom. The latter gives the distances between the various atoms surrounding the excited atom but does not tell anything about the coordination geometry whereas former provides information about the coordination geometry.
3.1.1 Total Electron Yield (TEY)
Total Electron Yield (TEY) measures the Auger electrons and photoelectrons escaping from the sample. Electrons escaping from the sample would leave a positively charged sample. If the sample is insulated and at ground potential, then electrons will flow from the ground to neutralize the sample and would result in a flow of current. The TEY technique measures that current using a picoammeter to determine the absorption of incoming photons. Higher X-ray absorption would cause more electrons to escape from the sample and therefore generate more sample current. The TEY spectrum displays the normalized intensity of sample current plotted as a function of the excitation energy.

The TEY technique is known to be a surface sensitive technique because it is limited by the mean free path of the electrons. Therefore, electrons situated near the surface (~few nanometers) contribute to generate the sample current. As TEY gives surface sensitive data, it is often desired for a surface sensitive probe in thin films. It also helps identifying differences between surface and bulk electronic structure of a material. For some samples, surface oxidization is a common phenomenon upon air exposure and TEY makes it possible to identify this.

Figure 3.2 Different parts of the XAS spectrum (Figure from ref. 44).
Measurement of XAS using TEY technique is simple but it depends on the conductivity of the sample. If the sample is conductive then the sample current flows easily and gives a well resolved TEY spectrum. But in case of an insulating sample, data will be poor as sample charging may occur. Sample charging occurs when electrons are escaping from the sample but positive charges left behind are not being neutralized by the electrons from the ground, which is because the sample is an insulator and electrons cannot flow. As a result, at some point of time, it will be difficult for the photoelectrons or Auger electrons to escape from the sample and the TEY current will drop drastically.

3.1.2 Total Fluorescence Yield (TFY)
Total fluorescence Yield (TFY) detects and measures the spontaneously emitted photons during the decay of valence electrons to fill core holes created through X-ray absorption. In the TFY measurement, a channeltron placed near the sample inside the UHV sample chamber is used to register some of the emitted photons. Photons emitted from the sample strike on the channeltron plate and cause an electron to emit. A channeltron is an electron multiplier that multiplies incident electrons through a process called secondary emission. In that process, a single electron bombarded on metal, causes emission of 1 to 3 electrons. A high electric potential (~ 3000 V) is applied between this metal plate and another plate placed next to it, which causes electrons to accelerate from the first plate and then to hit the next plate and thus to generate more electrons and so on, until a measurable signal is obtained. Care must be taken not to overload the detector during the measurement. Overloading problems can be minimized by decreasing the potential in the channeltron or by narrowing the slit size to reduce the incoming photons. Finally, normalized fluorescent intensity plotted as a function of the excitation energy constitutes the TFY spectrum.

The TFY technique is known to be bulk sensitive because the mean free path of a photon is considerably longer compared to the mean free path of an electron and therefore, photons can escape from a deeper part of the sample. Combination of both TEY and TFY allows researchers to do comparative studies between the surface and the bulk electronic structure of a sample.
TFY has both advantages and disadvantages. Useful advantages on top of the TEY method are for instance, bulk sensitivity, no possibility of charging effect, etc. One of the limitations is self-absorption, in which emitted photons are being re-absorbed by the sample and thus are not reaching the channeltron. Therefore TFY does not always provide an accurate picture of the total photoabsorption cross-section. Another limitation is that TFY counts emitted photons to provide a measure of absorbed radiation but in reality, Auger process and radiative process compete with each other to refill the core holes and, in some cases, Auger process dominates over the radiative process.

### 3.2 X-ray Emission Spectroscopy (XES)

X-ray emission spectroscopy (XES) probes the partial density of occupied electronic states of a material. XES involves exciting a core electron to the continuum or to some unoccupied states, and observing the decay from the valence band. Figure 3.3 shows a schematic diagram of the XES process. XES measures the intensity of the emitted radiation as a function of the energy of the emitted radiation using a spectrometer. Similar to XAS, XES is also an element-specific and site-specific technique that makes it a useful tool to study and distinguish different elements. XES is a photon in - photon out process and therefore, no charging effect occurs, which makes this process favorable to measure both conducting and insulating samples. It is a true bulk sensitive technique because the mean free path of a photon is much higher than the mean free path of an electron.

Depending on the excitation energy, XES can be categorized into two different types. One is called Non-resonant X-ray Emission Spectroscopy (NXES), which is used to reveal information about the partial density of occupied states and the other one is called Resonant Inelastic X-ray Scattering (RIXS), which is popular for probing low energy excitations, e.g., $d$-$d$ excitations and charge transfer excitations. These two types of XES are described in the following sections.
3.2.1 Non-resonant X-ray Emission spectroscopy (NXES)
XAS is the basis for determining excitation energies in emission measurements and, therefore, XAS spectrum is always obtained ahead of measuring a XES. In Non-resonant X-ray Emission spectroscopy (NXES), the excitation energy is chosen well above the ionization threshold of the core state of the element of interest, so that the core electron escapes into the continuum. The resulting core hole gets quickly filled via the fluorescence decay of valence electrons, which is governed by the standard dipole selection rules. Spectral features of an XES spectrum remain unchanged with variation of the excitation energy as long as the excitation energy is chosen well above the absorption threshold. Both NXES and RIXS are second order optical processes where excitation and relaxation process are correlated by the Kramers-Heisenberg formula [45, 46]. By contrast, XAS is a first order process, which only involves a single electron. NXES probes the partial density of the electronic structure of occupied states and, therefore XAS and NXES provide complementary information.

3.2.2 Resonant Inelastic X-ray Scattering (RIXS)
The physical process of Resonant Inelastic X-ray Scattering (RIXS) is different from NXES. For RIXS, excitation energy is just sufficient to resonantly promote an inner electron to a higher unoccupied bound state. To determine the excitation energies for the RIXS measurement, one simply goes over the XAS spectrum of the material looking for the energy position of features. By tuning the excitation energy, RIXS measurements at different XAS
features are obtained. Each individual XAS feature is associated with a particular transition in
the material, and therefore the corresponding emission spectrum provides information about
the electronic structure of that particular atomic site. A RIXS spectrum can contain both
elastic and inelastic features. If the energy position of a certain feature in the RIXS spectrum
is the same as the excitation energy, then that feature is recognized as an elastic feature. In
contrast, the RIXS features, which track the excitation energy, are due to the inelastic
scattering processes. In general, RIXS spectra display elastic features, $d$-$d$ excitation features,
and charge transfer features.

The RIXS process is a single inelastic scattering of the incident photon and theoretically
described by the Kramer-Heisenberg formula, e.g., 3.3 [45, 46].

$$I(h\nu_{\text{in}}, h\nu_{\text{out}}) \propto \sum_f \sum_m \frac{\langle f | p.A | m \rangle \langle m | p.A | i \rangle}{E_m - E_i - h\nu_{\text{in}} - i\Gamma/2} \cdot \delta(E_f + h\nu_{\text{out}} - E_i - h\nu_{\text{in}})$$  \hspace{1cm} (3.3)

In this expression, $h\nu_{\text{in}}$ and $h\nu_{\text{out}}$ represents the energies of the incident and emitted photons
respectively, $\overrightarrow{p.A}$ is the dipole operator, $|i\rangle$ is the initial state with energy $E_i$, $|m\rangle$ is the
intermediate state with energy $E_m$, $|f\rangle$ is the final state with energy $E_f$, and $\Gamma$ is the lifetime
broadening for the intermediate state. The delta function term is independent of the
intermediate state. The radiation damping term ($i\Gamma/2$) accounts for the resonance, when the
other terms in the denominator becomes zero ($h\nu_{\text{in}} = E_m - E_i$). The intermediate state in a
RIXS measurement is the final state of XAS. As we can see from the expression 3.3, RIXS is
a second order optical process consisting of X-ray absorption from $|i\rangle$ to $|m\rangle$ and X-ray
emission from $|m\rangle$ to $|f\rangle$. 24
CHAPTER 4
THEORY AND CALCULATIONS

This chapter is intended to briefly describe the theories used in our calculations, and the software used in analysis accomplished in this thesis. The atomic multiplet theory is explained as it is used throughout the thesis to generate the theoretical spectra. A short description of the Hartree-Fock approximation is provided as it is exploited in atomic multiplet theory. Principal component analysis is introduced in this chapter as it is used as a data analysis tool in some aspects of the present study.

4.1 Hartree–Fock Theory

Hartree-Fock (HF) theory is one of the fundamental electronic structure theories. A step-by-step derivation of the HF equation is presented by C. David Sherril in ref. 47. The very brief description presented in this section is adapted from that work. HF theory assumes that the motion of each electron in a system can be described by a single-particle wave function, i.e., no correlations to the instantaneous motion of other electrons of the system are taken into account. It is a good approximation to the actual wave function and thus considered as a useful starting point for more precise calculations. The solution to the electronic problem of the hydrogen atom is known analytically. If we consider adding one more electron to the hydrogen atom and assume no interaction between two electrons, then the total electronic wave function describing the motion of two electrons can be written as a product of the individual wave function of the two electrons, which is known as the Hartree product.

\[
\Psi(r_1, r_2) = \Psi_H(r_1)\Psi_H(r_2)
\]  
(4.1)

Therefore, for an N-electron system, the Hartree product can be extended as follows.

\[
\Psi_H(r_1, r_2, \ldots, r_N) = \phi(r_1)\phi(r_2)\phi(r_N)\]
(4.2)
Now, introducing the space-spin coordinates (as electrons also possess spin coordinates), a more appropriate form of the Hartree product can be written by changing the notation from $\phi(r)$ to $\chi(x)$.

$$
\Psi_H(x_1, x_2, ..., x_N) = \chi_1(x_1) \chi_2(x_2) ... \chi_N(x_N)
$$

(4.3)

In the above expression $x$ is a function of space and spin coordinates, i.e., $x = \{r, \omega\}$. The variable $\omega$ represents the spin coordinate, and consequently $\chi(x)$ represents a spin orbital function instead of $\phi(r)$ that only represents a spatial orbital function. But this wave function does not satisfy the antisymmetry principle, which states that a wave function describing fermions should be antisymmetric under the interchange of space-spin coordinates. To solve this problem, a wave function in the form of a determinant of spin orbitals is introduced (details can be found in ref. 47), which is called a Slater determinant named after John Slater.

$$
\Psi = \frac{1}{\sqrt{N!}} \begin{vmatrix}
\chi_1(x_1) & \chi_2(x_1) & \cdots & \chi_N(x_1) \\
\chi_1(x_2) & \chi_2(x_2) & \cdots & \chi_N(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
\chi_1(x_N) & \chi_2(x_N) & \cdots & \chi_N(x_N)
\end{vmatrix}
$$

(4.4)

In the expression, $N$ represents the total number of electrons. Now, this functional form remains antisymmetric under any interchange of space-spin coordinates and satisfies the Pauli Exclusion Principle.

To determine the energy of molecular orbitals, one can use the usual quantum mechanical expression given by the following expression.

$$
E_{\alpha} = \langle \Psi | H_\alpha | \Psi \rangle
$$

(4.5)
Where $\Psi$ is the HF wavefunction and $H_{el}$ represents the typical Hamiltonian given by

$$H_{el} = \sum_{i=1}^{N} h(i) + \sum_{i<j}^{N} V_{int}(i, j)$$

Where $h(i)$ is the single-particle Hamiltonian for the particle-$i$ and $V_{int}(i, j)$ describes the interaction between the electrons $i$ and $j$. For an N-electron system with atomic number $Z$, one can write,

$$h(i) = \frac{-p_i^2}{2m} - \frac{Ze^2}{r_i}$$

$$V_{int}(i, j) = \frac{e^2}{|r_i - r_j|}$$

Note that the Hamiltonian does not consider any external fields, relativistic effects, and spin-dependent terms. One can rewrite the Hartree-Fock energy $E_{el}$ in terms of integrals of the one- and two-electron operators as stated in the following equation.

$$E_{HF} = \sum_{i} \langle i | h | i \rangle + \frac{1}{2} \sum_{ij} [ \langle ii | jj \rangle - \langle jj | ii \rangle ]$$

Where the one-electron integral is given by

$$\langle i | h | j \rangle = \int dx_i \chi_i^*(x_i) h(r_i) \chi_j(x_i)$$

and a two-electron integral is given by the following expression.

$$[ ij | kl ] = \int dx_i dx_j \chi_i^*(x_i) \chi_j(x_i) \frac{1}{r_{12}} \chi_k^*(x_z) \chi_l(x_z)$$
Efficient computer program exists that are used to calculate these integrals. To determine the HF equation, the variational method is applied, i.e., the HF energy expression is minimized with respect to changes in the orbitals $\chi_i \rightarrow \chi_i + \delta \chi_i$. The HF energy formula given in equation 4.9 is valid only if orbitals $\chi$ are orthonormal. Therefore the energy expectation values should be varied under the constraint that the variational method leaves the orbitals orthonormal. This is obtained by using the Lagrangean multipliers method. Working through the variational method using Lagrange’s method of undetermined multipliers, one can derive the HF equations defining the orbitals as follows.

$$h(x_i)\chi_i(x_i) + \sum_{j \neq i} \left[ \int dx_2 |\chi_j(x_2)|^2 \right] \frac{1}{r_{12}} |\chi_i(x_i) - \sum_{j \neq i} \left[ \int dx_2 \chi_j^*(x_2) \chi_i(x_2) \right] \frac{1}{r_{12}} |\chi_j(x_i) = \varepsilon_i \chi_i(x_i)$$

$$\Rightarrow \left[ h(x_i) + \sum_{j \neq i} \mathfrak{Z}_j(x_i) - \sum_{j \neq i} \kappa_j(x_i) \right] \chi_i(x_i) = \varepsilon_i \chi_i(x_i) \tag{4.12}$$

Where $\varepsilon_i$ is the energy eigenvalues associated with orbital $\chi_i$. This is the well-known HF equation. The term $\mathfrak{Z}_j(x_i)$ is called the **Coulomb operator**, which gives the Coulomb interaction of an electron with spin orbital $\chi_i$ with the average charge distribution of the other electrons. The other term $\kappa_j(x_i)$ arises from the antisymmetry requirement of the wave functions, and is called **exchange operator**. The Coulomb and exchange operators are expressed as

$$\mathfrak{Z}_j(x_i) = \int dx_2 |\chi_j(x_2)|^2 \frac{1}{r_{12}} \tag{4.13}$$

and

$$\kappa_j(x_i)\chi_i(x_i) = \int dx_2 \chi_j^*(x_2) \frac{1}{r_{12}} \chi_i(x_2) \chi_i(x_i) \tag{4.14}$$

Now, let us introduce a new operator called **Fock operator** defined by the following expression.

28
$$f(x_i) = h(x_i) + \sum_j \Im_j(x_i) - \kappa_j(x_i) \tag{4.15}$$

A more compact form of the HF equation can be written as

$$f(x_i)\chi_i(x_i) = \varepsilon_i\chi_i(x_i) \tag{4.16}$$

It has the form of an eigenvalue equation similar to the N-electron Schrödinger equation. An iterative method is necessary to solve the equation because Coulomb and exchange operators are determined by the orbitals $\chi_i$, which are yet to be determined by solving the HF equation 4.16. One starts with a guess $\chi_i(0)$ that constructs the Fock operator $f(0)$ and solves the HF equation. The obtained solution for the orbital and orbital energies are then used to construct a new Fock operator $f(1)$, which is further used to solve the HF equation. This process of iteration is repeated until the initial orbitals used for constructing Fock operator are found identical to the solution obtained from the HF equation. The HF method is also known as the “self-consistent field” (SCF) method due to this “self-consistency”. The application of HF theory is limited because it does not take the interaction with neighboring electrons into account. However, it is useful to effectively model the molecular orbitals of various systems.

### 4.2 Atomic Multiplet Theory

Atomic multiplet theory was first developed to study the core level photoemission spectra [48-51], which was later improved by Asada et al. by the inclusion of charge transfer theory [52]. The theory was then further extended by B. T. Thole to include crystal field effects. In 1985, B. T. Thole calculated all $3d^{10} 4f^N \rightarrow 3d^9 4f^{N+1}$ transitions [53] using Cowan’s atomic HF program [54, 55]. Comparison of his calculation with the experimental spectra confirmed the correctness of the theory [53]. Atomic multiplet theory was successfully used to simulate the spectra of manganese impurities in noble metals by calculating the $2p^6 3d^5 \rightarrow 2p^5 3d^6$ transition [56].
4.2.1 The Origin of Atomic Multiplets

In XAS, a core electron is excited to an empty state generating a core hole, for instance, a 2p core hole is created in Mn 2p XAS transition, $2p^6 \ 3d^5 \rightarrow 2p^5 \ 3d^6$. Thus the final state of X-ray absorption process contains a partly filled core state ($2p^5$) and also a partly filled 3d-band ($3d^6$). A strong overlap between 2p-hole and 3d-hole radial wave functions split the XAS final states. Those can be obtained by the vector coupling of 2p and 3d wave functions [57]. These XAS final states created through splitting are known as atomic multiplets. The overlapping of wave functions also exists in the ground state, but does not play an effective role as the core states in XAS ground state are filled [57]. The atomic multiplet effects are also observed in solids and it was experimentally found that it plays similar role (of the same order of magnitude) in both the solids and the atoms [57]. This is why the common single particle code is not capable of calculating correct density-of-states for XAS of a transition metal $L_{2,3}$ edges. Calculated XAS in transition metal $K$-edges and $O\ K$-edges using single particle codes are found in nice agreement with the experiment as multiplet effects are considerably reduced for 1s-core hole due to screening effect. Details of the description of the origin of atomic multiplets can be found elsewhere [57].

4.2.2 Treatment of XAS using Atomic Multiplet Theory

The X-ray absorption cross-section obtained from the Fermi’s golden rule can be expressed by the following expression.

$$\sigma(E_X) \sim \sum_j \left| \langle \phi_i | X | \phi_f \rangle \right|^2 \delta(E_i + E_X - E_f) \quad (4.17)$$

In the expression $E_X, E_i, \text{ and } E_f$ represent the incident X-ray energy, the energy of the initial state, and the energy of the final state, respectively. The initial and final state wave functions are denoted by $\phi_i$ and $\phi_f$. $X$ represents the perturbation acting on the system, which is absorption of photons during XAS. In the expression, $\phi_i$ and $\phi_f$ are coupled through the aforementioned dipole selection rules. For Mn 2p XAS, the allowed dipole transitions are $2p \rightarrow 3d$, and $2p \rightarrow 4s$, but the $2p \rightarrow 4s$ transition is negligible with respect to $2p \rightarrow 3d$. Atomic multiplet theory assumes that, for a transition metal compound, the $2p$-$3d$ and also the
3d-3d coupling effects are very important to consider in the treatment of transition metal $L_{2,3}$ XAS, whereas single-particle theory does not take these couplings into account. In atomic multiplet code, multiplets are initially calculated neglecting the solid-state effect, which is later added to the Hamiltonian by introducing a crystal field parameter, treated as a free parameter to be varied to obtain good agreement with the experiment. Therefore, from the atomic standpoint, the expression for the absorption cross-section in 3d-transition metal 2p XAS can be written as follows \[58\].

$$
\sigma_{2p}(E_X) \sim \sum_j \left| \langle \phi_G(3d^N)_{O(3)} | X | \phi_p(2p^53d^{N+1})_{O(3)} \rangle \right|^2 \delta(E_G + E_X - E_f)
$$

(4.18)

In the expression, $\phi_G(3d^N)_{O(3)}$ represents the ground state in spherical symmetry $O(3)$ and $\phi_p(2p^53d^{N+1})_{O(3)}$ represents the $j$-th final state in the atomic multiplet spectrum in spherical symmetry $O(3)$.

### 4.2.3 The Form of the Hamiltonian

Let us start considering a free atom without any influence from the surroundings. The Hamiltonian for an $N$-electron atom can be written in the form stated as follows.

$$
H = \sum_N \frac{p_i^2}{2m} + \sum_N -\frac{Ze^2}{r_i} + \sum_{\text{pairs}} \frac{e^2}{r_{ij}} + \sum_N \zeta(r_i) l_i \cdot s_i
$$

(4.19)

In the expression, the first term represents the kinetic energy of electrons, the second term represents the electrostatic interaction of electrons with the nucleus, the third term represents the electron-electron repulsion ($H_{ee}$), and the last term stands for the spin-orbit coupling ($H_{ls}$) of each electron. In a given atomic configuration, the first two terms in the Hamiltonian define the average energy of the configuration ($H_{\text{avg}}$) and do not contribute to the multiplet splitting. The remaining two terms define the relative energy of the different terms within the configuration and contribute to the multiplet splitting. The electron-electron repulsion term ($H_{ee}$) is too large to be considered as a perturbation and creates difficulty in solving the
Schrödinger equation. However, using the central field approximation, spherical average \( \langle H_{ee} \rangle \) is separated from the non-spherical part of the electron-electron interaction and the spherical average \( \langle H_{ee} \rangle \) is added to \( H_{\text{avg}} \) to form the average energy. Then the effective electron-electron interaction \( H'_{ee} \) is expressed as follows.

\[
H'_{ee} = H_{ee} - \langle H_{ee} \rangle = \sum_{\text{pairs}} \frac{e^2}{r_{ij}} - \left( \sum_{\text{pairs}} \frac{e^2}{r_{ij}} \right)
\]  

(4.20)

Therefore, the effective electron-electron interaction \( H'_{ee} \) plus the spin-orbit coupling \( H_{ls} \) defines the effective Hamiltonian responsible for the multiplet splitting that determines the energy of the different terms in the configuration. The following section describes the definition of different term symbols often used in atomic multiplet theory.

### 4.2.4 Definition and Notation of Term Symbols

Term symbols allow someone to find out the three relevant quantum numbers as well as to determine the energy and symmetry associated with a certain configuration. Considering the usual definition of quantum numbers (orbital moment \( L \), spin moment \( S \), and total moment \( J \)), the so-called term symbols are defined as \( ^{2S+1}X_J \), where \( X \) represents the orbitals \( S, P, D \ldots \) etc. corresponding to the orbital moment of \( L = 0, 1, 2 \ldots \) etc. If we neglect the spin-orbit coupling effect, all the configurations having same \( L \) and \( S \) value are of the same energy with \((2L+1)(2S+1)\)-fold degenerate energy levels. In necessary cases, when spin-orbit coupling is considered, all terms are split in energy in accordance with their \( J \)-value giving \((2J+1)\)-fold degenerate energy levels with \( |L-S| \leq J \leq |L+S| \). To give some examples, for a 1\( s \) electron (\( L = 0 \), \( S = 1/2 \), and \( J = 1/2 \)), the term symbol is written as \( ^2S_{1/2} \) and similarly, for a 2\( p \) electron (\( L = 1 \), \( S = 1/2 \), and \( J = 1/2, 3/2 \)), the term symbols are \( ^2P_{1/2} \) and \( ^2P_{3/2} \), as spin-orbit coupling is important in this case. These two terms are seen in the experimental metal 2\( p \) XAS of transition metal as \( L_2 \)- and \( L_3 \)-peaks. Now, going into a little complex configuration, for example 3\( d^4 \)\( 4d \), the term symbols are obtained through the multiplication of the individual term symbols of 3\( d \) and 4\( d \) electrons, i.e., by calculating, \(^2D \otimes ^2D\). The product
\( ^2D \otimes ^2D \) gives, \( L = 0, 1, 2, 3, \) or \( 4 \) and \( S = 0 \) or \( 1 \), thus one can obtain 10 LS term symbols represented by \( ^1S, \, ^1P, \, ^1D, \, ^1F, \, ^3G, \, ^3S, \, ^3P, \, ^3D, \, ^3F, \) and \( ^3G \) with a total degeneracy of 100 as listed in table 4.1 adapted from the ref. 59. Inclusion of spin-orbit coupling gives a total of 18 term symbols.

**Table 4.1** Total degeneracy of \( 3d^4d^1 \) configuration [59].

<table>
<thead>
<tr>
<th>3d(^4)d(^1)</th>
<th>(^1S)</th>
<th>(^1P)</th>
<th>(^1D)</th>
<th>(^1F)</th>
<th>(^3S)</th>
<th>(^3P)</th>
<th>(^3D)</th>
<th>(^3F)</th>
<th>(^3G)</th>
<th>( \Sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degeneracy</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>3</td>
<td>9</td>
<td>15</td>
<td>21</td>
<td>27</td>
</tr>
<tr>
<td>J-values</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In case of a \( 3d^2 \) configuration, the Pauli exclusion principle does not allow two \( 3d \)-electrons to occupy the same quantum state, suggesting the possibility of 45 (= \( 10 \times 9/2 \)) combinations [59]. For a \( 3d^3 \) configuration it can be shown that 120 (= \( 10 \times 9/2 \times 8/3 \)) combinations are possible [59]. The general expression for determining the degeneracy of a \( 3d^N \) configuration is expressed as follows [59].

\[
\binom{10}{n} = \frac{10!}{(10-n)!n!} \quad (4.21)
\]

**4.2.5 Determination of the Relative Energies of Different Terms**

To determine the relative energies of different terms derived from the formula \( ^{2S+1}X_J \), one calculates the matrix elements of these states with the effective Hamiltonian defined in the aforementioned expression (4.20). The general formula to calculate the matrix elements is obtained as follows [59].

\[
\left\langle ^{2S+1}L_J \left| \frac{e^2}{r_{12}^2} \right| ^{2S+1}L_J \right\rangle = \sum_k f^k F^k + \sum_k g^k G^k \quad (4.22)
\]
In the expression, $F^K$ and $G^K$ are the so-called Slater-Condon parameters. The Coulomb repulsion terms are denoted by $F^K$ and the exchange terms are denoted by $G^K$. The Wigner-Eckardt theorem is used to separate the radial parts $F^K$ and $G^K$ in the above expression and Legendre polynomials are used to expand the Hamiltonian $1/r_{12}$ in a series [60]. The angular coefficients $f_K$ and $g_K$ are calculated using the angular momentum coupling and results are expressed in terms of $3j$ and $6j$ symbols as follows [59].

\[
f_K = (2l_1 + 1)(2l_2 + 1)(-1)^L \begin{pmatrix} l_1 k l_1 & l_2 k l_2 & l_1 l_2 L \\ 0 & 0 & 0 \\ l_2 l_1 k \end{pmatrix}
\] (4.23)

\[
g_K = (2l_1 + 1)(2l_2 + 1)(-1)^S \begin{pmatrix} l_1 k l_2 & l_1 k l_2 & l_1 l_2 L \\ 0 & 0 & 0 \\ l_2 l_1 k \end{pmatrix}
\] (4.24)

The exchange interaction $g_K$ does not exist for equivalent electrons, and $f_K$ is simplified using $l = l_1 = l_2$. The values of $k$ are calculated using the triangle conditions of $3j$-symbols. Calculating $3j$ symbols of equation 4.23 and 4.24, one can find that for $f_K$: i) $k$ must be even, ii) $k = 0$ always exists, and iii) the maximum value of $k$ is twice of the lowest value of $l$ [59]. Also, for $g_K$: i) $k$ is even if $l_1 + l_2$ is even, ii) $k$ is odd if $l_1 + l_2$ is odd, and iii) the maximum value of $k$ is $l_1 + l_2$ [59]. Table 4.2 adapted from the ref. 59 summarizes $k$-values for some commonly used configurations.

Table 4.2 List of $k$-values, corresponding to the angular coefficient $f_K$ and $g_K$ [59].

<table>
<thead>
<tr>
<th>Config.</th>
<th>$f_K$</th>
<th>$g_K$</th>
<th>Config.</th>
<th>$f_K$</th>
<th>$g_K$</th>
<th>Config.</th>
<th>$f_K$</th>
<th>$g_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1s^2$</td>
<td>0</td>
<td></td>
<td>$1s2s$</td>
<td>0</td>
<td></td>
<td>$1s2p$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$2p^2$</td>
<td>0 2</td>
<td></td>
<td>$2p3p$</td>
<td>0 2</td>
<td></td>
<td>$2p3d$</td>
<td>0 2</td>
<td>1 3</td>
</tr>
<tr>
<td>$3d^2$</td>
<td>0 2 4</td>
<td></td>
<td>$3d4d$</td>
<td>0 2 4</td>
<td></td>
<td>$3d4f$</td>
<td>0 2 4</td>
<td>1 3 5</td>
</tr>
</tbody>
</table>
For a $3d^2$ configuration, there will be 5 term symbols, $^1S, ^3P, ^1D, ^3F$, and $^1G$. The exchange interaction $g_K$ does not exist for a $3d^2$ configuration as electrons are from the same shell. The $k$-values for $f_K$ are 0, 2, and 4. The angular coefficient $f_0$ is equal to the number of permutations ($N (N-1)/2$) of $N$ electrons (i.e., $f_0 = 1$ for $3d^2$ configuration). The remaining coefficients $f_2$ and $f_4$ can be found from the following expression [59].

$$f_h = \frac{10}{7} \left( \frac{2L \text{ } L}{2L} \right) (-1)^L$$

(4.25)

Energies of the five term symbols for $3d^2$ configuration can be calculated assuming that in case of a $3d$-transition metal the Slater-Condon parameters $F^K = 10$ eV, and $F^4$ and $F^2$ show an approximate ratio of $F^4 = 0.62 F^2$. One finds that $^3F$ is at -1.8 eV, $^1D$ is at -0.1 eV, $^3P$ is at +0.2 eV, $^1G$ is at +0.8 eV, and $^1S$ is at +4.6 eV. Details of the calculation can be found in ref. 59. The $^3F$ term is at lowest energy and therefore represents the ground state of the $3d^2$ configuration satisfying the Hund’s rule. The terms $^1D, ^3P$, and $^1G$ fall in the energy region of 1.7 - 2.5 eV above the ground state. The state $^1S$ is situated at 6.4 eV above the ground state as two electrons in the same orbital strongly repel each other.

In case of three or more electron systems, the situation is more complex because writing an antisymmetrized three-electron wave function is not so simple. In that case, using the so-called coefficients of fractional percentage theory, the three-electron wave function is generated from a series of two-electron wave functions.

### 4.2.6 Inclusion of the Crystal Field

So far we have considered a free atom, which is an ideal but rare case. To actually calculate an XAS spectrum showing good agreement with the experiment, it is necessary to include solid state effects. Crystal field theory was incorporated into atomic multiplet theory by Thole and his co-workers [53]. Atomic multiplet theory is extended by adding a new term in the atomic Hamiltonian representing an electrostatic field. This new term contains electronic charge $e$ times a potential $\phi (r)$ representing the solid state effect. The crystal field is
considered as a perturbation to the atomic case and one should determine the matrix elements of $\phi(r)$ with respect to the 3$d$-orbitals $\langle 3d|\phi(r)|3d \rangle$. Simulation of an XAS spectrum consists of a calculation of atomic matrix elements for the initial state, final state, and the transition. To include the crystal field effect, the atomic matrix element should be branched to cubic symmetry. For simplicity, the following discussion about the effect of inclusion of a crystal field is limited only to an octahedral crystal field.

In octahedral symmetry, a transition metal is surrounded by six neighboring atoms situated on the three Cartesian axes. The introduction of an octahedral field causes reduction of symmetry from spherical $O(3)$ to $O_h$. The group theoretical discussion regarding the $O(3)$ to $O_h$ transformation is described in refs. 61-63. When an octahedral crystal field is introduced, 5-fold degenerate 3$d$-orbitals become grouped into two categories represented by $E_g$ and $T_{2g}$ symmetry. The state $E_g$ contain the orbitals that are pointing towards the ligand ($d_{x^2-y^2}$ and $d_{z^2}$) and, as a consequence, they experience strong electrostatic repulsion. The state $T_{2g}$ contain orbitals which are pointing between the ligands ($d_{xy}$, $d_{yz}$, and $d_{zx}$) and therefore, experience considerably less repulsion. The general result of this splitting is listed below in Table 4.3 adapted from the Tanabe-Sugano diagrams [64]. The effect of cubic crystal field on the energies of atomic states is presented in Tanabe-Sugano diagram [64] shown in the following Figure 4.1 adapted from ref. [64].

The crystal field multiplets are calculated using the method outlined above and compared with the experiment. In the calculation, the atomic Hamiltonian is solved using a HF approximation, which assumes that the ground state can be represented by a single $3d^N$ configuration. This assumption is erroneous because the ground state is not a single configuration but consists of a mixture of configurations. As an approach to correct this, all the Coulomb and exchange parameters (Slater integrals) are reduced to 80% of the HF-values to account for the intra-atomic interactions. Crystal field parameters are treated as a free parameter to be varied to obtain good agreement with the experiment. To compare with the experiment, our calculated line spectra are broadened with Lorentzian and Gaussian
broadening to account for the life-time effects and the resolution function of the instrument, respectively.

Figure 4.1 Tanabe-Sugano diagram for the ground state of $3d^2$ configuration in cubic symmetry (Figure from ref. 64).

Table 4.3 Branching in an octahedral field.

<table>
<thead>
<tr>
<th>Term</th>
<th>Degeneracy</th>
<th>States in octahedral field</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>1</td>
<td>$A_{1g}$</td>
</tr>
<tr>
<td>P</td>
<td>3</td>
<td>$T_{1g}$</td>
</tr>
<tr>
<td>D</td>
<td>5</td>
<td>$E_g + T_{2g}$</td>
</tr>
<tr>
<td>F</td>
<td>7</td>
<td>$A_{2g} + T_{1g} + T_{2g}$</td>
</tr>
<tr>
<td>G</td>
<td>9</td>
<td>$A_{1g} + T_{1g} + T_{2g} + E_g$</td>
</tr>
<tr>
<td>H</td>
<td>11</td>
<td>$T_{1g} + T_{1g} + T_{2g} + E_g$</td>
</tr>
<tr>
<td>I</td>
<td>13</td>
<td>$A_{1g} + A_{2g} + T_{1g} + T_{1g} + T_{2g} + E_g$</td>
</tr>
</tbody>
</table>
Two separate program sets are used in this thesis to perform atomic multiplet calculations. One is called Basis state edition (BSE), which does not include crystal fields and the other one is called Crystal Field Atomic Multiplet Calculation that include crystal fields. The program BSE is written by R. D. Cowan [54], and the Crystal Field Atomic Multiplet program used in this thesis is a slightly modified version of the one written by B. T. Thole [53, 56], where the modifications are added by Jason Sadowski, Mark Hlady, and Adrian Hunt at the University of Saskatchewan.

4.3 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is a very useful data decomposition tool. It is a simple one and takes a little effort to extract valuable information about the system. It helps identifying the constituents in a dataset by reducing a complex data set to a lower dimension. PCA is used in chemistry to analyze the spectral data of systems containing a mixture of chemical compounds. Also, PCA is successfully used to analyze the XAS spectra of different samples exhibiting changes in structure or composition [65-69]. PCA provides a systematic approach to separate a spectral mixture into independent components and thus to extract information regarding the constituents of the data set. PCA determines the minimum number of component spectra necessary to reconstruct an experimental spectrum. These components are mathematical constructs and do not have any physical meaning but comparison of these component spectra with experimental reference spectra yields information about the composition of the sample. This information can be verified afterward by constructing a fit for the experimental spectrum using a weighted linear combination of the reference spectra. The associated weighting factor quantifies the importance of the presence of each individual reference spectrum in the experimental sample.

If there are $p$ components ($x_1, x_2, \ldots, x_p$) in a dataset, PCA forms different combinations of the components to reduce the number of variables giving uncorrelated principal components $PC_{(1)}, PC_{(2)}, \ldots, PC_{(p)}$, known as eigenvectors. The program gives a list of obtained eigenvectors in an ordered arrangement so that variance ($PC_{(1)}$) ≥ variance ($PC_{(2)}$) ≥ … ≥ variance ($PC_{(p)}$), where variance of a certain component represents the eigenvalues of that component. Usually, some eigenvectors obtained through PCA are found to show negligible
eigenvalues indicating that these are not necessary to reconstruct the dataset. The program allows users to check the necessity of each individual eigenvectors in reconstructing the original dataset and thus checking one by one, the minimum number of eigenvectors is determined. This is how PCA reduces the number of variables in a dataset. Again, these eigenvectors are mathematical entities and do not bear any physical meaning. Therefore, the spectra of eigenvectors are compared with the known experimental data of different reference compounds to determine what physical components are present in the dataset. The mathematical details of the PCA method are explained elsewhere [70].

In this thesis, PCA is performed using the ‘Exafspak’ software [71] to determine the presence of different Mn-valence states in La$_{1-x}$Ca$_x$MnO$_3$ ($x = 0.20, 0.21, 0.23$, and $0.25$) samples. The input to the PCA routine is the set of La$_{1-x}$Ca$_x$MnO$_3$ measured data taken at Mn 2p edges, and the output is a series of eigenvectors that are needed to reconstruct each spectrum in the data set. By systematically testing whether an eigenvector is necessary for reconstruction, the minimum number of components in the data set is determined. Then ‘target transformation’ in the software suite is used to determine if a particular Mn-valence (Mn$^{2+}$ and/or Mn$^{3+}$) is present in the La$_{1-x}$Ca$_x$MnO$_3$ data set. Experimental XAS data of MnO and Mn$_2$O$_3$ are used as experimental reference spectra for Mn$^{2+}$ and Mn$^{3+}$ in the target transformation.
CHAPTER 5
RESULTS AND DISCUSSION

5.1 Electronic structure of Ca-doped LaMnO$_3$

An investigation of the Ca-doped LaMnO$_3$ single crystals using a combination of XAS measurements and atomic multiplet calculations is reported to study the valence of manganese sites. Mn 2$p$ and O 1$s$ XAS spectra of La$_{1-x}$Ca$_x$MnO$_3$ ($x = 0.20, 0.21, 0.23, 0.25$) single crystals measured TEY and TFY mode are presented. La$_{1-x}$Ca$_x$MnO$_3$ single crystals are grown using the floating zone (FZ) melting method [72]. Details of the growth technique and conditions are described elsewhere [73]. X-ray powder diffraction measurements confirmed that the sintered materials are single-phased [73]. The magnetic and charge transport properties of these single crystals are also reported elsewhere [74]. In this study, Mn 2$p$ and O 1$s$ XAS spectra of La$_{1-x}$Ca$_x$MnO$_3$ samples and associated reference samples LaMnO$_3$ (Mn$^{3+}$), MnO (Mn$^{2+}$), Mn$_2$O$_3$ (Mn$^{3+}$), and Mn$_3$O$_4$ (Mn$^{2+}$ + Mn$^{3+}$) are measured at the undulator-based SGM beamline at the CLS. Mn $L_{\alpha, \beta}$ RIXS measurements of La$_{1-x}$Ca$_x$MnO$_3$ are performed at beamline 8.0.1 at the ALS. In XAS TEY measurement, absorption is monitored via the measurement of the sample current, whereas TFY is monitored through the detection of photons produced during the relaxation of excited states. For XAS data of post-annealed La$_{1-x}$Ca$_x$MnO$_3$, the samples were annealed at 1000 °C in air for 2 hours and were measured as soon as possible (~10 minutes) to avoid longer air exposure. The estimated experimental energy resolution is 0.1 eV for the series of measurements. All spectra are recorded at room temperature and are normalized to the number of photons falling on the sample monitored by a highly transparent gold mesh. Note that, the phrase ‘mixture of Mn$^{2+}$ and Mn$^{3+}$ (Mn$^{2+}$ + Mn$^{3+}$)’ is used in this report to represent just a mixture without any interaction between two oxidation states.

The PCA is performed using the ‘Exafspak’ software [71] to determine the presence of different Mn-valence states in La$_{1-x}$Ca$_x$MnO$_3$ samples. The experimental Mn 2$p$ XAS spectra of MnO (Mn$^{2+}$), Mn$_2$O$_3$ (Mn$^{3+}$), and Mn$_3$O$_4$ (Mn$^{2+}$ + Mn$^{3+}$) are simulated using the program called Crystal field atomic multiplet calculation (Appendix A) by calculating the transitions $2p^63d^n \rightarrow 2p^53d^{n+1}$. Since Mn ions are octahedrally coordinated in MnO and Mn$_2$O$_3$ [16], an
octahedral crystal field of 0.9 eV and 1.1 eV are chosen to calculate the XAS spectra of Mn\(^{2+}\) and Mn\(^{3+}\), respectively. These values of crystal field are in close agreement with the refs. 58 and 75. XAS spectrum of Mn\(^{2+}\) + Mn\(^{3+}\) is calculated using the superposition of individually calculated Mn\(^{2+}\) and Mn\(^{3+}\). Relative weights of 30% (± 5%) of Mn\(^{2+}\) and 70% (± 5%) of Mn\(^{3+}\) are used in the superposition. Multiplet coupling parameters such as the Slater integrals for the 3\(d^n\) states are reduced to 80% to account for intra-atomic relaxation effects [76]. The calculated line spectra are broadened with the Gaussian broadening of 0.5 eV and 0.7 eV for Mn\(^{2+}\) and Mn\(^{3+}\), respectively. We will see in Figure 5.2 that the theoretical simulation reproduces the main features of the experimental spectra reasonably well. The differences can be attributed to the contribution from the covalency of the compound as \(d\)-count can reach a non-integer value for the covalent compounds and as a consequence, assumed transition \(2p^63d^n \rightarrow 2p^53d^{n+1}\) is no longer valid [76]. Another reason for the difference could be some deviation from the octahedral symmetry caused by the oxygen vacancies [77].

5.1.1 XAS Data Analysis

Mn 2\(p\) XAS. Figure 5.1 shows Mn 2\(p\) XAS TEY spectra of La\(_{1-x}\)Ca\(_x\)MnO\(_3\) single crystals. The detection depth of TEY measurements is governed by the escape depth of the photoelectrons and for this particular case it is approximately 4 to 5 nm [78]. All spectra are normalized to the intensity of the first sharp feature located at ~ 640.8 eV. Due to the spin-orbit splitting of the 2\(p\) core level, 2\(p \rightarrow d\)-symmetry transitions give rise to two edges, namely 2\(p_{3/2}\) (L\(_3\)-edge) and 2\(p_{1/2}\) (L\(_2\)-edge) separated by ~11 eV. Due to the large number of unoccupied conduction band (CB) \(d\)-states, each edge has sharp peaks (white lines). The intensity of the L\(_3\)-peak is expected to be higher compared to the L\(_2\)-peak because of the higher number of electrons available at 2\(p_{3/2}\) compared to 2\(p_{1/2}\). Previous studies of Mn 2\(p\) XAS in oxides have shown that the energy position of spectral features are very sensitive to the oxidation state of Mn atoms and can be used to determine the Mn-valency [18-21]. The double-peak feature of the L\(_3\)-edge changes as the Ca-concentration increases. The peak at approximately 640.8 eV shows highest relative intensity for the \(x = 0.20\) sample and then the intensity decreases with increasing Ca-concentration. Conversely, the relative intensity of the peak at approximately 642.3 eV increases with increasing Ca-concentration. To characterize the features, PCA and atomic multiplet calculations are used to analyze the data. The PCA of the La\(_{1-x}\)Ca\(_x\)MnO\(_3\)
data set using the model spectra of experimental Mn$^{2+}$ and Mn$^{3+}$ suggests that Mn$^{2+}$ and Mn$^{3+}$ are present at the surface of La$_{1-x}$Ca$_x$MnO$_3$ ($x = 0.20, 0.21, 0.23,$ and $0.25$) surfaces. An atomic multiplet calculation is presented in the following paragraph to confirm the presence of Mn$^{2+}$ and Mn$^{3+}$.

**Figure 5.1** Mn 2$p$ XAS TEY spectra of La$_{1-x}$Ca$_x$MnO$_3$ samples. Dashed vertical lines are drawn to level the energy position of the spectral features. Two vertical lines at 640.8 eV and 642.3 eV are drawn to show characteristic peaks for Mn$^{2+}$ and Mn$^{3+}$, respectively.

Figure 5.2 shows the comparison between experimental and atomic multiplet calculation of Mn 2$p$ XAS spectra of MnO (Mn$^{2+}$), Mn$_2$O$_3$ (Mn$^{3+}$), and Mn$_3$O$_4$ (Mn$^{2+}$ + Mn$^{3+}$), which are used as reference samples. Experimental spectra are measured in TEY and shows good agreement with the previous measurements [16, 79]. These are well understood in terms of the calculated atomic transitions $2p^63d^n \rightarrow 2p^53d^{n+1}$ ($n = 5$ for Mn$^{2+}$ and $n = 4$ for Mn$^{3+}$) in an octahedral crystal field. Details of these calculations are provided in the second paragraph of section 5.1 in this chapter. The experimental spectra are dominated by the strong multiplet effects due to Coulomb and exchange interactions between 2$p$ core holes and 3$d$ electrons.
Almost all of the spectral structures are reproduced in the calculation and the mismatch is attributed to the degree of covalency in the compound and lower symmetry effects [76].

**Figure 5.2** Comparison between the experimental Mn 2p XAS TEY spectrum and atomic multiplet calculation of (a) Mn$^{2+}$, (b) Mn$^{3+}$, and (c) Mn$^{2+}$ + Mn$^{3+}$. A vertical offset is added to the experimental spectra.

Figure 5.2 shows that the peak at 640.8 eV is typical for Mn$^{2+}$ and the peak around 642.3 eV is typical for Mn$^{3+}$. Therefore, a substance carrying a mixture of Mn$^{2+}$ and Mn$^{3+}$ is expected to show a double-peak $L_3$-feature as we see in Figure 5.2(c), which displays both peaks. Now combining the insight from Figure 5.1 and Figure 5.2, it can be concluded that La$_{1-x}$Ca$_x$MnO$_3$ sample surfaces contain a mixture of Mn$^{2+}$ and Mn$^{3+}$. The spectrum for $x = 0.20$ is very similar to that of Mn$^{2+}$. Also, comparison of the spectra of $x = 0.21, 0.23$, and 0.25 to the spectrum of Mn$^{2+}$ + Mn$^{3+}$ yields similarity; showing an initial sharp peak at 640.8 eV characteristic of Mn$^{2+}$ followed by a second peak at 642.3 eV, which is indicative of Mn$^{3+}$. Decrease of peak-intensity at 640.8 eV with increasing Ca-concentration indicates reduction of Mn$^{2+}$ and on the other hand, increase of peak-intensity at 642.3 eV indicates increase of
Mn$^{3+}$. This can be explained by saying that increase of Ca$^{2+}$ by replacing La$^{3+}$ obliges Mn to give out more electrons to oxygen, and thus increasing Ca-concentration causes Mn-valency to increase.

Figure 5.3 shows a comparison between the experimental Mn 2$p$ TEY XAS and the calculated fit for $x = 0.20$ and $x = 0.21$ samples. Fits are calculated using the superposition of the experimental reference spectra of MnO (Mn$^{2+}$) and LaMnO$_3$ (Mn$^{3+}$). In this case, LaMnO$_3$ is used as a reference material for Mn$^{3+}$ instead of Mn$_2$O$_3$ as LaMnO$_3$ is compositionally close to La$_{1-x}$Ca$_x$MnO$_3$ and expected to give a better fit as XAS is strongly affected by the local structure about the absorbing atom. Fit and experimental spectra agree well; all of the experimental features are reproduced in the fit. The fit gives quantitative information regarding the ratio of Mn$^{2+}$ and Mn$^{3+}$ in the samples. It is found that the $x = 0.20$ sample contains 61% ($\pm 8\%$) of Mn$^{2+}$ and 39% ($\pm 8\%$) of Mn$^{3+}$ whereas $x = 0.21$ sample contains 26% ($\pm 4\%$) of Mn$^{2+}$ and 74% ($\pm 4\%$) of Mn$^{3+}$.

![Figure 5.3](image-url) Figure 5.3 Comparison between the experimental Mn 2$p$ XAS TEY data (dotted) and constructed fit (solid line) for (a) $x = 0.20$ and (b) $x = 0.21$ sample.
In Figure 5.3 one can see that only 1% increase in the Ca-concentration reduces Mn\(^{2+}\) approximately two times. The observation described above supports the findings of ref. 74, where it is reported that despite a very small compositional difference between these two samples, they show significantly different zero-field AC susceptibility. This abrupt change is possibly related to the Ferromagnetic Metal (FM) – Ferromagnetic Insulator (FI) transition above the doping level \(x = 0.20\) for this system.

![Mn 2p TFY XAS spectra of La\(_{1-x}\)Ca\(_x\)MnO\(_3\) single crystals. A vertical offset is added to the spectra for clarity.](image)

**Figure 5.4** Mn 2\(p\) XAS TFY spectra of La\(_{1-x}\)Ca\(_x\)MnO\(_3\) single crystals. A vertical offset is added to the spectra for clarity.

Figure 5.4 shows Mn 2\(p\) TFY XAS spectra of La\(_{1-x}\)Ca\(_x\)MnO\(_3\) samples. TFY measurements have depth sensitivity on the order of 150 nm at this energy [80] which is approximately 30 times larger than that of TEY measurements. Comparison between La\(_{1-x}\)Ca\(_x\)MnO\(_3\) TEY (Figure 5.1) and La\(_{1-x}\)Ca\(_x\)MnO\(_3\) TFY (Figure 5.4) indicates that the composition of Mn-valence in La\(_{1-x}\)Ca\(_x\)MnO\(_3\) is depth dependent. The peak at 640.8 eV is particularly suppressed in the TFY measurement, suggesting that Mn\(^{2+}\) species are confined only to the surface of
La_{1-x}Ca_xMnO_3 (x = 0.20, 0.21, 0.23, and 0.25) and not extended throughout the volume. A minor peak of Mn^{2+} in TFY data for x = 0.20 sample can be attributed to the minor contribution of photons emitted from the surface in this TFY measurement. In addition, nonresonant Mn L_{2,3} XES (3d4s \rightarrow 2p transition) of La_{1-x}Ca_xMnO_3 samples is also measured and it is observed that data do not show any concentration dependence. XES is another bulk sensitive technique and the observation suggests that partial densities of the occupied states for the bulk part of the samples are identical. Thus, TFY and XES measurements suggest that electronic structures for the bulk part of the samples are alike.

Figure 5.5 shows Mn 2p TEY spectra of La_{1-x}Ca_xMnO_3 single crystals post-annealed at 1000 °C for 2 hours in air. The Mn^{2+} content is expected to change by oxygenation procedure [11]. Figure 5.5(a) shows that spectra for various Ca-concentrations are similar and do not show Mn^{2+} related surface induced low energy fine structures. Figure 5.5(b) and Figure 5.5(c) show comparison between the data of as-grown and post-annealed samples for x = 0.20 and 0.21. One can see that annealing strongly suppresses surface Mn^{2+}. A convincing explanation of Mn^{2+} reduction due to annealing is that post-annealing in air changes Mn 3d-occupancy through oxidization. Oxygen is strongly electronegative and it takes electrons from manganese, consequently converting Mn^{2+} into Mn^{3+}. Also, high-temperature annealing is expected to leave a relaxed sample surface relatively free from surface impurity and symmetry disorder. In ref. 13 authors reported that high temperature annealing at 1000 °C in air changes the observed surface magnetic and transport properties of La_{2/3}Ca_{1/3}MnO_3 thin films towards the bulk values. This analysis also supports that observation and shows that post-annealed spectral features are equivalent to Mn^{3+} and also similar to the Mn 2p TFY representing the bulk of the samples.
Figure 5.5 (a) Mn 2p XAS TEY spectra of the post-annealed La$_{1-x}$Ca$_x$MnO$_3$ samples. A vertical offset is added for clarity. (b) Comparison between as-grown and post-annealed spectra of $x = 0.20$. (c) Comparison between as-grown and post-annealed spectra of $x = 0.21$.

O 1s XAS. Figure 5.6 shows O 1s XAS spectra of as-grown La$_{1-x}$Ca$_x$MnO$_3$ measured in TEY (top) and TFY (bottom) detection mode. These spectra originate from the transition of the O 1s electron to the unoccupied O 2p states and O 2p hybridized with Mn 3d-states. The spectra are normalized to the peak height at approximately 536.2 eV (the maximum of peak B). The spectra show three main features $a$, $b$, and $c$ at 529.6, 534.8 - 536.4, and 541 - 544.3 eV, respectively. According to ref. 13, the broad peak $c$ is attributed to the bands of higher energy metallic states, e.g., Mn 4sp and La 6sp bands, while peak $b$ is attributed to the bands of primarily La 5d-states. The feature associated with the Mn valency is peak $a$, which stems
from the hybridized O 2p–Mn 3d states. The intensity of peak $a$ can be used as a measure of Mn 3d–state occupancy. In Figure 5.6(a), we observe an increase of the intensity of peak $a$ with increasing Ca-concentration. The intensity of peak $a$ for $x = 0.21$ and 0.23 is similar, which is not surprising because Mn 2p TEY spectra of $x = 0.21$ and 0.23 also show very minor difference. Increase of the peak intensity indicates lower Mn 3d–state occupancy, i.e., higher Mn valency. The lower relative intensity of peak $a$ for $x = 0.20$ and 0.21 with respect to $x = 0.25$ suggests a lower Mn valence for them, which agrees with our previous finding and supports the presence of Mn$^{2+}$ at the sample surface. Figure 5.6(b) shows bulk sensitive TFY spectra of the sample set, which do not show any concentration dependence of the intensity of peak $a$, which agrees with our previous observation that Mn$^{2+}$ is restricted to the sample surface.

\[ \text{Figure 5.6 O 1s XAS (a) TEY and (b) TFY spectra of as-grown La}_{1-x}\text{Ca}_x\text{MnO}_3 (x = 0.20, 0.21, 0.23, and 0.25).} \]
The origin of Mn$^{2+}$ is interpreted by suggesting a charge disproportionation model based on the instability of Mn$^{3+}$ for the Mn$^{2+}$ formation via $2\text{Mn}^{3+} \rightarrow \text{Mn}^{2+} + \text{Mn}^{4+}$ by Hundley et al. [14] and de Jong et al. [11]. However, such mechanism can not explain the formation of Mn$^{2+}$ species solely at the surface and also present analysis does not show Mn$^{4+}$ as expected in the model. A convincing explanation is the possible presence of oxygen vacancy created due to the termination of the periodicity at the surface.

### 5.1.2 Conclusion

To conclude, a high resolution Mn 2$p$ and O 1$s$ X-ray absorption spectra of La$_{1-x}$Ca$_x$MnO$_3$ ($x = 0.20, 0.21, 0.23,$ and 0.25) single crystals are presented showing the presence of Mn$^{2+}$ at the surface. Comparison of the bulk sensitive TFY spectra with the surface sensitive TEY spectra reveals that Mn$^{2+}$ ions are localized only at the surface and do not extend throughout the bulk of the samples. It is observed that the concentration of Mn$^{2+}$ on the surface is a function of Ca-concentration and can be controlled by changing the amount of the Ca-dopant in the sample. An interesting observation is that only 1% increase of the Ca concentration (from $x = 0.20$ to $x = 0.21$) gives the reduction of Mn$^{2+}$ species more than two times, which is explained by FM-FI phase transition. Annealing at 1000 °C strongly suppresses the formation of Mn$^{2+}$.

### 5.2 Electronic structure of fundamental Mn oxides

An electronic structure study of four fundamental Mn oxides (MnO, Mn$_2$O$_3$, Mn$_3$O$_4$, and MnO$_2$) using soft X-ray spectroscopy is presented to investigate the relative sensitivity of Mn $L$-edge and O $K$-edge to bonding and Mn valency. Low-lying excited states such as $dd$-excitations and charge transfer excitations are probed by RIXS. Four Mn oxides purchased from Sigma-Aldrich with 99.99% purity are measured in this study. Mn $L$-edge and O $K$-edge XAS spectra are measured in the undulator based SGM beamline at the CLS with the energy step size of 0.1 eV. Both surface sensitive and bulk sensitive XAS data are measured using TEY and TFY detection mode, respectively. Resonant X-ray emission data are measured at the beamline 8.0.1 at the ALS. The resolution of the incident beam is controlled by changing the monochromator slits. For XAS measurement the resolving power was set to $E/\Delta E \sim 4000$, however, for resonant XES measurement the resolving power was reduced to $E/\Delta E \sim 700$ as
slits were opened to increase the flux. For emission measurements, the incident flux must be increased to create sufficient core holes so that the two competing processes, radiative decay and Auger decay can result in a good signal to noise ratio. The spectrometer resolution was set to \( E/\Delta E \sim 500 \). All Mn \( L_{2,3} \)-edge spectra at the ALS are measured with high energy grating (HEG) of the monochromator and 3\(^{\text{rd}}\) harmonic of the undulator, whereas O 1s spectra are measured using medium energy monochromator grating (MEG) and 3\(^{\text{rd}}\) harmonic of the undulator. Every spectrum is recorded at room temperature and is normalized to the number of photons falling on the sample monitored by a highly transparent gold mesh. All measured spectra are calibrated before analysis so that spectra measured at different times can be compared in an absolute energy scale. For calibration purpose, a reference sample with a known spectrum is always measured to calibrate the energy scale of the measured spectra. To calibrate the data, the spectrum of the reference sample is shifted to match the energy scale of the published one and accordingly, the whole set of measurements are shifted by the same amount.

5.2.1 XAS Data Analysis

Figure 5.7 and Figure 5.8 show O 1\( _{s} \) XAS (1\( _{s} \rightarrow 2p \) transition) data of four Mn oxides measured in TEY and TFY mode, respectively. Experimental spectra show good agreement with the previous works [16]. Insets are shown to magnify the shift in the absorption edge. BGO is considered as a reference material for calibration purpose as energy positions for the BGO spectrum is well known. Prior to all measurements, O 1\( _{s} \) XAS of BGO is measured and the data are used to calibrate the series of Mn oxides spectra. One can see that the TFY data (Figure 5.8) for MnO is different from TEY (Figure 5.7). This can be well explained by the oxidization of MnO surface due to air exposure that turns MnO surface close to Mn\(_{3}\)O\(_{4}\). It is the TEY that detects this surface oxidization as it is a surface sensitive measurement. The spectral features in the O 1\( _{s} \) XAS of Mn oxides arise from the covalent mixing of the O 2\( _{p} \) states with Mn 3\( _{d} \)- and/or 4\( _{sp} \)-states. According to ref. 81, the spectra can be divided into two main regions. The first region is the double-peaked feature near the absorption threshold that arises from the mixing of O 2\( _{p} \) with predominantly Mn 3\( _{d} \)-character [81]. A gradual decrease observed in the intensity of this region from Mn\(^{4+} \) (\( d^{3} \)- oxide) to Mn\(^{2+} \) (\( d^{5} \)- oxide) can be attributed to the decrease in the number of unoccupied Mn 3\( _{d} \) states available for mixing with
O 2p states. The double peak feature is identified to originate from the ligand field splitting of $d$-states into $t_{2g}$- and $e_g$-states [81]. The splitting ($\Delta$) between $t_{2g}$- and $e_g$-states is calculated from the O 1s XAS TFY and compared (Table 5.1) with the crystal field value obtained from the atomic multiplet calculation of Mn 2p XAS of Mn oxides presented in Figure 5.10. Note that Table 5.1 does not contain the data of Mn$_3$O$_4$ because the calculated spectrum is obtained by adding the calculated spectra of MnO and Mn$_2$O$_3$. Considering the precision in the determination of $\Delta$, a good agreement of the crystal field splitting value is found between experiment and calculation. The second region in the O1s XAS of Mn oxides is the broad peak (typically, 5 – 10 eV above the absorption edge) that arises from the hybridization of O 2p-states with the Mn 4s- and/or 4p-states [81].

![O 1s TEY](image)

*Figure 5.7* O 1s XAS TEY data of four Mn oxides. Inset shows magnified energy shift in the absorption edge.
Figure 5.8 O 1s XAS TFY data of four Mn oxides. Inset shows magnified energy shift in the absorption edge.

Table 5.1 Comparison of crystal field splitting values.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Δ from O 1s XAS (eV)</th>
<th>Δ obtained from the calculation of Figure 5.8 (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnO</td>
<td>1.0</td>
<td>0.9</td>
</tr>
<tr>
<td>Mn_2O_3</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td>MnO_2</td>
<td>2.7</td>
<td>2.7</td>
</tr>
</tbody>
</table>
The high energy spread of the broad feature of O 1s XAS data is related with the degree of covalency in the material [81]. One can see that this is clearly visible in both TEY (Figure 5.7) and TFY (Figure 5.8) data. Covalency in Mn-O bond increases with increasing Mn-valence [16], and in accordance with this, the high energy spread of the broad feature increases sequentially as follows: MnO < Mn$_3$O$_4$ < Mn$_2$O$_3$ < MnO$_2$. A most striking observation in O 1s XAS (both TEY and TFY) of Mn oxides is the gradual shift of the O K-absorption edge toward the lower energy by several eV with increasing Mn-valency. The absorption edge for Mn$_3$O$_4$ (mixture of Mn$^{2+}$ and Mn$^{3+}$) is expected to be positioned in between the individual absorption edge of Mn$^{2+}$ and Mn$^{3+}$. The TFY data in Figure 5.8 clearly shows this but it is not well observed in the TEY data in Figure 5.7. This can be explained by the surface oxidization of Mn$_3$O$_4$ due to air exposure. This shift of the absorption edge can be used as a quick tool for chemical valence investigation of Mn in complex systems.

Figure 5.9 shows Mn 2p XAS TEY ($2p \rightarrow d$-symmetry transitions) spectra of Mn oxides. In this case MnO is measured as a calibration standard. Experimental spectra agree with previously published data [16, 82]. The spin-orbit splitting of the 2p core level gives two edges in the spectra, namely $2p_{3/2}$ ($L_3$ -edge) and $2p_{1/2}$ ($L_2$ -edge) separated by ~11 eV. The other spectral features arise from the 2p-3d and 3d-3d Coulomb and exchange interactions, as well as crystal field effects. One can see that the spectral shape varies with Mn-valence states. These distinct spectral shapes are representative of the oxidation states as arising from the d-state occupancy. It is found that integrated spectral intensity gradually increases from Mn$^{2+}$ to Mn$^{4+}$ (6.57 for Mn$^{2+}$, 6.79 for Mn$^{2+}$+ Mn$^{3+}$, 7.45 for Mn$^{3+}$, and 8.56 for Mn$^{4+}$; intensities are in arbitrary units), which is in agreement with the fact that unoccupied d-states are increasing from Mn$^{2+}$ to Mn$^{4+}$ ($d^5$ to $d^3$). The Mn 2p XAS also shows gradual shift in Mn 2p-absorption edge for the oxides but shows an opposite trend to what is seen in the O 1s XAS. One can see that the edge is shifted toward higher energy as the Mn-valence increases from Mn$^{2+}$ to Mn$^{4+}$. The inset shows this clearly. A similar chemical shift is observed in Fe 2p XAS of divalent and trivalent Fe-ions [83, 84], Cr 2p XAS of divalent, trivalent, and hexavalent Cr-ions [85], and the Ni 2p XAS [86] data.
Figure 5.9 Mn 2p XAS TEY data of four Mn oxides.

Figure 5.10 shows the comparison of experimental Mn 2p XAS of Mn-oxides spectra with atomic multiplet calculations. The atomic multiplet calculations are performed using the crystal field atomic multiplet programs originally written by B. T. Thole [53, 56] and later modified by Jason Sadowski, Mark Hlady, and Adrian Hunt at the University of Saskatchewan (Appendix A). Calculations are carried out by considering the transitions \(2p^63d^n \rightarrow 2p^53d^{n+1}\) (\(n = 5\) for Mn\(^{2+}\), \(n = 4\) for Mn\(^{3+}\), and \(n = 3\) for Mn\(^{4+}\)). The Coulomb and exchange parameters, i.e., the so-called Slater integrals are reduced to 80% of the HF values to include the intra-atomic configuration interaction. Mn oxides can be approximated by octahedral symmetry [16] and octahedral crystal field of 0.9 eV, 1.1 eV, and 2.7 eV are used to calculate the best fit for the experimental Mn 2p XAS of MnO, Mn\(_2\)O\(_3\), and MnO\(_2\),
respectively. These values of crystal field parameters are in close agreement with refs. 58, 75, and 87 and also with the result obtained from the O 1s XAS spectra (Table 5.1). A Gaussian broadening of 1.0 eV, 1.5 eV, and 1.2 eV is applied to simulate MnO, Mn$_2$O$_3$, and MnO$_2$, respectively. An equal broadening is applied to every line of the spectrum. Broadening factors and crystal-field parameters are chosen so that the calculated spectra give the best fit to the experiment. To compare with the experiment, calculated spectra are shifted by few eV. The calculated spectrum of Mn$_3$O$_4$ (Mn$^{2+}$ + Mn$^{3+}$) is obtained by the weighted superposition of individually calculated MnO (Mn$^{2+}$) and Mn$_2$O$_3$ (Mn$^{3+}$). Relative weights of 30% (± 5%) of Mn$^{2+}$ and 70% (± 5%) of Mn$^{3+}$ are used in the calculation. This method provides a good way of generating mixed-valence spectra as long as the local symmetry is same [82].

![Graph](image)

**Figure 5.10** Comparison of experimental Mn $2p$ XAS TEY data with atomic multiplet calculations.
One can see in Figure 5.10 that the theoretical simulation reproduces the main features of the experiment reasonably well. The lack of agreement between the calculation and experiment for Mn$_2$O$_3$ and MnO$_2$ can be attributed to the fact that covalency and lower symmetry become more prevalent for these oxides [82, 76]. Ionic compounds or a compound with less covalency are found to show better agreement with atomic calculations [76] because ionic bonds are formed via electron exchange (transfer) resulting in an integer number for the $d$-count that makes the calculation of the atomic transition $2p^63d^n \rightarrow 2p^53d^{n+1}$ accurate. On the other hand, covalent bonds are formed through electron sharing resulting a non-integer $d$-count, which makes the calculation of atomic transition $2p^63d^n \rightarrow 2p^53d^{n+1}$ inaccurate. Distorted octahedral symmetry could be considered as another possible reason for the lack of agreement.

**5.2.2 RIXS Data Analysis**

Mn $L_{\alpha,\beta}$ RIXS is used to probe the intra-atomic $d$-$d$ excitations and the inter-atomic charge transfer excitations. The observed $d$-$d$ excitation features are reproduced by using atomic multiplet calculations and compared with the experiment. Charge transfer excitations are identified in the experimental spectra but not attempted to reproduce in the calculation. In RIXS experiment, a core electron is excited to an unoccupied state and X-ray emission resulting from the decay of the excited state is analyzed. If the emitted energy in the emission process is equal to the excitation energy of the incident photon, i.e., the core-hole created in XAS is being filled by the transition of valence electron (e.g., $2p \rightarrow 3d \rightarrow 2p$ in Mn $L_{\alpha,\beta}$) then the resulting feature in the RIXS spectrum is called recombination peak or elastic peak. On the other hand, if the emitted energy is less than the excitation energy, where transition happens to a low-lying $d$-state then the resulting features are called $d$-$d$ transitions. Consequently, RIXS allows us to probe $d$-$d$ excitations in transition metal oxides. These features are dipole forbidden and therefore produce faint spectra in optical spectroscopy but modern bright sources of X-rays makes it possible to measure these transitions with synchrotron radiation. These dipole forbidden direct transitions are not forbidden in a scattering process. Electron energy loss spectroscopy (EELS) can be used to study $d$-$d$ excitations in transition metal oxides but these measurements are very surface sensitive. RIXS has proven successful to investigate the nature of localization of the 3$d$-electrons for strongly correlated systems in several previous works [45, 88, and 89]. Another important advantage
of RIXS is that the spectral resolution is not affected by the core-hole lifetime and therefore can provide multiplet structure of the ground state configuration [90].

Figures 5.11, 5.12, 5.13, and 5.14 show the comparison of experimental Mn \( L_{\alpha,\beta} \) RIXS spectra of MnO, Mn\(_2\)O\(_3\), Mn\(_3\)O\(_4\), and MnO\(_2\), respectively measured at different excitation energies with their atomic multiplet calculations. The atomic multiplet calculations are carried out using Cowan’s programs [54], which do not consider crystal field effects (Appendix B). The Slater integrals are scaled down to 80% of their HF values to account for the intra-atomic configuration interaction effects. A Gaussian broadening of 0.5 eV, 0.7 eV, and 0.3 eV is applied to simulate MnO, Mn\(_2\)O\(_3\), and MnO\(_2\) spectra, respectively. Experimental RIXS spectra are displayed on an energy loss scale as it helps identifying some of the final states easily. Mn \( 2p \) XAS of each Mn oxides are measured prior to RIXS measurement in order to determine the excitation energies to be used in RIXS experiment. In the figures, letters associated with each RIXS spectrum represents the excitation energy taken from the XAS data shown on top of each figure. MnO is used as a calibration standard to calibrate the data set. RIXS shows three features: recombination peak, loss features due to \( d-d \) excitation, and charge-transfer features involving transfer of an electron from O\(^{2-}\) ligand to Mn. Figure shows that each spectrum consists of strong multiplet structures and the intensity of all features is dependent on the excitation energy. The peak corresponding to the energy loss of 0 eV represents the elastic peak. One can see that the intensity of the elastic peak decreases with increasing excitation energy. This is interpreted as a consequence of spin ordering of the excited states [89]. It is said that the lowest \( 2p^53d^6 \) intermediate states are more likely to decay into the ground state as both of these states are sextets \((^6S)\) and therefore, spin conserves in the transition. Hence, the lowest intermediate states strongly contribute to the elastic peak. But the higher energy states in the intermediate state (which are quartets and doublets) are less likely to decay into the ground state and therefore contribute less to the elastic peak. It can also be explained by saying that weaker absorption at higher excitation causes low emission.

Figure 5.11 shows the Mn \( L_{\alpha,\beta} \) RIXS spectra of MnO with atomic multiplet calculations. The corresponding transition is \( 2p^63s^23p^63d^5 \rightarrow 2p^53s^23p^63d^6 \rightarrow 2p^63s^23p^63d^5 \). Spectra are displayed on the energy loss scale by subtracting excitation energy from the emission.
energies. Features at zero energy loss are the elastic peaks. At the excitation energy of 638.5 eV (a) and 639.2 eV (b) RIXS results in a single peak at around 3.5 eV of energy loss while the spectra are dominated by the elastic peak. Theoretical analysis using the atomic multiplet calculations show that the inelastic peaks at the energy loss of 3.5 eV are due to the transition to $^4G$, $^4D$, and $^4P$ derived final states. When the excitation energy is tuned to 640.5 eV (c), a shoulder starts to appear at the energy loss of around 5 eV which grows continuously with increasing excitation energy. The calculation shows that this feature at around 5 eV results from the transition to the final states of $^4F$, $^2H$, $^2G$, and $^2F$ symmetry. These results presented in Table 5.2 are in good agreement with the previous report of MnO RIXS [15]. One can clearly distinguish the $d$-$d$ excitation features from the charge transfer features by comparing the experimental RIXS with the results of atomic multiplet calculation as charge transfer features are not reproduced in the calculation. The broad features around the energy loss of 8 eV and 15 eV are the interatomic charge transfer features.

![Figure 5.11 Mn L$\alpha$, L$\beta$ RIXS data of MnO (green) plotted as energy loss spectra relative to the elastic peak at 0 eV compared to the atomic multiplet calculation (black). Letters correspond to different excitation energies indicated in the absorption spectrum shown on top.](image)

**Figure 5.11** Mn L$\alpha$, L$\beta$ RIXS data of MnO (green) plotted as energy loss spectra relative to the elastic peak at 0 eV compared to the atomic multiplet calculation (black). Letters correspond to different excitation energies indicated in the absorption spectrum shown on top.
Table 5.2 Energy loss, initial, intermediate, and final states for the MnO RIXS.

<table>
<thead>
<tr>
<th>Energy Loss (eV)</th>
<th>Initial state</th>
<th>Intermediate states</th>
<th>Final states</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$^6S$</td>
<td>$^4P$</td>
<td>$^6S$</td>
</tr>
<tr>
<td>3.5</td>
<td></td>
<td></td>
<td>$^4G$, $^4D$, $^4P$</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>$^2G$, $^2F$, $^2F$, $^2H$</td>
</tr>
</tbody>
</table>

Figure 5.12 shows the experimental Mn $L_{\alpha,\beta}$ RIXS spectra of Mn$_2$O$_3$ ($2p^6^3s^2^3p^6^3d^4 \rightarrow 2p^5^3s^2^3p^6^3d^5 \rightarrow 2p^6^3s^2^3p^6^3d^4$) along with the results of atomic multiplet calculation. In this case charge transfer features are dominant compared to the case of MnO, which is because Mn$_2$O$_3$ is more covalent compared to MnO, and therefore results in more hybridization or charge transfer excitation. The overlap of charge transfer and $d-d$ excitation features result in broadened RIXS spectra. However, $d-d$ features can be separated from the charge transfer features by looking at the calculations as the charge transfer part is not calculated. The analysis of the atomic multiplet calculation reveals that the energy loss feature at around 2.5 eV is due to $^3F$, $^3G$, and $^3H$ derived final states as listed in Table 5.3. This feature is especially pronounced compared to the other multiplet features in the Mn$_2$O$_3$ RIXS. Analysis shows that the features corresponding to the energy loss of around 2.5 eV are originating from the transition to the final states of $^3F$ and $^3H$ symmetry and shoulder appears at around 5 eV corresponds to $^3F$ derived final states.

Table 5.3 Energy loss, initial, intermediate, and final states for the Mn$_2$O$_3$ RIXS.

<table>
<thead>
<tr>
<th>Energy Loss (eV)</th>
<th>Initial state</th>
<th>Intermediate states</th>
<th>Final states</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$^5D$</td>
<td>$^5F$, $^3P$</td>
<td>$^5D$</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td>$^3F$, $^3H$</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>$^3F$</td>
</tr>
</tbody>
</table>
Figure 5.12 Mn $L_{\alpha,\beta}$ RIXS data of Mn$_2$O$_3$ (red) plotted as energy loss spectra relative to the elastic peak at 0 eV compared to the atomic multiplet calculation (black). Letters correspond to different excitation energies indicated in the absorption spectrum shown on top.

Figure 5.13 shows Mn $L_{\alpha,\beta}$ RIXS spectra of Mn$_3$O$_4$ along with atomic multiplet calculations displayed in energy loss scale. Mn$_3$O$_4$ is a mixed Mn$^{2+} + $ Mn$^{3+}$ compound and cannot be calculated directly by the Cowan’s program. A weighted linear combination of the individual atomic multiplet calculation result of MnO RIXS and Mn$_2$O$_3$ RIXS is used to generate the calculated Mn$_3$O$_4$ RIXS spectra. This semi-empirical method is found to be successful as one can see that the experimental RIXS features are reproduced in the calculation.
Figure 5.13 Mn $L_{\alpha,\beta}$ RIXS data of Mn$_3$O$_4$ (blue) plotted as energy loss spectra relative to the elastic peak at 0 eV compared to the atomic multiplet calculation (black). Letters correspond to different excitation energies indicated in the absorption spectrum shown on top.

Figure 5.14 shows the Mn $L_{\alpha,\beta}$ RIXS spectra of MnO$_2$ ($2p^63s^23p^63d^3 \rightarrow 2p^53s^23p^63d^4 \rightarrow 2p^63s^23p^63d^3$) along with the atomic multiplet calculations. It is clear that charge transfer excitations ($3d^4L$ where $L$ represents a hole in the O $2p$ band) are now more prevalent than the previous two cases (MnO and Mn$_2$O$_3$). According to the ref. 16, MnO$_2$ is more covalent than Mn$_2$O$_3$ and this is why the charge transfer effects are expected to be more pronounced. Experimental spectra show broad features, which are due to the overlap of $d$-$d$ features and charge-transfer features as well as due to the limitation of spectral resolution. Atomic multiplet calculation is used to separate the charge-transfer satellites and thus to find out the contribution of $d$-$d$ excitations in the spectra. The calculated spectra look reasonable. Results
of the atomic multiplet calculation are listed in Table 5.4. It is found that the energy loss features at 2.5 eV are corresponding to the transitions to $^2G$, and $^1I$ derived final states. Other features at approximately 5 eV are due to $^2G$ final states.

![Graph showing energy loss features and normalised emission spectra](image)

**Figure 5.14** Mn $L_{\alpha,\beta}$ RIXS data of MnO$_2$ (dark yellow) plotted as energy loss spectra relative to the elastic peak at 0 eV compared to the atomic multiplet calculation (black). Letters correspond to different excitation energies indicated in the absorption spectrum shown on top.
Table 5.4 Energy loss, initial, intermediate, and final states for the MnO$_2$ RIXS.

<table>
<thead>
<tr>
<th>Energy Loss (eV)</th>
<th>Initial state</th>
<th>Intermediate states</th>
<th>Final states</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$^4F$</td>
<td>$^2D, ^4D, ^4G$</td>
<td>$^4F$</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td>$^2G, ^1I$</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>$^2G$</td>
</tr>
</tbody>
</table>

5.2.3 Conclusion
In summary, Mn 2$p$ and O 1$s$ XAS and Mn $L_{\alpha,\beta}$ RIXS spectra of four Mn oxides (MnO, Mn$_2$O$_3$, Mn$_3$O$_4$, and MnO$_2$) are measured and presented in this study. X-ray absorption spectra measured at Mn 2$p$- and O 1$s$-edge are found to be sensitive to the Mn-valence state in Mn-compounds and can be used to determine the Mn-valence in unknowns. Mn $L_{\alpha,\beta}$ RIXS spectroscopy is demonstrated as a powerful tool in describing the low energy excitations, e.g., $d$-$d$ excitations and charge-transfer excited states in transition metal compounds. Atomic calculations are shown to be successful in reproducing $d$-$d$ features of RIXS spectra of Mn oxides.

5.3 Electronic structure of Fe-implanted ZnO
In this study electronic structure of three Fe-implanted ZnO DMS samples are reported using XAS and XES. The goal is to investigate the oxidation state and site symmetry of doped Fe ions in ZnO, and thus to shed light on the controversy of the origin of ferromagnetism. Samples implanted with different ion fluences using both polycrystalline and epitaxial ZnO are chosen for this study to investigate the effect of the ion dose of Fe implantation and the structure of the host ZnO on the sample characteristics. Sample A is prepared by a Fe-ion fluence of 1.6×10$^{17}$ cm$^{-2}$ using polycrystalline ZnO, sample B is grown with the same fluence but with epitaxial ZnO, and sample C is irradiated with a high dose of 8.0×10$^{17}$ cm$^{-2}$ using polycrystalline ZnO. For the measurements, samples were mounted on the sample holder by pressing them on a carbon tape. Fe 2$p$, O 1$s$, and Zn 2$p$ XAS spectra are measured at the SGM beamline at the CLS with the energy step size of 0.1 eV. XAS data of Fe oxides such as FeO (Fe$^{2+}$) and Fe$_2$O$_3$ (Fe$^{3+}$) are also measured to aid the analysis. Fe $L_2$-RIXS measurements are performed at the beamline 8.0.1 at the ALS with the 3rd harmonic of the undulator, HEG.
of the monochromator, and a monochromator resolving power of \( \frac{E}{\Delta E} \sim 700 \). All spectra are recorded at RT and normalized to the mesh current. The measured spectra of reference samples are used to calibrate the data set.

### 5.3.1 XAS Data Analysis

Figure 5.15 shows Fe 2\( p \) XAS TEY spectra of samples A, B, and C compared to the reference spectra of FeO (Fe\(^{2+} \)) and Fe\(_2\)O\(_3 \) (Fe\(^{3+} \)). Spectral intensities are normalized at the intensity of the low-energy peak ‘a’. The Fe 2\( p \) XAS spectrum originates from the 2\( p \rightarrow 3d \) symmetry transition. Due to the spin orbit splitting of the 2\( p \)-state, two main absorption lines appear in the spectra separated by \( \sim 12 \) eV that are associated with the transitions from 2\( p_{3/2} \) (\( L_3 \), \( \sim 709 \) eV) and 2\( p_{1/2} \) (\( L_2 \), \( \sim 721 \) eV) core levels, respectively. One can see that the intensity of the spectral features of Fe-doped ZnO samples changes as a function of Fe ion fluence and also depends on the crystallinity (polycrystalline or epitaxial) of ZnO host semiconductor. XAS spectra of Fe ion implanted samples show a double peak feature at the Fe \( L_3 \)-edge and three overlapping features at the \( L_2 \)-edge. Analysis of the reference spectra [FeO (Fe\(^{2+} \)) and Fe\(_2\)O\(_3 \) (Fe\(^{3+} \))] shows that the Fe \( L_3 \)-peak at \( \sim 707 \) eV with a shoulder of the \( L_2 \)-peak at \( \sim 719 \) eV represents a fingerprint for Fe\(^{2+} \), whereas the Fe \( L_3 \)-peak at \( \sim 708 \) eV with the \( L_2 \)-peak features near 720 and 722 eV represents a fingerprint for Fe\(^{3+} \). Comparing with the fingerprints of Fe\(^{2+} \) and Fe\(^{3+} \), one can conclude that Fe-doped samples contain a mixture of Fe\(^{2+} \) and Fe\(^{3+} \) with varying ratio of Fe\(^{2+} \): Fe\(^{3+} \). This observation supports the previously published results [91 - 93].

In Figure 5.15, \( L_3 \)-peak shows two the main features ‘a’ ( \( \sim 707 \) eV ) and ‘b’ ( \( \sim 708.3 \) eV). Feature ‘a’ is dominant in divalent Fe (Fe\(^{2+} \)) whereas the feature ‘b’ is prominent in the spectrum of trivalent Fe ions (Fe\(^{3+} \)). The spectrum C with the highest ion influence of \( 8.0 \times 10^{17} \) cm\(^{-2} \) closely resembles the spectrum of Fe\(^{2+} \). We observe that as the ion fluence decreases from \( 8.0 \times 10^{17} \) cm\(^{-2} \) (sample C) to \( 1.6 \times 10^{17} \) cm\(^{-2} \) (samples B and A), the level of Fe\(^{2+} \) decreases and conversely, Fe\(^{3+} \) increases. This trend suggests that the samples implanted with a low Fe ion dose contain more Fe\(^{3+} \). The origin of Fe\(^{3+} \) can be explained by the presence of Zn-vacancy in ZnO matrix [93] that is very likely created due to the bombardment of Fe-ion on ZnO. If there is a Zn-vacancy in the neighborhood of Fe\(^{2+} \) (substitutional Zn-site), then
the valence state of Fe$^{2+}$ might be influenced and converted into Fe$^{3+}$ in order to achieve charge neutrality of the sample. It can be argued that in case of samples with the higher Fe dose, Fe$^{2+}$ dominates over the formation of Fe$^{3+}$ because Zn-vacancy related defects are well compensated with lower Fe dose.

**Figure 5.15** Fe 2$p$ XAS TEY spectra for samples A, B, and C compared to the reference samples. A vertical offset is added to the spectra.

Figure 5.16 shows the results of the calculation. To gain insight in the coordination geometry of doped Fe ions incorporated into ZnO, atomic multiplet calculations of Fe$^{2+}$ in octahedral and tetrahedral symmetry are performed. Comparing the theoretical results of Figure 5.16 with the experimental Fe 2$p$ XAS spectra in Figure 5.15, one can see that the experimental spectral features are consistent with the calculated data of tetrahedral case, suggesting that the coordination environment of Fe dopants is tetrahedral. One can rule out the case of octahedral coordination because the low energy shoulder at ~ 719 eV at the $L_2$-peak is absent in the theoretical calculation of octahedral case. It is known that Zn ions in ZnO structure are tetrahedrally coordinated with O ligands [93] and therefore the present analysis reveals that Fe
ions incorporated into the ZnO lattice by substituting Zn-sites retains in the original structure of ZnO host semiconductor.

Figure 5.16 Atomic multiplet calculation for Fe$^{2+}$ in different tetrahedral (left) and octahedral (right) field. Vertical offset is added for clarity.

Figure 5.17 shows Zn $L_3$-edge ($2p_{3/2}$) XAS TEY spectra of Samples A, B, and C. Zn-sites in the ZnO matrix are affected by the Fe ion implantation and therefore it is realistic to study the local electronic structure of Zn. Three weak features at approximately 1012 eV, 1017 eV, and 1022 eV that originate from the transition of Zn $2p_{3/2}$ electrons to Zn $4s$ and antibonding $3d$ states [94]. One can see that there is no noticeable difference among the spectral profiles; overall spectral features are similar for all samples. This observation suggests that the irradiation-induced defects are saturated for the associated ion doses.
Figure 5.17 Zn 2p\textsubscript{3/2} XAS spectra of Samples A, B, and C.

Figure 5.18 shows the O 1s XAS TFY (1s → 2p transition) spectra of Fe-implanted samples. Fe 2p XAS spectra tells us that the Fe dopant ions are incorporated into the Zn-site with surrounding oxygen atoms, therefore, measurement of O 1s XAS spectra is useful as it probes the partial density of O 2p unoccupied states in relation to the hybridization between O 2p orbital and localized Zn 3d4s/Fe 3d orbitals. As described in refs. 95 and 96, the spectral features of O 1s XAS spectra for TM-doped ZnO can be described as follows: i) low energy features \( f_1 \), \( f_2 \), and \( f_3 \) below 537 eV are associated mainly with the hybridization between O 2p and Zn 3d4s/Fe 3d states, ii) feature \( f_4 \) at ~537.5 eV arises from the transition of 1s electrons to non-dispersive O 2p\textsubscript{z} and O 2p\textsubscript{x+y} states, iii) features \( f_5 \) and \( f_6 \) between 539 eV to 545 eV are due to the hybridization between O 2p and Zn 4p/Fe 4sp states, and iv) features above 550 eV are attributed to the O 2p states hybridized with Zn/Fe higher orbitals. In addition, according to ref. 95, the fine structures \( f_1 \) and \( f_2 \) are originated from the hybridization of O 2p-states with the unoccupied \( t_2 \)-states of Fe 3d orbital (crystal-field splitting states of Fe 3d orbital is \( e \) and \( t_2 \)) and the presence of interstitial occupancy of TM dopants enhances these features, while, based on their first principle calculation, the reduction of feature \( f_3 \) is attributed to the
formation of oxygen vacancies (O\text{v}). From Figure 5.18, it is evident that the spectral weight in the low-energy region increases with increasing Fe-concentration except for sample B, which is based on an epitaxial ZnO host. For samples A and C, the observed increase of spectral weight below the feature \( f_4 \) suggests a strong hybridization between the O 2\( p \) and Fe 3\( d \) orbitals that increases with increasing Fe-doping. On the other hand, sample B clearly shows a reduction in feature \( f_3 \), which indicates that O\text{v}-defects are induced by Fe-doping in this sample. Intensity of features \( f_5 \) and \( f_6 \) are significantly enhanced and broadened for the sample B, suggesting that hybridization with higher Fe orbital increases for epitaxial ZnO.

![O 1s XAS TFY](image)

**Figure 5.18** O 1s XAS TFY spectra of Samples A, B, and C.

### 5.3.2 RIXS Data Analysis

In XES, incident radiation excites core electrons to unoccupied conduction states (RIXS) or continuum (nonresonant XES) and subsequently, a valence band electron recombines with the core hole resulting in X-ray emission. Fe \( L_{2,3} \) X-ray emission occurs when a transition takes place from 3\( d \) and 4\( s \) valence states to the 2\( p_{3/2} \) (\( L_3 \)-emission line) and 2\( p_{1/2} \) (\( L_2 \)-emission line) core holes, respectively. When the excitation energy is above the \( L_2 \) absorption threshold, the ratio of the integrated emission intensities \( I(L_2)/I(L_3) \) is expected to be 1:2, as predicted by the
one-electron picture satisfying Fermi’s golden rule, based on the $2j+1$ degeneracy of the initial $2p_{1/2}$ and $2p_{3/2}$ core levels. But in reality, this ratio deviates from the value of $\frac{1}{2}$ since radiationless decay occurs through Auger and Coster-Kronig (C-K) transitions. Theoretical expression for the $I(L_2)/I(L_3)$ intensity ratio reported in the previous literature [97] considering multiple decay processes is obtained as follows:

$$
\frac{I(L_2)}{I(L_3)} = \frac{1 - f_{2,3}}{f_{2,3} + \mu_3 / \mu_2}
$$

(5.1)

Multiple decay mechanisms that are taken into account in deriving the above expression are known as i) radiative transitions ii) non-radiative Auger transitions; that involves three orbitals where principal quantum numbers for the first and the second orbitals are different and, iii) radiationless C-K transitions; that involves transitions within the same shell. In this expression $f_{2,3}$ represents the probability of C-K transitions, and $\mu_3 / \mu_2$ is the ratio of total photo-absorption coefficients at $L_3$ and $L_2$ threshold. It is found that for 3$d$-metals, a ratio of $\mu_3 / \mu_2 = 2$ is a good approximation if the excitation energy is far above the resonance [97]. Therefore, the ratio $I(L_2)/I(L_3)$ only depends on the factor $f_{2,3}$, which is determined by the number of available free carriers [98]. Thus the $I(L_2)/I(L_3)$ ratio gives an account for the variation of charge carriers (sometimes referred to as metallicity) in the experimental sample.

![Fe L₂ - RIXS](image)

**Figure 5.19** Fe $L_2$ – RIXS spectra of samples A, B, and C.
Figure 5.19 shows Fe $L_2$-RIXS spectra of samples $A$, $B$, and $C$ measured at the excitation energy ($E_{\text{exc}}$) tuned to the $L_2$-absorption threshold (720 eV). All spectra are normalized to the same $L_3$-peak height around 703 eV. One can see that the intensity ratio $I(L_2)/I(L_3)$ increases as sample $A < sample \ B < sample \ C$, which implies that the amount of free charge carriers increases as sample $C < sample \ B < sample \ A$. Sample $A$ shows the highest number of loosely bound charge carriers around Fe-ions, where sample $A$ and sample $B$ are made of the same Fe-ion fluence. We know that sample $A$ is prepared with polycrystalline ZnO, whereas sample $B$ is made of epitaxial ZnO. Therefore, it is reasonable to consider that polycrystalline ZnO provides more intrinsic defects compared to the epitaxial ZnO. Since the defect formation energy for the formation of p-type ZnO is very high [99], n-type ZnO is more likely to occur. Sample $A$ (polycrystalline ZnO) is likely to carry more n-type carriers than sample $B$ (epitaxial ZnO). This is why, sample $A$ suffers from higher C-K transitions resulting in the most reduced $L_2$-peak intensity in the Fe $L_2$-RIXS measurement. Sample $C$ is made of the highest ($8 \times 10^{17} \text{ cm}^{-2}$) Fe implantation dose, and therefore it is likely to form FeO clusters due to very high Fe-ion dose. Note that this ion-dose is really high in accordance with ref. 100, which indicates that Fe fluence of $2 \times 10^{16} \text{ cm}^{-2}$ yields an atomic concentration of $\sim 5\%$. Formation of FeO (insulator) clusters in sample $C$ explains the presence of least charge carriers in it.

5.3.3 Conclusion

To conclude, electronic structure of Fe-implanted ZnO samples is studied using soft X-ray absorption spectroscopy and emission spectroscopy. Fe $2p$ XAS measurements reveal that Fe dopant ions exists in mixed Fe$^{2+}$ and Fe$^{3+}$ oxidation states, while Fe$^{2+}$ increases with increasing Fe ion fluence. A combined theoretical and experimental study shows that most of the Fe dopant ions are incorporated into the tetrahedral Zn-sites of ZnO. Fe $L_2$-RIXS measurement shows indication of FeO cluster formation in sample $C$, whereas sample $A$ exhibits more charge carriers around Fe-ions compared to sample $B$ and sample $C$. 
A soft X-ray spectroscopic study of the electronic structure of three kinds of transition metal compounds, specifically, Ca-doped LaMnO$_3$, four fundamental Mn oxides (MnO, Mn$_2$O$_3$, Mn$_3$O$_4$, and MnO$_2$), and Fe-doped ZnO samples is presented. A combined experimental and theoretical analysis is used to reveal important electronic structure information regarding the studied compounds.

For Ca-doped LaMnO$_3$ ($x = 0.20, 0.21, 0.23,$ and $0.25$) single crystals, high resolution manganese $2p$ and oxygen $1s$ XAS spectra are presented for the sample series. The Mn $2p$ XAS spectra are compared with the atomic multiplet calculations in order to determine the valency of Mn-ions. Using surface sensitive measurements, it is found that Mn$^{2+}$ is present in the La$_{1-x}$Ca$_x$MnO$_3$ surface, while bulk sensitive measurement confirmed that Mn$^{2+}$ is not extended throughout the samples. The presence of Mn$^{2+}$ on the surface is further confirmed by using oxygen $1s$ XAS measurement. The analysis shows that the Mn$^{2+}$-concentration is a function of the Ca-concentration in the sample. High temperature annealing at $1000^\circ$C is observed to effectively suppress the formation of Mn$^{2+}$. These results will contribute to the application of these perovskites as magnetoresistive materials since electronic and magnetic properties are governed by the Mn-valence.

Mn oxides are often used as standard reference materials in the research of Mn-related unknown compounds and therefore an established interpretation of manganese $2p$ and oxygen $1s$ XAS is important. The sensitivity of Mn $2p$ XAS and O $1s$ XAS to Mn-valence states is studied for Mn oxides (MnO, Mn$_2$O$_3$, Mn$_3$O$_4$, and MnO$_2$). A characteristic shift in the Mn $2p$ absorption edge toward the higher energy is observed with increasing Mn-valence. Also an opposite gradual shift in the O $1s$ absorption edge toward lower energy is observed with increasing Mn-valence. Theoretical calculations using the atomic multiplet code are used successfully to reproduce the observed experimental Mn $2p$ XAS features. Crystal field splitting parameters obtained from the atomic multiplet calculation show good agreement with the values obtained from the experiment. Mn $L_{\alpha,\beta}$ RIXS spectra of MnO, Mn$_2$O$_3$, Mn$_3$O$_4$, and
MnO$_2$ are measured at different excitation energies sweeping through the Mn 2$p$ XAS spectrum of individual oxides. For the first time, Mn $L_{\alpha,\beta}$ RIXS spectra of Mn$_2$O$_3$, Mn$_3$O$_4$, and MnO$_2$ are reported, while the measurement for MnO is previously reported by Butorin et al. [15]. Reported results for MnO agreed well with the previously published results [15]. The atomic multiplet calculations are successfully used to reproduce the $d$-$d$ excitation features of the RIXS spectra.

Local electronic structures of a series of Fe implanted ZnO samples are investigated using soft X-ray spectroscopy to determine the local environment of doped Fe-ions, which are responsible for the ferromagnetism in these materials. Theoretical and experimental Fe 2$p$ XAS is used to determine the oxidation state of doped Fe-ions. Study concludes that Fe-ions in ZnO matrix are present in mixed Fe$^{2+}$ and Fe$^{3+}$ oxidation states, while Fe$^{2+}$ increases with increasing Fe ion fluence. A mechanism for the origin of Fe$^{3+}$ and a possible explanation for the increase of Fe$^{2+}$ with increasing Fe ion fluence are proposed. Atomic multiplet calculation of Fe 2$p$ XAS reveals that doped Fe-ion replaces the tetrahedral Zn-sites in ZnO. O 1$s$ XAS spectra are measured to probe the hybridized O 2$p$ and Zn 3$d$4$s$/Fe 3$d$ orbitals. Fe $L_2$-RIXS measurements indicate that higher number of charge carriers are probable for the sample made of polycrystalline ZnO compared to one made of an epitaxial ZnO. Also, a high Fe-ion dose is likely to form FeO clusters in the sample.
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APPENDIX A
XAS input files

A group of programs written by B. T. Thole and later modified by Jason Sadowski, Mark Hlady, and Adrian Hunt at the University of Saskatchewan are used to calculate atomic XAS. Three programs (RCN2, RCG2, and RAC2) and input files are used to create an “.ora” file which is then used as input for the final program called “Crystal field atomic multiplet calculation.exe”. The programs RCN2, RCG2, and RAC2 run with command prompt so that one can specify the input file to be used.

The first program is RCN2
Input file: *.rcn
Output file: *.rcf

*.rcn has the following format and can be edited with notepad. Following is an example of this input file for Mn$^{2+}$. The colored entries are edited according to the element to be calculated.

```
22 -9 2 10 1.0 5.E-06 1.E-09-2 130 1.0 0.65 0.0 0.50 0.0 0.70
25 Mn2+ 2p06 3d05 2P06 3D05
25 Mn2+ 2p05 3d06 2P05 3D06 -1
```

Cyan Section: The atomic number of the element.
Yellow Section: Simply a label for the species.
Green Section: The specific electronic configuration of the element.

The output of the above input file (*.rcn) is a “*.rcf” file, which has the following format. It has to be edited with notepad to use it as an input for the second program called RCG2. We change 00 to 14, 4 to 2, highlighted zeros to 3, and scaling factors. Once it is edited the “*.rcf” must be renamed to “*.rcg”.
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The second program is **RCG2**

Input file: *.rcg

Output file: *.m14

This output file (*.m14) is directly used as one of the input for the third program RAC2. RAC2 requires another input file called ‘*.rac’ with the format specified below. This *.rac file defines the crystal field and the format varies depending on the symmetry. The strength parameter of the crystal field is highlighted. It is in units of 0.304 eV. If the crystal field value is positive then it is considered of octahedral symmetry and on the other hand if the value is negative then the crystal is considered of tetrahedral symmetry. Following format of the *.rac file stands for an octahedral symmetry.
Y
% vertical 1 1
butler O3
to    Oh
endchain
actor  0+ HAMILTONIAN ground PRINTEIG
OPER HAMILTONIAN
  BRANCH 0+ > 0 0+ 1.0
OPER SHELL2
  BRANCH 4+ > 0 0+ +0.9
actor  0+ HAMILTONIAN excite PRINTEIG
OPER HAMILTONIAN
  BRANCH 0+ > 0 0+ 1.0
OPER SHELL2
  BRANCH 4+ > 0 0+ +0.9
actor  1- left        transi PRINTTRANS
     oper MULTIPOLE
     branch 1- > 0 1- 1.000
RUN

The third program is **RAC2**
Input files: *.rac  and *.m14
Output file: *.ora

Now, the output file of the RAC2 (*.ora) is used as input for the program “Crystal field atomic multiplet calculation.exe”. The “Crystal field atomic multiplet calculation.exe” program runs and requests input as follows. It is shown below with the highlighted inputs.
Crystal Field Atomic Multiplet Program

Authors: Jason Sadowski, Mark Hlady, Adrian Hunt

Would you like to use an existing filter file?
(y/n)

n

Please enter input filename: mn2plus.ora

Program Options:
1) For XAS calculations: Simple data formatting and broadening
2) For RIXS calculations: Data formatting with Kramers-Heisenberg formula

Enter 1 or 2
1

Is this a racah (crystal field multiplet) or bander (charge transfer) output file?
Enter 1 for racah or 2 for bander.
1

For the file, filter2.dat,
Do you wish to select only certain states or transitions?
(y/n)
y

Please select which:
1) states
2) Transitions
Enter 1 or 2
1
Please indicate which group to select from:

1) initial E
2) final E

Enter 1 or 2

Spectra has found the following initial state states.
The energy values of those states are displayed after the colon.

^S0+:  5.6276 2.975 2.1987 0.8333 0.8081 0.4937 0.3533
   0.0248 -0.0011 -0.0325 -0.0844 -0.4855 -0.8728 -0.9165 -1.0015
   -1.3884 -1.4191 -1.6075 -2.1752 -2.197 -2.2865 -5.3133
S1+:  5.6396 5.6318 4.8277 2.9732 2.9596 2.9419 2.2098
   2.1885 0.8332 0.7848 0.4741 0.4344 0.4222 0.338 0.2384
   0.2058 0.1695 0.0127 0.0085 -0.0124 -0.0295 -0.0344 -0.0686
   -0.1365 -0.3088 -0.4039 -0.8573 -0.8809 -0.9179 -0.9739 -1.3914
   -1.4193 -1.4299 -1.6023 -1.6104 -2.174 -2.1755 -2.1865 -2.1924
   -2.2824 -2.2853 -5.3133
S0+:  4.8314 2.9897 2.9644 1.4524 0.8316 0.4426 0.3663
   0.2071 0.1519 0.0115 -0.0382 -0.144 -0.8436 -0.8987 -1.399
   -1.4398 -1.5927 -2.1739 -2.1872 -2.2789

Please enter the initial state(s) you wish to consider:
Include selected energies on the same line as the symbol (separated by a space), if any.

Entering 'xx' on a new line quits.

^S0+ -5.3133
S1+ -5.3133
xx
In which format would you like your data?
1) Energy vs. rate only
2) All transition data
Enter 1 or 2

Generating filter2.dat...

Please indicate broadening type:
1) Gaussian
2) Lorentzian
Enter 1 or 2

Name of broadened file to write: Mn2

Broadening full width at half maximum: 0.5

There are 943 lines in the energy range 621.805 eV --> 685.569 eV.
How many points to plot in this range (3999 max)? 3999

The name of the output file is defined in the prompt, “Name of broadened file to write: Mn2” and it appears in the same folder when the calculation is done. The program thus gives an output file with the chosen name, which can be plotted using “Origin”. For the best result, we adjust different parameters e.g. scaling factors in the *.rcg file, crystal field value in the *rac file, and broadening factor in the “Crystal field atomic multiplet calculation.exe”. The obtained spectra are shifted along the energy axis to match with the experiment.
Appendix B
RIXS input files

To calculate RIXS, an XAS spectrum for that element is calculated first so that the excitation energies for RIXS calculations can be chosen from it. In this thesis RIXS are calculated without considering the crystal field, and are calculated using the program called Basis state edition (BSE) which is a little different from the above mentioned crystal field multiplet calculation program described in appendix A. Here BSE is used to first calculate the XAS and then to calculate the RIXS. Three programs (rcn.exe, rcn2.exe, and rcglusask.exe) are called in a sequence using the batch file called “run with cfp.bat.” The codes in this section are originally written by Robert Cowan. Two input files are used in this case namely, “in36” and “IN2”. Sample input files for Mn$^{2+}$ is given below.

The input file “in 36” has following format and is edited (highlighted sections) with notepad as required by the element to be calculated. The top line describes the initial state of the atom and the lower line describes the excited state of the atom. Taken together these two lines tell the program what transitions to calculate.

```
2  -9    2   10  0.2    5.e-08    1.e-11-2   190    1.0 0.65  0.0 0.00
25    3Mn II  2p63d5     2p06 3d05
25    3Mn II  2p53d6     2p05 3d06
```

Cyan Section: The atomic number of the element.
Magenta Section: The number one greater than the oxidation state of the element.
Yellow Section: Simply a label for the species.
Green Section: The specific electronic configuration of the element.
The other input file “IN2” has the following format. The scaling factors (highlighted green section) are modified to obtain the best fit to the experiment.

```
g5inp1 0 0000 0.000 000 0000000 00000000 8099808080 0000 08229 -1
```

The program “run with cfp.bat” uses ‘in36’ and ‘in2’ as input files and yield ‘outg11’ as the primary output file, which is finally used by the program BSE to calculate XAS and RIXS. A sample XAS calculation for Mn$^{2+}$ using BSE is given below with the highlighted input entries.

```
#
# Spectra Calculator v2.0
#
#
Would you like to use an existing filter file?
(y/n)

Please enter input filename : outg11

Program Options:
1) Version A -- Simple data formatting and broadening
2) Version B -- Data formatting with Kramers-Heisenberg formula calculation
Enter 1 or 2

Scanning file...
Generating filter.dat...
```
For the file, filter2.dat,
Do you wish to select only certain terms or transitions?
(y/n)

Please select which:
1) Terms
2) Transitions
Enter 1 or 2

Please indicate which group to select from:
1) initial E
2) final E
Enter 1 or 2

Spectra has found the following initial state terms:

6S  4P  4G  4D  2I  4F  2H  2S  2F  2G
2P  2D

Please enter the term(s) to use as a mask:
Include selected j-values on the same line (separated by a space), if any.
Entering 'xx' on a new line quits.

6S
xx
In which format would you like your data?
1) Energy vs. rate only
2) All transition data
Enter 1 or 2

Generating filter2.dat...

Please indicate broadening type:
1) Gaussian
2) Lorentzian
Enter 1 or 2

Name of broadened file to write: Mn2

Broadening full width at half maximum: 0.5

There are 110 lines
in the energy range
622.606 eV --> 683.204 eV.
How many points to plot in this range (3999 max)? 3999

The output file appears in the same folder with the specified name (in this case, Mn2). This output file is plotted in Origin to obtain the XAS spectrum. Now, to calculate the RIXS one can choose excitation energies from the obtained XAS data, and run the program BSE again using the version B (Data formatting with Kramers-Heisenberg formula) in the program option. A sample calculation for Mn$^{2+}$ RIXS at 642.7 eV (feature corresponding to the 640.8 eV in the experiment) is shown below.
Would you like to use an existing filter file?
(y/n)

Please enter input filename: outg11

Program Options:
1) Version A -- Simple data formatting and broadening
2) Version B -- Data formatting with Kramers-Heisenberg formula calculation

Enter 1 or 2

Scanning file...
Generating filter.dat...

Spectra has found the following initial state terms:

6S  4P  4G  4D  2I  4F  2H  2S  2F  2G
2P  2D

Please enter your selected terms.
Include selected j-values on the same line (separated by a space), if any.
Entering 'xx' on a new line quits.

6S
xx
Spectra has found the following intermediate terms with j-values. Each intermediate state is separated by a vertical line.

\begin{align*}
4P & 2.5 | 2D & 2.5 | 2G & 3.5 | 4P & 1.5 | 4S & 1.5 | 4G & 3.5 | 2F & 2.5 | 2F & 3.5 | \\
4G & 2.5 | 2P & 1.5 | \\
2D & 1.5 | 4H & 3.5 | 4D & 1.5 | 4D & 2.5 | 4D & 3.5 | 4F & 1.5 | 4F & 2.5 | 4F & 3.5 | \\
6P & 1.5 | 6P & 2.5 | \\
6D & 1.5 | 6D & 2.5 | 6F & 3.5 | 
\end{align*}

Please enter your selected terms or basis state labels. Include selected j-values on the same line (separated by a space), if any. Entering 'xx' on a new line quits, entering 'all' selects all. All

Spectra has found the following basis-state labels:

For the 6S 2.5 to 4P 2.5 transition, the basis-state labels are:

(3P)

For the 6S 2.5 to 2D 2.5 transition, the basis-state labels are:

(1F) (3P) (3F) (3D) (1D)

For the 6S 2.5 to 2G 3.5 transition, the basis-state labels are:

(1F) (3H) (1G) (3F) (3G)

For the 6S 2.5 to 4P 1.5 transition, the basis-state labels are:

(3P) (3D)
For the 6S 2.5 to 4S 1.5 transition, the basis-state labels are:
(3P)

For the 6S 2.5 to 4G 3.5 transition, the basis-state labels are:
(3F) (3H) (3G)

For the 6S 2.5 to 2F 2.5 transition, the basis-state labels are:
(1D) (3G) (1F)
(1G) (3F) (3D)

For the 6S 2.5 to 2F 3.5 transition, the basis-state labels are:
(1G) (3F) (1D) (1F) (3D) (3G)

For the 6S 2.5 to 4G 2.5 transition, the basis-state labels are:
(3F)
(3H) (3G)

For the 6S 2.5 to 2P 1.5 transition, the basis-state labels are:
(1S) (1D) (3D) (3P)

For the 6S 2.5 to 2D 1.5 transition, the basis-state labels are:
(1D) (3D) (1F) (3P)
(3F)

For the 6S 2.5 to 4H 3.5 transition, the basis-state labels are:
(3G) (3H)

For the 6S 2.5 to 4D 1.5 transition, the basis-state labels are:
(3P) (3D) (3F) (5D)
For the 6S 2.5 to 4D 2.5 transition, the basis-state labels are:
(3D) (3F) (3P)
For the 6S 2.5 to 4D 3.5 transition, the basis-state labels are:
(3F) (3P) (5D)

For the 6S 2.5 to 4F 1.5 transition, the basis-state labels are:
(3D) (3F) (3G) (5D)

For the 6S 2.5 to 4F 2.5 transition, the basis-state labels are:
(3D) (3F)
(3G) (5D)

For the 6S 2.5 to 4F 3.5 transition, the basis-state labels are:
(3D) (3F) (5D)

For the 6S 2.5 to 6P 1.5 transition, the basis-state labels are:
(5D)

For the 6S 2.5 to 6P 2.5 transition, the basis-state labels are:
(5D)

For the 6S 2.5 to 6D 1.5 transition, the basis-state labels are:
(5D)

For the 6S 2.5 to 6D 2.5 transition, the basis-state labels are:
(5D)

For the 6S 2.5 to 6F 3.5 transition, the basis-state labels are:
(5D)

This part of the program allows you to choose the basis state labels. If you want to use all labels, type 'all'.
If you wish to choose basis state labels, then enter the initial state, followed by the j-value, then the intermediate state and its j value, finally all desired basis state labels for that transition. Repeat for all desired transitions. Remember to put spaces between everything. The order of the basis state labels is irrelevant.

An 'xx' on a line finishes your list.

Are you using a separate file for final transitions?
(y/n)

Spectra has found the following final terms with j-values.
Each final state is separated by a vertical line.

6S 2.5 | 4G 2.5 | 4G 3.5 | 4P 2.5 | 4P 1.5 | 4D 3.5 | 4D 1.5 | 4D 2.5 | 4G 4.5 | 4P 0.5 |
4F 3.5 | 4F 2.5 | 4F 1.5 | 4D 0.5 | 2F 2.5 | 2F 3.5 | 4F 4.5 | 2H 4.5 | 2G 3.5 |
2S 0.5 |
2G 4.5 | 2P 1.5 | 2D 2.5 | 2D 1.5 | 2P 0.5 |

Please enter your selected terms or basis state labels. Include selected j-values on the same line (separated by a space), if any. Entering 'xx' on a new line quits, entering 'all' selects all.

Please select the energy of the incoming photons:

642.7

Please select the broadening factor gamma:
Performing calculation and sort...
Writing to file kh.dat...
Please indicate broadening type:
1) Gaussian
2) Lorentzian
Enter 1 or 2

Name of broadened file to write: Mn642.7

Broadening full width at half maximum: 0.5

There are 37865 lines in the energy range
612.814 eV -->667.453 eV.
How many points to plot in this range (3999 max)?3999

Program usually takes a few minutes to calculate the output file. The output file with the specified name “Mn642.7” appears in the same folder where the programs and input files exist. To obtain a best fit to the experiment, scaling factors and broadening factors are varied.