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ABSTRACT

To further improve performances of machine systems, mechatronics offers some opportunities. Traditionally, mechatronics deals with how to integrate mechanics and electronics without a systematic approach. This thesis generalizes the concept of mechatronics into a new concept called hybrid intelligent machine system. A hybrid intelligent machine system is a system where two or more elements combine to play at least one of the roles such as sensor, actuator, or control mechanism, and contribute to the system behaviour. The common feature with the hybrid intelligent machine system is thus the presence of two or more entities responsible for the system behaviour with each having its different strength complementary to the others. The hybrid intelligent machine system is further viewed from the system’s structure, behaviour, function, and principle, which has led to the distinction of (1) the hybrid actuation system, (2) the hybrid motion system (mechanism), and (3) the hybrid control system.

This thesis describes a comprehensive study on three hybrid intelligent machine systems. In the case of the hybrid actuation system, the study has developed a control method for the “true” hybrid actuation configuration in which the constant velocity motor is not “mimicked” by the servomotor which is treated in literature. In the case of the hybrid motion system, the study has resulted in a novel mechanism structure based on the compliant mechanism which allows the micro- and macro-motions to be integrated within a common framework. It should be noted that the existing designs in literature all take a serial structure for micro- and macro-motions. In the case of hybrid control system, a novel family of control laws is developed, which is primarily based on the iterative learning of the previous driving torque (as a feedforward part) and various feedback control laws. This new family of control laws is rooted in the computer-torque-control (CTC) law with an off-line learned torque in replacement of an analytically formulated torque in the forward part of the CTC law. This thesis also presents the
verification of these novel developments by both simulation and experiments. Simulation studies are presented for the hybrid actuation system and the hybrid motion system while experimental studies are carried out for the hybrid control system.
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1. INTRODUCTION

1.1 Architecture of Intelligent Machine Systems

An intelligent machine system can be represented by a general architecture as shown in Figure 1.1. In this architecture, the structure is defined as a set of entities connected in a meaningful way. Entities are represented by a set of properties, and these properties are called states. The name of the state is called the state variable. The behaviour is the causal relationship among a set of related state variables. The function is defined as the purpose in the mind of humans and can be realized by the system (structure) due to the provision of certain behaviours generated by the structure. The controlled behaviour is defined as the behaviour resulting from the adjustments on the structure and the state; the adjustments are needed for the reduction of any discrepancy between an actual function and a desired function. The principle governs the behaviour in the sense that the causal relationship is derived from the principle. The principle can be viewed as the constraint that determines a particular behaviour.
The above architecture may be called the function-control–behaviour-structure (FCBS) which is a specialized architecture of a more generalized architecture called the function-behaviour-structure (FBS) (Lin and Zhang, 2003). The behaviour concept in the FBS architecture is further specialized into the sub-behaviour, the controlled behaviour in this case, in the FCBS architecture. Furthermore, the FCBS architecture can be applied to the system decomposition lattice; see Figure 1.2.

![Figure 1.2 FCBS versus the system decomposition.](image)

An intelligent machine system can also be viewed as consisting of (i) sensors, (ii) end-effectors, (iii) mechanisms, (iv) actuators, and (v) controllers; see Figure 1.3. It is noted that the sensor can be placed on the end-effector and/or actuator. The view or architecture of an intelligent machine system, as shown in Figure 1.3, is a generic
function view. For a particular intelligent machine system, this architecture may be extended; for example, the layer of mechanisms in Figure 1.3 may be replaced by a compliant mechanism. It is further noted that the system decomposition illustrated in Figure 1.2 is related to the function architecture; see Figure 1.4.

Referring to Figure 1.3, actuators may be classified based on how they work or based on principles (or effects) which govern their behaviours (see Figure 1.1 for a general relationship among the structure, state, behaviour, and principle). Mechanisms can also be classified in the same way, so are the controllers.

A note is given to the intelligent machine system. The word “intelligent” mostly refers to the behaviour of a machine system. The intelligent behaviour is called when the system is able to sense, to learn, to reason, to make decisions, and to act with precision and accuracy. The FCBS architecture represents an intelligent machine system because the sensor corresponds to the first intelligent behaviour (i.e., to sense); the controller embodies the second, the third, and the fourth intelligent behaviours; the end-effector, mechanism, and actuator together are responsible for the fifth behaviour. There are many ways to improve the intelligent behaviours of a machine system; for example, various learning and reasoning techniques. This thesis concerns a general method at this point, that is, the hybridization of system components (structural entities).

Figure 1.4 Architecture of functions of intelligent machine systems.
1.2 Hybrid Intelligent Machine System

The word "hybrid" is often used as a synonym of the word “heterogeneous” in the nature or synthetic realms. In biology, the improvement of capabilities of a plant through some hybridization has been known for years. In material sciences, the notion of composite materials is another example of improvement of material properties. Still another example is the hybrid control system for controlling cell cycles (Antsaklis et al., 2003). The common feature of these hybrid systems is the presence of two entities with each having different characteristics. The combining of these two entities can improve the behaviour of a system with their presence. Further, the improvement of the behaviour can make sense in enhancing or extending or both. In the case of the extending, a unique advantage of the hybrid system is that two contradicting behaviours of a system may exist harmonically; for example the ductility and the strength in material engineering.

In this thesis, the notion of the hybrid system is applied to the intelligent machine system; in particular the formation of a hybrid intelligent machine system is based on the system architecture as shown in Figures 1.1 through 1.3. The definition of a hybrid intelligent machine system is thus given below:

A system is called a hybrid intelligent machine system if the system is constructed in such a way that within its scope (components, subsystems) two or more elements are combined to contribute to the system behaviour by playing at least one of the roles: sensor, end-effector, mechanism, actuator, or controller.

For simplicity, the remainder of the thesis will use the term “hybrid system” for the “hybrid intelligent system”.

In the real world, some hybrid systems have been developed; for example the macro-micro manipulator systems (Sharon and Hogan, 1993; Lew, 1996, 1997; Tol et al., 2002), the hybrid machine system (Tokuz and Jones, 1991; Greenough et al.,1995;
Kirecci and Dulger, 2000), etc. The mechatronic system, if properly defined and designed, is also a hybrid system. However, a systematic study on the hybrid system has not appeared yet. The existing literature has merely provided one aspect or another of the total sense of the hybrid system; this situation is largely attributed to the lack of the general architecture of intelligent systems (Figure 1.1), or the lack of the generalization in a system perspective.

This thesis will present a comprehensive study on the hybrid system, in which the previous discussion of the hybrid systems as well as the architecture of the intelligent systems is part of the study. Specifically, this thesis study concerns design, modeling and control of hybrid systems. The types of the hybrid systems considered in this thesis include: (1) a hybrid actuation system, (2) a hybrid motion system or mechanism, and (3) a hybrid control system. These systems can be mixed up with each other. Further, that is to say, a hybrid system may be a combination of a hybrid actuation and a hybrid control, or the combination of a hybrid motion and a hybrid control.

The definitions of the three kinds of hybrid systems are stated as follows.

A hybrid actuation system, in this thesis, is defined as a mechanical system where its drive system integrates two types of motors: the servomotor and the constant velocity (CV) motor to combine the advantages of both of them and to produce inexpensive programmable output. In such a hybrid actuation system, the CV motor is used to provide a main power needed to drive the mechanism, and the servomotor is used either compensate errors produced due to inevitable speed fluctuation in the CV motor, or to produce flexible output trajectories with the end-effector of the system.

A hybrid motion system is defined as a mechanical system that combines the macro motion and the micro motion together in one mechanism to achieve a large motion range with a high resolution. In the hybrid motion
system, the macro motion fulfills the large motion; the micro motion does the motion with high resolution but small motion range.

A hybrid control system is defined as a control system where different control laws are integrated so that the advantage of each control law can be taken to achieve an improved control performance.

1.3 Challenging Issues in the Design of the Hybrid Systems

As there are two or more entities which come from different domains of ontologies yet potentially fulfill a similar function in a hybrid system, these entities and their interactions can certainly play important roles in the performance of the whole hybrid system. The general goal of designing a hybrid system should be to make these different entities behave complementary to each other; as such an “emergent” behaviour which can certainly not be achieved by each of them alone can be achieved.

The general procedure to achieve this general goal can be: (1) to understand two domains of ontologies involved in the interaction; (2) to identify the strengths and weaknesses of each entity which may further change with respect to time, and (3) to assign function responsibilities for each of them so that they can behave complementary.

Despite its generality with the general procedure, specific design challenges with respect to three types of hybrid systems need to be identified. The challenging issue for the hybrid actuation system is the interaction between the CV motor and the servomotor. For the hybrid motion system the challenging issue is how to minimize the interaction between the macro motion and the micro motion. The main challenging issue in the hybrid control system is how to reduce or eliminate the transient problem caused by the interaction of two or more different control laws.

These issues about the interaction of the hybrid systems are not well studied in the literature, or ad-hoc developments and methodologies are dispersed in the current
literature without a coherent framework. In a specific domain of the hybrid actuation system, the use of a servomotor with a constant velocity profile for the substitution of a constant velocity motor is still very popular in the literature. This is an erroneous practice of mechatronics design because the constant velocity (CV) motor may not perform “constant” velocity (there is usually a velocity fluctuation in the CV motor due to the variation in the operating condition and / or the variation in the workload on the system, or the disturbances) yet the servomotor with the constant velocity profile acts as a (perfect) constant velocity motion generator.

Nevertheless, despite existing studies reported in the literature, such as the hybrid actuation system and the hybrid motion system (Tokuz, 1992; Greenough et al., 1995; Sharon and Hogan, 1993), it would be useful to put these studies in a unified framework and develop specific methodologies to cope with the specific problems in such a unified framework. It is expected that by doing so, these hybrid systems can be designed to achieve better intelligent behaviours.

1.4 Research Objectives

This thesis study was motivated to address the challenging issues identified above with respect to the hybrid systems and aimed to develop new theories and methodologies for designing these hybrid systems. Specifically, the following four objectives were defined, namely:

**Objective 1:** To develop a hybrid actuation system with the following specific objectives: (i) design of a hybrid actuation system through a 2 degree-of-freedom (DOF) mechanism driven by a CV motor and a servomotor; (ii) modeling of the hybrid actuation system including both the dynamics of the mechanism and the dynamics of the two motors; (iii) design of a hybrid controller which can limit the velocity fluctuation in the CV motor through the servomotor; and (iv) tracking performance improvement through mechanical means.
It is remarked that the existing studies on the hybrid actuation systems did not consider well the interaction problem between the CV motor and the servomotor. This challenge issue should be resolved before the real application of the hybrid actuation system. The general strategy for controlling the hybrid actuation mechanism was proposed to model the propagated speed fluctuation in the CV motor and incorporate it into a controller designed for the servomotor.

**Objective 2:** To develop a hybrid motion system that integrates two types of motions through one compliant mechanism. In this hybrid motion system, a new interface design paradigm will be explored, in which a macro motion driven by a DC servomotor and a micro motion driven by a PZT actuator are supported by one mechanical frame. Further, three particular issues will be addressed in this study: (i) the design principle and implementation of the hybrid motion system; (ii) the motion analysis of the hybrid motion system; and (iii) the optimization design of the hybrid motion system.

The existing hybrid motion system is called the serial motion system where the macro motion mechanism functions as a base and the micro motion mechanism is mounted on the macro motion one, or vice versa. It is remarked that the existing studies on hybrid motion systems mainly focused on the control algorithm design to minimize the interaction of the macro motion and the micro motion. This thesis will develop a new hybrid motion system that integrates the macro motion and micro motion in one compliant mechanism. This kind of hybrid motion system may also be called the parallel hybrid motion system.

**Objective 3:** To develop hybrid control systems that can be used in the hybrid actuation system and the hybrid motion system. Two types of hybrid control systems will be proposed. One is the hybrid control system designed for the control of the hybrid actuation system, and the other is the PD type adaptive learning control system designed for the control of the hybrid motion system and the general robotic systems as well. The stability and convergence analysis of these hybrid control systems will be performed.
It is remarked that the hybrid control systems discussed in the literature are limited on the switching control systems that are characterized by the interaction of continuous parts, governed by differential or difference equations, and by discrete parts, described by finite state machines. In such a hybrid control system, the switching processes occur in the time domain. The switching technique will be extended to the iteration domain in this study to avoid some inherent problems with the switching in the time domain. Another care should be taken that the term “hybrid control system” is used in literature, referring to the control system for a mixed event-driven discrete and time-driven continuous dynamic system (Antsaklis et al, 1998).

**Objective 4:** To conduct simulation and experiment studies for the three developed hybrid systems. Specifically, for the hybrid actuation system, the performance of trajectory tracking will be examined; for the hybrid motion system, the feasibility of the new design paradigm (i.e., one mechanical frame for two types of actuators) will be examined; finally for the hybrid control system, the performance of trajectory tracking for some general robot manipulators will be examined.

**1.5 Organization of the Thesis**

To provide the background of the research conducted in this thesis, Chapter 2 presents a literature review that includes details about hybrid actuation system, hybrid motion system, hybrid control systems, compliant mechanism and general control algorithms. The literature review should also serve for the purpose of justifying the proposed objectives in Chapter 1. Chapter 3 discusses the integrated design, modeling and control of the hybrid actuation system. A new control method is proposed to compensate the speed fluctuation in the CV motor. Chapter 4 presents the design, modeling and optimization of the hybrid motion system. A new topology for motion amplification implemented by the compliant mechanism is proposed. The motion amplification mechanism is designed as a part of the hybrid motion system. The optimization of the hybrid motion system is performed using the finite element method and the Taguchi
method. Chapter 5 focuses on the hybrid control system design and analysis. Chapter 6 presents the simulation and experiment results for the hybrid systems. Finally, Chapter 7 outlines the contribution of the thesis as well as future research work.
2. LITERATURE REVIEW

2.1 Introduction

In this chapter, the state of the art on the development of three types of hybrid systems mentioned in the previous chapter is reviewed to provide justification regarding the significance of the research conducted in this thesis. This review also provides a common basis for the subsequent discussions. Section 2.2 summarizes the design of hybrid actuation systems where different actuation methods are involved. Section 2.3 discusses the hybrid motion system where macro motion and micro motion are formed by individual mechanical systems. In Section 2.4, the compliant mechanism is reviewed, as it is an important concept as well as building block for the hybrid motion system developed in this thesis. Section 2.5 addresses the commonly used algorithms in the control area that are the basis of the hybrid control systems developed in this thesis. Section 2.6 discusses several important hybrid control systems in different control domains. Section 2.7 gives some concluding remarks.

2.2 Hybrid Actuation Systems

A hybrid actuation offers the promise of becoming a viable alternative to the major conventional forms of actuation. This technology was created in an effort to produce a form of actuation combining the most desirable features of the CV motor and the servomotor, while remaining economically feasible to compete with them.

The demands for greater machine productivity with improved quality, diversity of product, and industrial automation have accelerated the needs of hybrid actuation
systems to generate programmable output motions with a high payload capability. The metal forming press machine, printing machine, injection moulding machine, and stamping press are some of industrial examples where a hybrid actuation system has been used with different configurations (Du and Guo, 2003). For example, ARBURG (http://www.manufacturingtalk.com/news/abg/abg103.html) developed the hybrid actuation machines that feature servo-controlled plastication and a variable-speed main pump motor for energy savings combined with hydraulic clamping and hydraulic servo-controlled injection for achieving high accuracy and good repeatability.

Tokuz and Jones (1991) and Tokuz (1992) proposed the hybrid actuation machine system concept and described the modeling of an experimental hybrid machine, which is shown in Figure 2.1. In their hybrid machine, a 2 DOF epicyclical differential gearbox, driven by a CV motor and a servomotor, generates an output motion that further drives a slider-crank mechanism. Their study showed that, for some predefined slider motion, a required servomotor power turned out to be smaller in the hybrid machine than the “single servo configuration”. However, it should be noted that the CV motor was physically substituted by a servomotor in their studies.

Figure 2.1 Schematic of a hybrid actuation machine (Tokuz, 1992).
Greenough et al. (1995) defined a hybrid actuation machine as a servomotor with a CV motor that are coupled through a 2 DOF mechanism and drive a single output. The servomotor and the CV motor drive two independent shafts of the mechanism. A flywheel is attached to the shaft of the CV motor. The CV motor provides the majority of the power to the system via the 2 DOF mechanism, whilst the servomotor acts as a low torque-modulating device. It was shown that the reduction of the power in the servomotor could be up to 70% of the power if two servomotors were used. But their work did not consider the trajectory tracking; therefore, the torque (thus the power) was not calculated from the dynamic model and the control law. Furthermore, due to the introduction of a flywheel on the CV motor, they assumed the speed of the CV motor be constant and ignored the speed fluctuation in the CV motor.

Straete and Schutter (1996) presented a hybrid cam mechanism with a similar configuration shown in Figure 2.1. The hybrid cam mechanism consists of a hybrid drive, which combined a servomotor and a CV motor, and a cam follower mechanism. They assumed that the CV motor has a large inertia to ensure its constant velocity. Through simulation, they showed that after judicious selection of the cam profile it is possible to reduce the peak torque and the power in the servomotor up to 50%. But the assumption of constant velocity for the CV motor during the real application may not be true if the dynamics of the mechanism and the output load are considered in the hybrid cam mechanism.

Kirecci and Dulger (2000) discussed a hybrid actuation mechanism where a seven-link mechanism with 2 DOF was used as an example to test the hybrid actuation idea that is shown in Figure 2.2. But in the implementation of their study, the servomotor was used to “mimic” the CV motor by prescribing a constant velocity trajectory profile. It is obvious that this departs away from the real situation where a CV motor is in place. Following the same setup, Dulger et al. (2003) developed the dynamic model of the same hybrid mechanism and performed a simulation study where PID controller was applied to the control of two servomotors used in the hybrid actuation system.
Du and Guo (2003) designed a controllable mechanism for the metal forming press application where a 2 DOF seven bar linkage mechanism, driven by a CV motor and a servomotor, was used to form the output stroke. The design optimization was carried out using the Genetic Algorithm. It should be noted that their design only considered the kinematic optimization; no dynamics were included in the design process. Furthermore, the maximum required torque for the optimized design case was about 4000 Nm that is beyond the capacity of the commercial servomotor.

Arai et al. (2002) proposed a hybrid drive parallel arm which was driven by cables and cylinders in order to design a compact handling arm with a large workspace for the application of assembly. The main idea in their design is to enlarge the limited workspace of the cable drive mechanism by replacing some cables with cylinders since the cylinder is capable of generating tension and compression.

There are some other types of hybrid actuators developed and applied in many applications. Although those actuation systems are not involved in my thesis work, for the sake of completeness, some of them are reviewed as well in this section.

Morrell and Salisbury (1998) developed an actuator system called parallel-coupled micro-macro actuator that consists of a micro-actuator and a macro-actuator coupled in parallel via a compliant transmission that is shown in Figure 2.3. In that actuator system, the micro-actuator is capable of high-bandwidth force control owing to its low mass and...
direct-drive connection to the output shaft. The compliant transmission of the macro-actuator reduces the impedance (stiffness) at the output shaft and increases the dynamic range of force.

Figure 2.3 The parallel coupled micro-macro actuator concept (Morrell and Salisbury, 1998).

Ferrara et al. (2001) discussed the vibration suppression of a large space structure by switching between different actuators in order to optimize control performance and reduce energy consumption. The variable structure control technique was applied for the jet thrusters actuators and the PZT rods actuators.

The combination of smart material (such as PZT) driving a hydraulic fluid system is called a hydraulic-hybrid actuator or piezohydraulic actuator. In the hydraulic-hybrid concept, an active smart material, most commonly piezoelectric, is driven at a high frequency to pressurize fluid in a pumping chamber. The flow of the pressurized fluid is then rectified by a set of one-way valves, creating pulsing flow in a specified direction. The one directional flow is then utilized to transfer power from the active material to a hydraulic output cylinder. Through this stepwise actuation process, the high frequency, small stroke of the active material is converted into a larger, lower frequency displacement of the output cylinder. There are extensive researches about the design, modeling and control of piezohydraulic actuators, see the review conducted by Niezrecki (2001).
Nakamura et al. (2002) developed a hybrid actuator used in an active micro-vibration control system. The hybrid actuator combines a giant-magnetostrictive actuator and an air actuator arranged in parallel, see Figure 2.4. This structural feature enables the hybrid actuator to make up for both of the single actuators’ demerits. The hybrid actuator has a frequency range of about 100 Hz and a maximum displacement of more than 1 mm.

![Figure 2.4 Schematic of a hybrid actuator and its mathematical modeling (Nakamura et al., 2002).](image)

2.3 Hybrid Motion Systems

Many applications require robotic manipulators have a large workspace and are capable of fast, precise motion throughout the workspace such as that offered by a macro-micro manipulator system. The long reach, or macro, manipulator is characterized by a “slow” response due to its size. In contrast, the short reach, or micro, manipulator is characterized by a small work volume with fast, precise manipulation capability over that work volume. Combining the two manipulators offers an approach that can satisfy the requirement of fast, precise manipulation over a large workspace. The concept of a
macro-micro manipulator was first introduced by Sharon and Hogan (1993). A typical macro-micro manipulator is shown in Figure 2.5. Obviously, the macro-micro manipulator system is a hybrid motion system.

![Figure 2.5 An example of a macro-micro manipulator (Yoshikawa et al., 1996).](image)

The macro-micro manipulators provide advantages of a large workspace and accurate end-effector positioning for space and industrial applications. Therefore, recently there has been an increasing research interest in this area. Most macro-micro manipulator systems studied in the literature have flexible macro mechanisms (M-part), and rigid micro mechanisms (m-part) that are attached on the tip of the M-part. The flexible mechanism has long arms and can move in a large workspace, but it cannot be controlled precisely at high speed due to the structural deformation of links. The rigid micro mechanism can achieve fast and precise motion. So the principle for macro-micro systems is to combine a relatively rigid structure with a relative flexible structure. The main focuses on the macro-micro manipulators are the position/force control, vibration reduction, and performance improvement.

Yoshikawa et al. (1996) described a hybrid position/force control of flexible manipulators by a macro-micro manipulator system. In that macro-micro manipulator
system, the macro manipulator was controlled to roughly realize the desired position and force by a simple PD feedback, and the micro manipulator compensated the position and force errors caused in the macro part.

Lew (1996, 1997) discussed the contact control of a flexible macro-micro manipulator. The controller combined the force damping controller and the inertial force active damping controller. In his studies, using a force sensor at the wrist and a strain measurement at the flexible link, the micro manipulator regulated the contact force to a desired value without causing contact instability.

In Jiang and Goldenberg’s (1998) research, an ideal manifold was used to prescribe the desired performance of a flexible macro-micro manipulator in terms of end-effector trajectory tracking and link vibration damping. The control scheme was divided into two parts: one was to compensate the nonlinear forces due to the micro arm motion, and join motion of the macro arm directly; the other was to compensate the nonlinear forces due to the link flexural motion of the macro arm in such a way that the stability of the system would be maintained.

Vliet et al. (1998) described the development of a macro-micro manipulator test-bed. The facility includes a 2 DOF macro manipulator with two flexible links, to which is attached a 3 DOF small robot. The manipulators rest on a planar glass-top table that makes them ideal for studies relevant to space applications. That paper presented the design of the complete system, focusing on the micromanipulator and its integration with the existing hardware, the dynamics model and the frequency domain validation results.

Hodac et al. (1999) pointed out that mounting a fine manipulator on a coarse manipulator would produce a dynamic interaction that might degrade the performance of the whole system. A micromanipulator composed of a flexible suspension and of an electrodynamic actuator placed between the endpoint and ground was proposed and it could reduce the dynamic coupling between the two systems.
Angles et al. (2000) studied the design of the mechanical structure of an 11-axis robot to accomplish accurate positioning and velocity-controlled tasks in the presence of a flexible substructure. The manipulator is designed as a cascade of three modules, the proximal one being termed the macromanipulator which is responsible for a long reach and a high flexibility. The other two modules, comprising the seven-axis micromanipulator, are responsible for the accurate positioning and orientation of the tool attached to the end-effector.

Kwon et al. (2001) discussed the control issue for a coarse/fine dual-stage manipulator that is shown in Figure 2.6. The coarse stage works as a base that offers a large workspace, while the fine stage mounted on the coarse stage enables high resolution of motion and fast response. In their controller design, the single input single output control architecture for the coarse motion control and the fine motion control was adopted separately without considering the cross coupling effect between the two stages.

![Figure 2.6 A coarse/fine dual-stage manipulator (Kwon et al., 2001).](image)

Xu et al. (2000) studied the macro-micro manipulator system intended to enhance the tracking/positioning performance of flexible manipulators. Additional actuation of the micro rigid manipulator was employed to compensate for the deflections due mainly to the link flexibility involved. In their study, a PD feedback controller was employed incorporating a fuzzy adaptive tuner for the macro manipulator, and a control scheme
was proposed for the micro manipulator, where the sensed flexible states were used as feedforward signals and added to the control command for the rigid motion control of the micro manipulator.

Tol et al. (2002) described the concept of macro-micro system integration using a parallel kinematic mechanism and a 2 DOF micro manipulator for the application of deburring and finishing operations. In their system, separate control laws were applied to the macro mechanism and the micro mechanism, respectively. The interaction between the micro and macro mechanisms was not taken into consideration.

Gilsinn et al. (2002) discussed a macro-micro motion system that was used to locate the nano-structures, see Figure 2.7. In their design, an XY stage using linear piezo actuators performed the macro motion by moving the sample to where the scanning tunneling microscope (STM) tip could scan a particular region of the die to make an analysis, while the STM tip functioned as the micro motion device.

From the literature reviews conducted above one can see that all the architectures of the macro-micro manipulator systems are connected in series. It means that the micro manipulator is mounted on the macro manipulator. Such an architecture can be called a serial hybrid motion system. The majority of the hybrid motion system researches were focused on the attenuation of the vibration of the macro manipulator caused by the fast
action of the micro manipulator. The very similar architecture, among the studies reviewed, for macro-micro manipulators may have implied the absence of the general concept of hybrid systems discussed before, specifically, hybrid mechanisms. There may be the architecture of hybrid motion systems, such as serial macro (rigid) – micro (compliant) and complete parallel compliant mechanisms.

2.4 Compliant Mechanisms

A mechanism is a mechanical device used to transfer or transform motion, force, or energy. Traditional rigid-body mechanisms consist of rigid links connected at movable joints. A compliant mechanism also transfers or transforms motion, force, or energy. Unlike rigid-link mechanisms, however, compliant mechanisms gain at least some of their mobility from the deflection of flexible members rather than from movable joints only. An example of the compliant mechanism for crimping is shown in Figure 2.8 (Zhang et al., 2002).

Figure 2.8 A 3 DOF compliant mechanism (Zhang et al., 2002).
A compliant mechanism is a piece of material on which there are notches and holes. The distribution of the notches and holes can result in a structure with a set of flexural hinges. Clearly, when a compliant material receives forces, it behaves such that significant deformations occur around the flexural hinges. A fully compliant mechanism is the one that has no “rigid” kinematic pairs. The benefit of the compliant mechanism includes: (i) reduced or eliminated backlash and no friction; (ii) smooth and continuous displacement; (iii) small resolution, and (iv) lubrication free.

Within modern manufacturing there is a growing need for micropositioning units with very fine resolution, high accuracy, high precision, and repeatability. All of these constraints on system performance are increasingly coupled with the requirement that the system also be durable and of low cost.

In many applications such as assembly in the semiconductor industry, cell manipulation in biotechnology, and surgery automation in medicine, there is a need for devices to perform very small motion (about or less than one millimeter) with very high positioning accuracy (in the micron range) and complex trajectories. This range of motion is known as the micro motion.

A straightforward approach to developing micro motion systems is based on conventional servomotors, such as DC-servo or stepper motors and ball screws or other types of rigid linkages. But, these systems have inherent problems, such as backlash, friction and assembly errors, which significantly hinder the development of both cost-effective and functional micro motion systems. Another approach to developing such systems is based on the compliant mechanism concept. Since the compliant mechanisms do not entail any sliding or rolling, they are free of backlash and Coulomb friction, and thus have perfectly smooth mechanics. The absence of hard nonlinearities in compliant mechanism behaviour places no fundamental physical limitations on the resolution of position or force control. Additionally, the absence of conventional joints or other bearing surfaces produces a clean device that is free of lubricants or other contaminants,
and thus is extremely conducive to clean environments. Complaint mechanisms can be designed for any desired input/output force/displacement characteristics, including specified volume/weight, stiffness, and natural frequency constraints. As flexure is permitted in these mechanisms, they can be readily integrated with unconventional actuation schemes, including thermal, electrostatic, piezoelectric, and shape memory alloy (SMA) actuators.

Compliance in design leads to jointless, no-assembly, monolithic mechanical devices. Since it is often not very practical to fabricate jointed micromechanisms, due to difficulties in microassembly, compliant mechanisms offer an alternative to obtain micromechanical movements without requiring mechanical assembly. Although simple deformable structures, such as beams and diaphragms, have performed adequately in many micro devices, more sophisticated micromechanical function can be realized by fully exploiting the preferred uses of elastic deformation. Figure 2.9 (Kota et al., 1999) shows two examples of micro compliant mechanisms.

![Compliant gripper.](image1.png) ![Micro compliant four-bar mechanism.](image2.png)

Figure 2.9 Two examples of micro compliant mechanisms (Kota et al., 1999).

A micro motion system based on the compliant mechanism concept can be constructed as a closed-loop configuration or a parallel manipulator, see Figure 2.9(b). The closed-loop mechanism configuration can provide better stiffness and accuracy, which should be one of the important design goals for micro motion systems. Moreover, such a configuration allows the actuators be mounted on the ground, which thus minimizes the inertia of moving parts.
Since the 1970s, compliant micro-positioning stages, which consist of piezoelectric actuators and flexure hinges (Paros and Weisbord, 1965), have been developed. Scire and Teague (1978) designed a compliant single-axis stage that combined a PZT actuator and a flexure pivoted level operating as a displacement amplifier. Furukawa and Mizuno (1992) designed a flexure-hinged translation stage, which combined a linkage as a mechanical amplifier and a guidance system for rectilinear movement. It is noted that these types of compliant mechanism were only able to generate one-axis translation motions and hence, their applications are limited.

In the 1980s, micro-positioning stages that can produce more complex motions than just linear translations have been developed. Lee and Arjunan (1991) designed a spatial 3 DOF compliant micro-positioning in-parallel stage. The kinematic analysis of this mechanism, based on the pseudo-rigid-body model (PRBM) approach, was studied, and a dynamic model of the piezoelectric actuated link was determined experimentally. Ryu et al (1997) designed a flexure hinge based XY-theta stage and discussed the optimal design of the stage. The objective defined in their optimization problem was to achieve a maximum yaw angle. Their work was based on static analysis only.

The PRBM approach mentioned above is a method widely used to design and analyze compliant mechanisms. By its nature, the PRBM is an equivalent rigid body description of compliant mechanisms. It is further noted that the stiffness of the flexure hinge in a compliant mechanism will be equivalently represented by a torsional spring on the joint of the PRBM. The relationship or mapping between a compliant mechanism and its PRBM has been extensively studied, which has resulted in some useful mapping formulae (Paros and Weisbord, 1965; Her and Chang, 1994; Jensen et al., 1997; Derderian et al., 1996; Howell and Midha, 1994). Finite element analysis and experiments were performed and their results were compared with the results predicted by the PRBM approach (Jensen et al., 1997; Millar et al., 1996), and a good agreement of the results obtained by these approaches was achieved.
Micro motion compliant mechanisms, which use parallel manipulators as their PRBM, have been studied with substantial research interests. In the literature, the micro motion compliant mechanism designed with its PRBM as a parallel manipulator was also called a parallel micromanipulator (Hara and Sugimoto, 1989). In parallel micromanipulators, because the motion is very small, the relationship between the input displacements and output displacements can be approximated by a Taylor series expansion, which resulted in a constant matrix obtained from the original position of its PRBM (Hara and Sugimoto, 1989). An approximate analysis of the motion of the compliant mechanism was presented by Zong et al. (1997). Their work led to a constant relationship between the elongation of the PZT actuators and the end-effector motion. Further improvement was achieved by Zhang et al. (2002).

Another important application of the compliant mechanism is in the area of mechanical amplification. There are extensive researches on the mechanical amplifier based on the compliant mechanism that is a special type of compliant mechanism with a proper design of the topology and geometry. The design goal of a mechanical amplifier is to achieve a large amplification ratio which can, however, compromise the generating force and the natural frequency of the amplification mechanism.

Gao et al. (1999) developed an x-y micro-positioning stage utilizing flexure hinges based on a single lever arm topology where the lateral effect was ignored because of the limited motion range of the designed stage. Tenzer and Mrad (2004) discussed the mechanical amplification in inchworm linear motors where a double lever amplifier was included in the motor frame. Su and Yang (2001) analyzed the force amplification ratio of single- and multiply-stage flexure-based micro-level systems. Varma and Dixon (2002) designed a meco-scale mobile robot where a double lever compliant amplification device was developed to realize the lift and pull movement of the legs.

Pokines and Garica (1998) designed a micro-amplifier with an amplification ratio of 5.48 based on a four-bar topology that was fabricated using LIGA (Lithographie, galvanoformung und abformung in Germany). Bharti and Frecher (2004) discussed the
optimal design of a compliant mechanism amplifier in the application of an inertially stabilized rifle. Lobontiu and Garica (2003) formulated an analytical method for displacement and stiffness calculation of planar compliant mechanisms with single-axis flexure hinges.

2.5 Control Algorithms

As the control system is the core part of the mechanisms where the desired trajectory needed to achieve. There are many types of control algorithms being used in the research areas and industrial applications. In this section, some common control algorithms are reviewed as a fundamental of the hybrid control systems discussed in this thesis.

2.5.1 PID/PD Control

The popular widely used feedback controller is the proportional-integral-derivative (PID) controller that has the following form:

\[ T(t) = K_p e(t) + K_i \int_0^t e(\tau) d\tau + K_d \dot{e}(t) \]  

(2.1)

where \( K_p \), \( K_i \), and \( K_d \) are constant proportional, integral, and derivative gains, respectively, and \( T(t) \) is the torque. Such a simple and effective controller has been extensively studied for different types of systems and widely used in many industrial processes, especially in robot control. If the control gain \( K_i \) is set to zero, the PID control turns to be the PD control.

It is well known that when position and velocity measurements are available, a PD control is the simplest control law and can be implemented using commercial control modules. In Craig (1986, 1988) and Kelly (1997), the PD control with desired gravity compensation was shown to guarantee global and asymptotic stability for a point-set
tracking problem. More works on the global stability of trajectory tracking with the manipulators under PD control were given by Qu (1995), and Chen et al. (2001). To improve the trajectory tracking performance of robot manipulators, significant effort has been made to seek advanced control strategies. Achievements were made in developing adaptive control and robust control approaches that ensure the globally asymptotical convergence of the tracking errors. However, since these approaches are all based on centralized control structures that require rather tedious computation, their practical applications are not very promising. In fact, in spite of the theoretical results obtained, the majority of the industrial robots are still controlled by the decentralized (independent joint) PD law in favor of its simple computation and low-cost set-up. This is because the PD controllers, despite their simple structures, assure acceptable performances for a wide range of industrial plants. Furthermore, their usages are well known among industrial operators. Hence, the PD controllers provide a cost effective mean in industrial environments.

2.5.2 Nonlinear PD Control

Trajectory tracking with PD/PID control may not lead to a high-accuracy tracking performance, especially at high speeds, because PD control is only a linear control. One of the refinements for a PD controller is the Nonlinear PD (NPD) controller (Rugh, 1987; Shahruz and Schwartz, 1994; Xu et al., 1995; Seraji, 1998; Armstrong and Wade, 2000).

Generally speaking, the NPD control is a control where the control gains are functions of the tracking errors. Rugh (1987) designed a Nonlinear PID control by the extended linearization technique in which the three gains of the controller are functions of the error state. Xu et al. (1995) proposed a NPD control for the force control tasks, and also pointed out that the method is also applicable to position control. Seraji (1998) introduced a new class of simple NPD controllers and provided a formal treatment of their stability analysis based on the Popov criterion. It should be noted that many previous studies on NPD control were applied to the point-set control of linear systems.
There are only few papers describing the NPD control for trajectory tracking of nonlinear systems such as parallel manipulators. In this thesis, the NPD control will be extended to form a NPD learning control for the repetitive tasks of the mechanisms.

2.5.3 Adaptive Control

Adaptive control (Craig, 1988) can be viewed as being composed of two parts: (1) an identification portion, which identifies parameters of the plant itself, or parameters that appear in the controller for the plant; (2) a control law portion, which implements a control law that is in some way a function of the parameters identified. Adaptive control provides adaptation mechanisms that adjust a controller online for a system with parametric, structural, and environmental uncertainties to achieve the desired system performance. Typical adaptive control applications reported in literature include temperature control, chemical reactor control, automobile control, robot control, and ship steering control. The important issue in adaptive control is the design of an adaptive law that updates the controller parameters online to achieve some desired system performance.

2.5.4 Learning Control

A learning control is such a control that has the ability to improve its performance in the future, based on experimental information it has gained in the past, through interactions with the plant and its environment. Learning control has the autonomous capability, has memory, and it is dynamic since it may vary over time. The learning control operates in the context of an objective function and it receives performance feedback that characterizes the appropriateness of its current behaviour in that context. The advantages of learning control include: (1) it is not necessary to have a parametric model of the system; (2) the unstructured uncertainty can be compensated for to the extent that it is repeatable from one trial to the next.
White and Sofge (1992) discussed the difference between the adaptive control and the learning control. They pointed out that a control system that treats every distinct operating situation as a novel one is limited to adaptive operation, whereas a system that correlates past experiences with past situations, and that can recall and exploit those past experience, is capable of learning.

The purpose of using adaptive and learning control is to simplify the implementation process, to improve the system’s reliability and thus achieve a good performance of the system.

2.6 Hybrid Control Systems

In this section, the switching control and sliding mode control associated with the thesis, which can be viewed as hybrid control systems, are reviewed in detail. Also, the iterative learning control that can be used as part of the hybrid control system is also reviewed.

2.6.1 Switching Control

In the control area, the switching control systems, also called as hybrid control systems in the control research area, mean the complex control systems which have discrete event dynamics as well as continuous time dynamics. This broad class of systems includes continuous systems with phased operation (bouncing ball, walking robots, biological cell growth and division), continuous systems controlled by discrete logic (aircraft autopilot modes, thermostats, chemical plants with valves and pumps, automobile automatic transmissions), and coordinating processes (air and ground transportation systems, swarms of air vehicles). Figure 2.10 shows a scheme of a switching control system.

From Figure 2.10, one can see that the switching control systems are characterized by the interaction of the continuous parts, governed by differential or difference equations,
and the discrete parts, described by finite state machines, if-then-else rules, propositional and temporal logic. Such systems switch between many operating modes where each mode is governed by its own characteristic dynamical laws. Mode transitions are triggered by variables crossing specific thresholds (state events), by the elapse of certain time periods (time events), or by external inputs (input events). Typical switching control systems are embedded systems, constituted by dynamical components governed by logical/discrete decision components. Application areas of switching control systems include automotive, manufacturing, communication networks, aerospace, robotics, traffic control, and chemical processes.

![Figure 2.10 A switching control system and the interaction.](http://www.ieeecss.org/TAB/Technical/hybrid/)

Excellent reviews of switching control systems were given by Antsaklis and Nerode (1998) and Antsaklis et al. (1998). Schaft and Schemacher (1998) developed a framework for the modeling of certain classes of mixed continuous/discrete dynamic systems. Branicky et al. (1998) proposed a general framework that systematizes the notion of a switching control system, combining differential equations and automata, governed by a hybrid controller that issues continuous-variable commands and makes logic decisions.
Switching control systems produce switches between a finite, or at least countable, number of fixed controllers until stability is detected. Such controllers are very attractive from a theoretical viewpoint, in providing stabilisation and asymptotic performance for a broad class of plants. However, such controllers are also known to have very poor transient properties, due to the long time required to search for a stabilizing feedback. This transient problem may be so serious that it casts doubt on the practical value of the switching control.

2.6.2 Sliding Mode Control

The sliding mode control (SMC) or variable structure control evolved from the pioneering working in Russia of Emel’yanov and Barbashin in the early 1960s (Edwards and Spurgeon, 1998) and has been studied extensively to deal with problems of the nonlinear dynamic control systems with modeling uncertainties, time varying parameter fluctuation, and external disturbances (Utkin, 1977; Slotine and Li, 1991). The sliding mode control has been utilized in the design of robust regulators, model-reference systems, adaptive schemes, tracking systems, and state observers. The SMC was successfully applied to problems such as automatic flight control, control of electric motors, chemical processes, space systems and robots.

One of the most intriguing aspects of the SMC is the discontinuous nature of the control action whose primary function of each of the feedback channels is to switch between two distinctively different system structures such that a new type of system action, called sliding mode, exists in a manifold. This means that the control law is deliberately changed during the control process according to some defined rules which depend on the state of the system. In this sense, the SMC can also be viewed as a kind of switching control. In the SMC, the sliding region is defined as a manifold or a hyperplane (Utkin, 1992). In the case of two dimensional systems, the sliding region will be a line. The control action of the SMC is a maximum on one side of the manifold and a minimum on the other side of the manifold. Theoretically, it is assumed that the controller can switch from one extreme to another extreme infinitely fast. A system trajectory then can stay on
The sliding manifold as soon as it reaches the manifold. However, due to the limited sampling rate in practice, system trajectories will chatter instead of sliding along the switching manifold. The control action alternatively changes its sign along the switching manifold.

The chattering phenomenon is generally perceived as motion which oscillates about the sliding manifold. The main reasons for such a phenomenon are the switching delay of the switching devices and the high-frequency switching between the two different control structures. In many situations the chattering phenomenon would not be considered acceptable. A natural solution is to attempt to smooth the discontinuity of the control signal. The most commonly used approach to reduce the effects of chattering was the so called piecewise linear or smooth approximation of the switching element in a boundary layer of the sliding manifold (Young et al., 1977; Slotine and Sastry, 1983; Slotine and Li, 1991). Within the boundary layer, the control command is a linear function of the distance between the actual system state and the sliding manifold.

Besides the general SMC, many progresses were achieved where advanced control strategies were used for different purposes. Some of the developments in the sliding model control area are summarized in Table 2.1.

<table>
<thead>
<tr>
<th>Source</th>
<th>Control strategy</th>
<th>Objective</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moinv et al., 1995</td>
<td>Genetic algorithm</td>
<td>Optimize control gains</td>
<td>Linear/nonlinear systems</td>
</tr>
<tr>
<td>Li et al., 1996</td>
<td>Genetic algorithm</td>
<td>Optimize control gains</td>
<td>Linear/nonlinear systems</td>
</tr>
<tr>
<td>Chang, 2002</td>
<td>Genetic algorithm</td>
<td>Disturbance rejection</td>
<td>Linear system</td>
</tr>
<tr>
<td>Chou et al., 2003</td>
<td>Genetic algorithm</td>
<td>Gain on-line tuning</td>
<td>Servomotor control</td>
</tr>
<tr>
<td>Authors</td>
<td>Method</td>
<td>Task Description</td>
<td>System Type</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------------------------</td>
<td>-----------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Lee et al., 2001</td>
<td>GA +Fuzzy</td>
<td>Gain on-line tuning</td>
<td>Trajectory tracking of robot</td>
</tr>
<tr>
<td>Hwang, 2002</td>
<td>Fuzzy</td>
<td>Fuzzy switching control</td>
<td>Biped robot system</td>
</tr>
<tr>
<td>Allamehzadeh and Cheung, 2002</td>
<td>Fuzzy</td>
<td>Chattering free control</td>
<td>An inverted pendulum</td>
</tr>
<tr>
<td>Xu et al., 2001</td>
<td>Robust adaptive</td>
<td>Controller design</td>
<td>Nonlinear system</td>
</tr>
<tr>
<td>Wai et al., 2004</td>
<td>Adaptive fuzzy</td>
<td>Fuzzy rule adjust</td>
<td>Rotor control of a servomotor</td>
</tr>
<tr>
<td>Chen and Moskwa, 1997</td>
<td>Nonlinear observer</td>
<td>Gain tuning</td>
<td>Pressure reconstruction</td>
</tr>
<tr>
<td>Man and Palaniswami, 1994</td>
<td>Feedback + sliding mode control</td>
<td>Controller design</td>
<td>Robotic manipulator</td>
</tr>
<tr>
<td>Kachroo, 1999</td>
<td>Boundary layer</td>
<td>Chattering-free control</td>
<td>Nonlinear system</td>
</tr>
<tr>
<td>Chen et al., 2002</td>
<td>Boundary layer</td>
<td>Chattering-free control</td>
<td>Linear system</td>
</tr>
</tbody>
</table>

### 2.6.3 Iterative Learning Control

The majority of manipulators used in industry today repeat their motions over and over in cycles. Such repeated movements can be used to reveal the properties of unknown dynamics during the completion of a specific task. The idea of using an iterative method to compensate for a repetitive error is not new. When letting a machine do the same task repeatedly, it is, at least from an engineering point of view, very sound to use knowledge from previous iterations of the same task to try to reduce the error the next time the task is performed. Arimoto et al. (1984) defined iterative learning control (ILC) as a class of control algorithms that achieve asymptotic zero tracking error by an iterative process. In such a process, a single tracking task is repeatedly performed by the system, starting always from the same initial condition. Emulating human learning, ILC uses knowledge...
obtained from the previous trial to adjust the control input for the current trial so that a better performance can be achieved.

ILC is one kind of control methodology effectively dealing with repeated tracking control problems or periodic disturbance rejection problems, see Arimoto et al. (1984), Moore (1993), Owens et al. (1995). A typical ILC, in the time domain, is under a simple closed-loop or even open-loop control. Therefore, two types of ILC can be classified: one is off-line ILC, the other is on-line ILC which are shown in Figure 2.11 (a) and (b), respectively.

Figure 2.11 Two types of iterative learning control.

(a) Off-line iterative learning control

(b) On-line iterative learning control
Following the direction of ILC, there are many researches focused on the adaptive ILC. ILC can be classified into P-type, D-type, and PID type. Yan et al. (2001) proposed a D-type learning control algorithm that can be applied to the offline learning and the online learning. The proposed controller is robust in the sense that exact knowledge about nonlinear dynamics is not required except for the bounding functions on their magnitudes.

Qu (1993) proposed a controller that consists of two parts, a standard PID control and a linear iterative term that is D-type learning with small learning gains. But in practice, it is difficult to satisfy the required conditions discussed in his paper. Kuc (1992) developed an iterative learning control scheme that is a kind of P-type online learning. Kuc and Han (2000) proposed an adaptive PID learning control for the control of robot manipulators where the control gains are not only the functions of the previous iteration but also the complex functions of the errors of the current one. Park et al. (1996) discussed the adaptive learning control of uncertain robotic systems that included a linear feedback, a feedforward error compensator and a learning strategy where the dynamic model was a priori. Hatonen et al. (2004) discussed the discrete-time iterative learning control systems where an adaptive P-type learning algorithm was proposed. Sun and Wang (2002) proposed a PID-type on-line learning control for nonlinear systems where the high order time derivatives of the errors were included in the feedback control law. Note that it is difficult to get the high order derivative of the errors from the application point of view. Ahn et al. (1993) discussed the classical iterative learning control using the relative degree of a system. Norrlof and Gunnarsson (2002) proposed an adaptive iterative learning control algorithm based on an estimation procedure using a Kalman filter. It was noted that in that controller, there are many parameters involved in the design process and real-time computation. Jang et al. (1995) proposed a learning law based on the high order time derivatives of the errors of the previous trial in the PD feedback configuration. Chen et al. (1997) developed a high-order P-type iterative learning controller where the previous and current iteration tracking errors were included in the update law. Choi and Li (2000) discussed the adaptive iterative learning control
with the consideration of the computed torque based on the adaptation for the parameter estimation.

2.7 Concluding Remarks

This chapter presented the state of the art on the developments in three types of hybrid systems. Based on the literature review in the previous sections, it is clear, with reference to the research objectives defined in this thesis, that none of these objectives has been fully achieved. This is the starting point of this research.

With respect to the hybrid actuation system, the existing research on this topic usually either uses a servomotor to mimic the CV motor by prescribing a constant velocity trajectory profile, or assumes the speed of a CV motor be constant. Such a replacement or presumption is far away from the real application of the hybrid actuation system. This thesis will consider the real use of the CV motor in the hybrid actuation system. Detailed information will be provided in Chapter 3. It should be noted that the main challenge in the hybrid actuation system is that the CV motor will bring the speed fluctuation which can not be attenuated by the CV motor itself due to the lack of control capacity, yet be propagated to the servomotor, and further to the end-effector of the mechanism. Also in Chapter 3, to control the hybrid actuation system, a new hybrid controller will be developed that integrates the sliding mode control, model based control, and the compensating control for the reduction of the speed fluctuation in the CV motor.

With respect to the hybrid motion system, traditionally, the design of a macro-micro mechanism is divided into two separate motion stages. One is for the macro motion as a base with a large motion range; the other is for the micro motion with high accuracy which is mounted on the macro motion stage. Such a design is easy to realize, but the assemble error and the backlash force will affect the accuracy of the end-effector. Also, the full device is much complex. Further, mounting a micro manipulator at the tip of a macro manipulator results in a dynamically coupled system. The purpose for studying the hybrid motion system in this thesis is to develop a new design strategy for the spatial
compliant mechanism with the parallel actuation that has the potential of macro and micro motions. The main idea behind the design is that two types of actuators, i.e., DC servomotor for the macro motion and the PZT actuator for the micro motion, are integrated to form the actuation system. In such a design, only one compliant mechanism is needed to complete coarse and fine positioning performance. Chapter 4 will discuss the design, modeling and optimization of the hybrid motion system.

With respect to the hybrid control systems, the existing researches focused on the time domain for the development of the control algorithms. In this thesis, four hybrid control systems will be developed. They are: (1) PD type online learning control, (2) adaptive NPD learning control, (3) adaptive switching learning PD control, and (4) Sliding mode plus model based control. The PD type online learning control can be viewed as a hybrid control in the iteration domain that has the ability of learning. The adaptive NPD learning control can be viewed as a hybrid control in the error domain. The adaptive switching learning PD control is also a hybrid control that combines the iterative learning control and the switching control method. The unique feature of the PD type learning control systems is that the switching acts not in the time domain but in the iteration domain and the error domain. This is the main difference between the adaptive switching control method and the traditional switching control method, where switching occurs in the time domain. Therefore, the transient process of the switched system, which must be carefully treated in the case of the traditional switching control method, does not occur in the new control method. Chapter 5 will focus on the development of the hybrid control systems.
3. HYBRID ACTUATION SYSTEM

3.1 Introduction

For most manufacturing automation applications in high volume production industries, expensive multi-axis robots are employed for simple repetitive operations that require only a limited flexibility, and their inherent flexibility is often underutilized. In order to provide a middle ground between conventional inflexible machines and overly flexible robots and to take the advantages of both the traditional mechanism (which refer to a closed chain mechanism) and the servo driving mechanism, the association of a servomotor to a conventional mechanism has been studied. This chapter discusses the design, modeling and control of a hybrid actuation system (HAS) where a 2 DOF parallel mechanism is used as an example. The parallel mechanism in this case is a five bar linkage where one input is provided by a CV motor and the other by a servomotor.

As implied in the discussion presented in Chapter 2, the control of a HAS is still a challenge. This is mainly because of: (1) the uncontrollability of the CV motor and the speed fluctuation in it during the operation of the system, and (2) the coupling of the dynamics between the two input links associated with the CV motor and the servomotor, respectively. A preliminary study demonstrated that traditional PD/PID control and Computer torque control (CTC) methods do not work for the HAS. The present study aimed to develop an understanding of the dynamic behavior of the hybrid actuation that consists of the CV motor (not any substituted one by the servomotor) and the servomotor. A new controller integrating the SMC technique (Emelyanvo, 1967; Utkin, 1977; Slotine and Li, 1991) and the compensation technique is developed to implement a general control strategy, i.e., designing the controller for servomotor to compensate the disturbance propagated from the CV motor due to its speed fluctuation. The main task
for the simulation study was to verify the developed controller. The speed fluctuation in the CV motor was examined, and its impact to the dynamic performance in the servomotor was observed. Furthermore, the effect of the mechanical flywheel on the dynamic performance in the servomotor was studied, which is interesting because an optimal integration of mechanical design (meant for design of a flywheel) and control system design can be observed -- known as a mechatronic design approach (Zhang et al., 1999, Li et al., 2001).

The reminder of this chapter is organized as follows. Section 3.2 discusses the design of the HAS, including the mobility and workspace analysis. Section 3.3 derives the dynamic model of the HAS, including the dynamics of the motors. Section 3.4 develops a new control algorithm and presents a stability analysis for this algorithm for the trajectory tracking task. Section 3.5 presents the simulation study for the hybrid actuation system. Section 3.6 is a conclusion.

3.2 Design of the Hybrid Actuation System

3.2.1 Mobility of the Hybrid Actuation System

Mobility of the HAS is defined such that two input links operate as an independent driving unit and are capable of revolving around their rotating shafts, respectively. These links are called driving links hereafter. In addition, the linkage must be ensured that there is no singularity in the whole domain of the two input variables. In the following, the condition for the driving link to have a full rotation capability is derived.

Figure 3.1 shows the scheme of a five-bar linkage HAS. The angle between any two adjacent links of the linkage is defined as a revolvable angle if it can revolve relatively to each other about the joint axis between them; otherwise the angle is a non-revolvable one. Except for the angle between two coupler links (end effector point $P$ lies on the
joint point of the two coupler links), all the other angles with respect to their corresponding joints must be revolvable.

Figure 3.1 Scheme of the hybrid actuation system and its workspace.

A theorem for the full rotatability of the closed loop linkage was given by Ting and Liu (1991) and Ting (1991). For the five-bar linkage HAS, the theorem can be described as follows:

**Conditions:**

(1) The inequality equation:

\[
L_{\text{max}} + L_{\text{min}2} + L_{\text{min}1} \leq L_m + L_n
\]  

(3.1)
where $L_{\text{max}}$, $L_{\text{min}1}$ and $L_{\text{min}2}$ are the lengths of the longest link and the two shortest links in the five-bar linkage, $L_m$ and $L_n$ are the lengths of the other two links, and further

$$L_{\text{max}} \geq L_m \geq L_n \geq L_{\text{min}2} \geq L_{\text{min}1}.$$

(2) One of two coupler links must be among $(L_{\text{max}}, L_m, L_n)$.

**Concluding remarks:**

The links with $L_{\text{min}1}$ and $L_{\text{min}2}$ can revolve relatively to any of their neighbouring link; while any angle between two of the remaining three other links $(L_{\text{max}}, L_m, L_n)$ is a non-revolvable one. Alternatively, the conclusion can be stated as: each driving link and its adjacent links must be either $L_{\text{min}1}$ or $L_{\text{min}2}$.

The above theorem is for the five-bar linkage in which two driving links can be any two of the four moving links (notice: one link is the ground link). For the five-bar linkage in which two driving links are not adjacent, more specific conditions for the five-bar linkage were derived by Lin and Lee (2003); i.e.,

$$\begin{cases}
L_1 + L_2 + L_3 \leq L_4 + L_5 & \text{or} & L_1 + L_2 + L_3 \leq L_5 + L_4 \\
L_1 - L_2 - L_5 \geq |L_3 - L_4| & \text{or} & L_2 - L_1 - L_5 \geq |L_3 - L_4| & \text{or} & L_5 - L_1 - L_2 \geq |L_3 - L_4|
\end{cases}$$

Based on the above discussion, one of the ways to have a five-bar HAS with two full rotatable driving links is to define a common link associated with the two driving links, and to define it as the ground link; further define $L_{\text{min}1}$ and $L_{\text{min}2}$ to be the two driving links, respectively.
3.2.2 The Workspace Analysis of the Hybrid Actuation System

The detailed geometric and kinematic properties of the manipulator kinematic structure play an important role in the range of manipulation tasks which can be performed by the manipulator. For this reason, the kinematic structure has been investigated for five bar manipulators that have symmetric configurations (Gosselin and Guillon, 1991; Feng et al., 1996; Cervantes-Sanchez and Rendon-Sanchen 1999). The workspace analysis has two objectives: (1) to determine the valid space for the end-effector to reach given the structure of the HAS, and (2) to determine the geometry of the HAS (e.g., the length of links) such that a desired trajectory is within the workspace. These two objectives can be achieved if the relationship between the workspace and the geometry of the mechanism is known. In the following the workspace is derived.

In the HAS, the end-effector point \( P \) is assumed on the joint point of link 3 and link 4; see Figure 3.1. As the two driving links have full rotation property, respectively, the linkage is composed of two dyads (dyad 1: links 1 and 3; dyad 2: links 2 and 4). Therefore, the workspace of the five-bar linkage is the common space of the workspaces for the two dyads, i.e., the shadow region in Figure 3.1. The boundary of the workspace can be found in the following way.

Define the limit configuration of the dyad (dyad 1 and dyad 2) as the configuration where the angle between two links (for dyad 1: link 1 and link 3; for dyad 2: link 2 and link 4) is either 0 or \( \pi \). Hence for each dyad, there are two limit configurations. Geometrically, the limit configurations of a dyad can be drawn as two concentric circles; see Figure 3.1 where the circle \((L1+L3)\) and the circle \(|L3-L1|\) are two limit configurations of dyad 1, and the circle \((L2+L4)\) and the circle \(|L4-L2|\) are two limit configurations of dyad 1. The limit configurations for two dyads create four intersection points (A, B, C, D); see Figure 3.1, and these points are the boundary points of the workspace. At the limit configurations, the end-effector \( P \) reaches these boundary points, respectively.
3.2.3 Parameters of the Hybrid Actuation System

A schematic diagram of the HAS is illustrated in Figure 3.2. The HAS consists of a five-bar linkage, an servomotor and a servo amplifier with a gear transmission, a CV motor and a frequency controller, a flywheel, a belt, and a shaft encoder. In this arrangement, the CV motor with a belt of 3:1 and the servomotor generate the expected output trajectories of the end-effector through a five-bar linkage. Different combinations of motion profiles of the two inputs driven, respectively, by the CV motor and the servomotor can be implemented to obtain various types of output trajectories of the end-effector.

Figure 3.2 Schematic diagram of the hybrid actuation system.
To satisfy the requirement of full rotatability of the HAS, the parameters of the parallel mechanism are selected carefully according to Eq. (3.1) and are listed in Table 3.1.

Table 3.1 Parameters of the parallel mechanism.

<table>
<thead>
<tr>
<th>Link i</th>
<th>$m_i$ (kg)</th>
<th>$L_i$ (m)</th>
<th>$l_{ci}$ (m)</th>
<th>$I_i$ ($\times 10^{-2}$ kg.m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.91</td>
<td>0.080</td>
<td>0.0061538</td>
<td>0.84718</td>
</tr>
<tr>
<td>2</td>
<td>0.28</td>
<td>0.100</td>
<td>0.02860</td>
<td>0.63001</td>
</tr>
<tr>
<td>3</td>
<td>0.38</td>
<td>0.250</td>
<td>0.125</td>
<td>4.00195</td>
</tr>
<tr>
<td>4</td>
<td>0.38</td>
<td>0.250</td>
<td>0.125</td>
<td>4.00195</td>
</tr>
<tr>
<td>5</td>
<td>--</td>
<td>0.250</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

3.3 Dynamic Modeling of the Hybrid Actuation System

Modelling of the dynamics of a plant is a key to the effective control of the plant. The HAS prototype has 2 DOFs, but only one is controllable. Therefore, it is necessary to build a complete dynamic model in such a way that the speed fluctuation in the CV motor can be compensated by a controller governing the servomotor. In this section, both the dynamic model of the mechanical system and that of the motors are established and then integrated into a single one.

3.3.1 The Dynamic Model of the Parallel Mechanism

To derive the dynamic model of the parallel mechanism, the method called the reduced model method for the closed chain mechanism in (Ghorbel 1995; Ghorbel and Gunnawardana, 1997) is employed in this thesis. As defined in Figure 3.1, $m_i, l_{ci}, L_i$ are, respectively, the mass, the distance to the center of mass from the joint of link i, and the
length of link $i$, and $I_i$ is the inertia of link $i$. For the more general application, one can assume that the center of mass of each link is off-line with an angle $\delta_i$ (Figure 3.1). Following the similar procedures in references (Ghorbel 1995, Ghorbel and Gunnawardana, 1997), the dynamic model of the closed chain linkage can be expressed as follows.

$$
\begin{align*}
D(q')\ddot{q} + C(q', \dot{q}')\dot{q} + g(q') &= \tau \\
q' &= \rho(q')\dot{q} \\
q &= \sigma(q)
\end{align*}
$$

(3.2)

where $q = [q_1, q_2]^T$, $q' = [q_1, q_2, q_3, q_4]^T$

$$
\dot{q} = [\dot{q}_1, \dot{q}_2]^T, \quad q' = [\dot{q}_1, \dot{q}_2, \dot{q}_3, \dot{q}_4]^T
$$

$$
\tau = [\tau_1, \tau_2]^T
$$

and

$$
D(q') = \rho(q')^T D'(q') \rho(q')
$$

(3.3)

$$
C(q', \dot{q}') = \rho(q')^T C'(q', \dot{q}') \rho(q') + \rho(q')^T D'(q') \dot{\rho}(q', \dot{q}')
$$

(3.4)

$$
g(q') = \rho(q')^T g'(q')
$$

(3.5)

$D'(q')$, $C'(q', \dot{q}')$, $g'(q')$, $\dot{\rho}(q', \dot{q}')$, $\rho(q')$, and $\sigma(q)$ are determined as follows.

By means of the Lagrangian method one can obtain:

$$
D'(q') = \begin{bmatrix}
d_{1,1} & 0 & d_{1,3} & 0 \\
0 & d_{2,2} & 0 & d_{2,4} \\
d_{3,1} & 0 & d_{3,3} & 0 \\
0 & d_{4,2} & 0 & d_{4,4}
\end{bmatrix}
$$

(3.6)

where $d_{1,1} = m_1l_{c1}^2 + m_3(L_1^2 + l_{c3}^2 + 2L_1l_{c3} \cos(q_3 + \delta_3)) + I_1 + I_3$,

$$
d_{1,3} = m_3(l_{c3}^2 + L_1l_{c3} \cos(q_3 + \delta_3)) + I_3, \quad d_{3,1} = d_{1,3},
$$
\[
d_{2,2} = m_2 l_{c2}^2 + m_4 (L_2^2 + l_{c4}^2 + 2L_2 l_{c4} \cos(q_4 + \delta_4)) + I_2 + I_4, \\
d_{2,4} = m_4 (l_{c4}^2 + L_2 l_{c4} \cos(q_4 + \delta_4)) + I_4, \\
d_{3,3} = m_3 l_{c3}^2 + I_3, \quad d_{4,2} = d_{2,4}, \quad d_{4,4} = m_4 l_{c4}^2 + I_4
\]

\[
C'(q', \dot{q}') = \begin{bmatrix}
h_1 \dot{q}_3 & 0 & h_1 (\dot{q}_1 + \dot{q}_3) & 0 \\
0 & h_2 \dot{q}_4 & h_2 (\dot{q}_2 + \dot{q}_4) & 0 \\
- h_1 \dot{q}_1 & 0 & 0 & 0 \\
0 & - h_2 \dot{q}_2 & 0 & 0
\end{bmatrix}
\]

\[
(m_1 l_{c1} + m_3 L_1) \cos(q_1 + \delta_1) + m_2 l_{c3} \cos(q_1 + q_3 + \delta_3) \\
(m_2 l_{c2} + m_4 L_2) \cos(q_2 + \delta_2) + m_4 l_{c4} \cos(q_2 + q_4 + \delta_4) \\
m_3 l_{c3} \cos(q_1 + q_3 + \delta_3) \\
m_4 l_{c4} \cos(q_2 + q_4 + \delta_4)
\]

\[
g'(q') = g \begin{bmatrix}
(m_1 l_{c1} + m_3 L_1) \cos(q_1 + \delta_1) + m_2 l_{c3} \cos(q_1 + q_3 + \delta_3) \\
(m_2 l_{c2} + m_4 L_2) \cos(q_2 + \delta_2) + m_4 l_{c4} \cos(q_2 + q_4 + \delta_4) \\
m_3 l_{c3} \cos(q_1 + q_3 + \delta_3) \\
m_4 l_{c4} \cos(q_2 + q_4 + \delta_4)
\end{bmatrix}
\]

where \( h_1 = -m_2 L_1 l_{c3} \sin(q_3), \quad h_2 = -m_4 L_2 l_{c4} \sin(q_4) \),

\[
\phi(q') = \begin{bmatrix}
\phi(1) \\
\phi(2)
\end{bmatrix} = 0
\]

where

\[
\phi(1) = L_1 \cos(q_1) + L_3 \cos(q_1 + q_3) - L_2 - L_2 \cos(q_2) - L_4 \cos(q_2 + q_4) \\
\phi(2) = L_1 \sin(q_1) + L_3 \sin(q_1 + q_3) - L_2 \sin(q_2) - L_4 \sin(q_2 + q_4)
\]

The parameterization \( \alpha(q') = q \) presents a transformation from \( q' = [q_1 \quad q_2 \quad q_3 \quad q_4]^T \) to \( q = [q_1 \quad q_2]^T \) and is given by
Define 
\[ \psi(q') = \frac{\partial \phi(q')}{\partial \alpha(q')} \]
\[ \psi_{\alpha'}(q') = \frac{\partial \psi}{\partial q'} \]

Differentiating Eq. (3.9) with respect to \( q' \) and noticing Eq. (3.10) one can obtain

\[
\psi_{\alpha'}(q') = \begin{bmatrix}
\psi_{q'}(1, 1) & \psi_{q'}(1, 2) & \psi_{q'}(1, 3) & \psi_{q'}(1, 4) \\
\psi_{q'}(2, 1) & \psi_{q'}(2, 2) & \psi_{q'}(2, 3) & \psi_{q'}(2, 4) \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
\]

(3.11)

where

\[ \psi_{q'}(1, 1) = -L_1 \sin(q_1) - L_3 \sin(q_1 + q_3), \]
\[ \psi_{q'}(1, 2) = L_2 \sin(q_2) + L_4 \sin(q_2 + q_4), \]
\[ \psi_{q'}(1, 3) = -L_3 \sin(q_1 + q_3), \]
\[ \psi_{q'}(1, 4) = L_4 \sin(q_2 + q_4), \]
\[ \psi_{q'}(2, 1) = L_1 \cos(q_1) + L_3 \cos(q_1 + q_3), \]
\[ \psi_{q'}(2, 2) = -L_2 \cos(q_2) - L_4 \cos(q_2 + q_4), \]
\[ \psi_{q'}(2, 3) = L_3 \cos(q_1 + q_3), \]
and \[ \psi_{q'}(2, 4) = -L_4 \cos(q_2 + q_4) \]

According to Eq. (3.2) and Eqs. (3.9 – 3.11), \( \rho(q') \) can be expressed as follows:

\[
\rho(q') = \psi_{\alpha'}^{-1}(q') \begin{bmatrix}
0 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 1
\end{bmatrix}
\]

(3.12)
\[ \det[\psi_q'(q')] \neq 0 \], i.e. \( \psi_q^{-1}(q') \) exists if \( q' = [q_1 \quad q_2 \quad q_3 \quad q_4]^T \) is in the workspace region where the geometrical constraints are satisfied and the linkage is not in a singular configuration (Ghorbel 1995; Ghorbel and Gunnawardana, 1997).

Since \( \rho(q') \) is related to an inverse matrix, it is not easy to take the time derivative. But, the following expression for \( \rho(q', q') \) can be obtained by pre-multiplying Eq. (3.11) with \( \psi_q'(q') \) and taking the time derivative:

\[
\dot{\rho}(q', q') = -\psi_q^{-1}(q') \psi_q(q', q') \rho(q')
\]  
(3.13)

where \( \psi_q'(q', q') \) can be obtained by differentiating Eq. (3.11) with respect to time.

In general, it is difficult to derive an analytical expression for the parameterisation \( q' = \sigma(q) \), and it must be computed by means of numerical methods. For the closed-chain five-bar linkage, however, it is possible to do so. The following equations can be obtained for the two independent variables \( q_3 \) and \( q_4 \).

\[
q_4 = 2 \tan^{-1} \left[ \frac{\pm \sqrt{A(q_1, q_2)^2 + B(q_1, q_2)^2 - C(q_1, q_2)^2}}{C(q_1, q_2)} \right] + \tan^{-1} \left[ \frac{B(q_1, q_2)}{A(q_1, q_2)} \right] - q_2
\]  
(3.14)

\[
q_3 = \tan^{-1} \left[ \frac{\mu(q_1, q_2) + L_4 \sin(q_2 + q_4)}{\lambda(q_1, q_2) + L_4 \cos(q_2 + q_4)} \right] - q_1
\]  
(3.15)

where \( A(q_1, q_2) = 2\lambda(q_1, q_2), B(q_1, q_2) = 2\mu(q_1, q_2), \)

\[
C(q_1, q_2) = L_3^2 - L_4^2 - \lambda(q_1, q_2)^2 - \mu(q_1, q_2)^2,
\]

\[
\lambda(q_1, q_2) = L_2 \cos(q_2) - L_1 \cos(q_1) + L_5, \quad \mu(q_1, q_2) = L_2 \sin(q_2) - L_1 \sin(q_1)
\]
3.3.2 The Dynamic Model of the Motors

According to the schematic diagram shown in Figure 3.2, the torque applied on link 1 is produced by the CV motor through a belt. The torque applied on link 2 is produced by the servomotor directly. Using the Newtonian kinematics law, the torque equation for the motor dynamics can be expressed as (Nasar and Unnrwehr, 1979; Pillay and Krishnam, 1989):

\[ \tau_e = \tau_L + B_m \omega_r + J_m \dot{\omega}_r \]  

(3.16)

where \( \tau_e \) is the magnetic motor torque, \( B_m \) the viscous damping coefficient representing the torque loss, \( J_m \) the moment of inertia of the motor, \( \tau_L \) the load torque, and \( \omega_r \) the motor speed. Also, the motor torque can be expressed by

\[ \tau_e = k_i i_q \]  

(3.17)

Rearranging Eq. (3.16) leads to:

\[ \tau_e - \tau_L = B_m \omega_r + J_m \dot{\omega}_r \]  

(3.18)

For the CV motor, the motor start-up is possible only if the electromagnetic torque \( \tau_e \) is larger than the load torque \( \tau_L \). At the start-up, since the speed is zero and the left-hand side of Eq. (3.18) is greater than its right-hand side, the electric machine gets accelerated. As long as such a situation holds, the motor will continue to accelerate. The steady (work) state is reached when \( \tau_e - \tau_L = B_m \omega_r \); at this point of time, the acceleration is zero and the motor operates at a constant speed.

Since the CV motor is not programmable, its electromagnetic torque is constant (so is its armature current) at its work state. If the load torque \( \tau_L \) is constant, the CV motor will operate at a constant speed at all times. Unfortunately, in the process of the non-uniform
periodical machine motion such as the hybrid actuation, the load torque \( \tau_L \) varies periodically, so the speed fluctuation in the CV motor will be present, even if the mechanism is driven by the “constant” speed motor. It should be noted that in the HAS, there is a belt between the CV motor and the link 1 of the five-bar linkage. So Eq. (3.16) should be modified when the motor dynamics and the mechanical dynamics are integrated into a complete model, see the discussion in the next section.

### 3.3.3 The Integrated Model of the Hybrid Actuation System

According to the arrangement of the HAS shown in Figure 3.1, the CV motor drives the actuated joint 1 through a belt with a ratio \( \eta = 3 \), while the servomotor directly drives the actuated joint 2. Therefore, one can get \( \omega_{r_1} = \eta \dot{q}_1 \) and \( \omega_{r_2} = \dot{q}_2 \). Integration of the motor dynamic Eq. (3.18) and the five bar mechanism dynamic Eq. (3.2) to form a dynamic model of the full system results in the following equation:

\[
\begin{bmatrix}
D(q')\ddot{q} + C(q', \dot{q}')\dot{q} + B\dot{q} + g(q') = \tau \\
\dot{q}' = \rho(q')\dot{q} \\
q' = \sigma(q)
\end{bmatrix}
\tag{3.19}
\]

where \( D(q') = (D(q')+J) \), \( J = \text{diag}[\eta J_{m_1}, J_{m_2}] \), \( B = \text{diag}[\eta B_{m_1}, B_{m_2}] \), \( J_{m_i} \) and \( B_{m_i} (i=1,2) \) are the moment of the inertia and the viscous damping coefficient of the \( i \)-th motor, respectively.

### 3.4 Control System of the Hybrid Actuation System

#### 3.4.1 Proposed Control System

First of all, for the HAS governed by the dynamic model expressed in Eq. (3.19), the following properties and assumptions are held.
1) The inertia matrix \( \tilde{D}(q') \) is symmetric and positive definite.

2) \( \tilde{D}(q') - 2C(q',\dot{q'}) \) is a skew symmetric matrix.

3) \( \tilde{D}(q'), C(q',\dot{q'}) \) and \( g(q') \) are bounded.

4) The dynamics of the HCA plant system has some uncertainty. That is to say, items, \( \tilde{D}(q'), C(q',\dot{q'}) \), and \( g(q') \), are only partially known.

Properties 1 and 2 can be proved as follows.

The matrix \( D(q') \) is symmetric and positive definite (Ghorbel 1995, Ghorbel and Gunnawardana, 1997), and so is \( J \). Therefore, the matrix \( \tilde{D}(q') = D(q') + J \) is symmetric and positive definite. Because the matrix \( J \) is constant, then the term \( \tilde{D}(q') - 2C(q',\dot{q'}) = \dot{D}(q') - 2C(q',\dot{q'}) \) is skew (Ghorbel, 1995; Ghorbel and Gunnawardana, 1997).

The control objective is to drive the joint position \( q \) to the desired position \( q_d \) as close as possible with the presence of the fluctuation of \( \dot{q}_1 \) in the CV motor.

Define the tracking error as

\[
\begin{align*}
    e &= q - q_d \\
    \dot{e} &= \dot{q} - \dot{q}_d
\end{align*}
\] (3.20)

where \( q_d = [q_{1d} \ q_{2d}]^T \) and \( \dot{q}_d = [\dot{q}_{1d} \ \dot{q}_{2d}]^T \). As link 1 is connected with a CV motor, for simplicity, assume \( \dot{q}_{1d} = \omega_d \), and \( q_{1d} = \omega_q t \).
As mentioned in Chapter 2, the SMC is a powerful control technique for nonlinear systems with uncertainties. The basic idea of the SMC is to constrain the state of a controlled plant to reach a given manifold in the state-space and then to slide towards an equilibrium state along this manifold.

Following the SMC method, a sliding manifold is defined as

\[ s = \dot{e} + \lambda e \]  

(3.21)

where \( \lambda = \text{diag}[\lambda_1, \lambda_2] \) in which \( \lambda_1 \) and \( \lambda_2 \) are positive constants.

Define the reference state as

\[
\begin{align*}
\dot{q}_r &= \dot{q} - s = \dot{q}_d - \lambda e \\
\ddot{q}_r &= \ddot{q} - \ddot{s} = \ddot{q}_d - \lambda \ddot{e}
\end{align*}
\]  

(3.22)

Also let \( \hat{D}(q') \), \( \hat{C}(q', \dot{q}') \), and \( \hat{g}(q') \) be the estimates of \( D(q') \), \( C(q', \dot{q}') \), and \( g(q') \), respectively. Let \( \Delta \hat{D}(q') = \hat{D}(q') - \bar{D}(q') \), \( \Delta \hat{C}(q', \dot{q}') = \hat{C}(q', \dot{q}') - C(q', \dot{q}') \), and \( \Delta \hat{g}(q') = \hat{g}(q') - g(q') \). Submitting Eqs. (3.20-3.22) into Eq. (3.19), one can obtain the dynamic model of the hybrid mechanism in terms of the sliding manifold vector \( s \)

\[
\bar{D}(q')\dot{s} + C(q', \dot{q}')s + B_{s} = \begin{bmatrix} \tau_1 - f_1 + \Delta f_1 - B_{m1}\dot{q}_1 + B_{m1}s_1 \\ \tau_2 - f_2 + \Delta f_2 - B_{m2}\dot{q}_2 + B_{m2}s_2 \end{bmatrix}
\]  

(3.23)

where

\[
\begin{align*}
f_1 &= \hat{d}_{11}(q')\dot{q}_{r1} + \hat{d}_{12}(q')\dot{q}_{r2} + \hat{c}_{11}(q', \dot{q}')\dot{q}_{r1} + \hat{c}_{12}(q', \dot{q}')\dot{q}_{r2} + \hat{g}_1(q') \\
f_2 &= \hat{d}_{21}(q')\dot{q}_{r1} + \hat{d}_{22}(q')\dot{q}_{r2} + \hat{c}_{21}(q', \dot{q}')\dot{q}_{r1} + \hat{c}_{22}(q', \dot{q}')\dot{q}_{r2} + \hat{g}_2(q')
\end{align*}
\]  

(3.24) and (3.25)
\[ \Delta f = [\Delta f_1, \Delta f_2] = \Delta D(q') \dot{q}_r + \Delta C(q', \dot{q}') \dot{q}_r + \Delta g(q') \]  \quad (3.26) 

Assume that the torque in the CV motor is constant. When the CV motor is running at its operating speed, we assume that \( \lambda = 0 \), and the constant torque in the CV motor is set to:

\[ \tau_t = B_m \omega_d \]  \quad (3.27) 

Further, the controlled torque \( \tau_2 \) for the servomotor is defined as

\[ \tau_2 = B_m \dot{q}_2 + f_2 - k \text{sgn}(s_2) - a s_2 + \tau_c \]  \quad (3.28) 

where \( k \) and \( a \) are design parameters that are positive constant, \( \tau_c \) is the compensation torque of the servomotor used to reduce the speed fluctuations in the CV motor. Assume \( |\Delta f_i| < \Delta f_{bi} \) (\( i = 1, 2 \)), where \( \Delta f_{bi} \) is a positive constant that represents the boundary of \( \Delta f_i \). Choose \( k \) such that

\[ k \geq \Delta f_{b2} \]  \quad (3.29) 

Define the compensation torque \( \tau_c \) as

\[ \tau_c = \begin{cases} -|s_i| (|f_i| + \Delta f_{bi}) / s_2, & \text{if } s_2 \neq 0 \\ 0, & \text{if } s_2 = 0 \end{cases} \]  \quad (3.30) 

So far, the controlled torque \( \tau_2 \) for the servomotor was defined by Eqs. (3.28 - 3.30).

The control system can also be represented by a block diagram shown in Figure 3.3, in which the controller consists of three parts: (1) an estimated model control \( B_m \dot{q}_2 + f_2 \);
(2) a compensation of the speed fluctuation in the CV motor \( (\tau_c) \); and (3) a sliding mode control law \( (k \text{sgn}(s_2) + as_2) \).

![Control block diagram](image)

Figure 3.3 The control block diagram for the hybrid actuation system.

From Figure 3.3, one can see that the proposed control system can be viewed as a hybrid control system where three control laws are put together to form one control system. The stability of the control system will be studied in the next section.

### 3.4.2 Stability Analysis of the Control System

**Theorem 3.1:** For the HAS with uncertainty in the dynamic model expressed in Eq. (3.19), if the torque for the CV motor is given by Eq. (3.27), the controlled torque for the servomotor is given by Eq. (3.28), and the compensation torque for the servomotor is defined as Eq. (3.30), then, the trajectory tracking errors \( \dot{e}_1(t) \), \( e_2(t) \), and \( \dot{e}_2(t) \) will converge to zero when time \( t \) tends to infinite large, and \( e_1(t) \) is bounded for any time \( t \geq 0 \).

The proof of this theorem will be provided as follows.
**Proof:** Submitting Eqs. (3.27) and (3.28) into Eq. (3.23) yields

$$\ddot{D}(q')s + C(q', \dot{q}')s + \dot{B}s = \begin{bmatrix} -f_i + \Delta f_i \\ \tau_c + \Delta f^c - k \text{sgn}(s_2) \end{bmatrix}$$ (3.31)

where the matrix $\dot{B} = \text{diag}[B_{m1} \quad B_{m2} + a]$. One can see that the matrix $\dot{B}$ is symmetric and positive definite.

Consider the Lypunove function to be

$$V = \frac{1}{2} s^T \ddot{D}(q')s$$ (3.32)

Since $\ddot{D}(q')$ is symmetric and positive definite according to property 1, for $s \neq 0$, one can see that

$$V > 0$$ (3.33)

Using property 2, the following can be found.

$$\dot{V} = s^T \ddot{D}(q')s + \frac{1}{2} s^T \dot{D}(q')s$$

$$= s^T \left( \frac{1}{2} \ddot{D}(q') - C(q', \dot{q}') - \dot{B} \right) s + s^T \begin{bmatrix} -f_i + \Delta f_i \\ \tau_c + \Delta f^c - k \text{sgn}(s_2) \end{bmatrix}$$ (3.34)

$$= -s^T \dot{B}s - s_1(f_i + \Delta f_i) + s_2\tau_c + s_2 \left( \Delta f^c - k \text{sgn}(s_2) \right)$$

From Eq. (3.29), the following inequality should hold.
Using Eq. (3.30), it can easily be verified that

\[ s_2 \left( \Delta f_2 - k \text{sgn}(s_2) \right) \leq 0 \]  

(3.35)

As the matrix \( \bar{B} \) is symmetric and positive definite, one can get

\[ -s^T \bar{B} s \leq 0 \]  

(3.37)

From Eqs. (3.35-3.37), one can verify

\[ \dot{V} \leq 0 \]  

(3.38)

Equation (3.32) can be viewed as an indicator of the energy of \( s \). Therefore, equation (3.38) guarantees the decay of the energy of \( s \) as long as \( s \neq 0 \). According to the Lyapunov’s stability theorem, \( s(t) \) will exponentially tends to zero when \( t \) tends to infinite large. From the standard stable filter theory, this implies that errors \( \dot{e}_1(t), e_2(t), \) and \( \dot{e}_3(t) \) will exponentially converge to zero when time \( t \) tends to infinite large. Furthermore, since \( \dot{e}_1(t) \) exponentially converges to zero, \( e_1(t) \) will be normally bounded.

**End-of-Proof.**

Several remarks regarding the theorem are given further.
**Remark 1:** From Eq. (3.28), one can see that the controlled torque in the servomotor is discontinuous. In order to eliminate the chattering of the servomotor, the smoothing technique (Slotine and Li, 1991) can be applied. Specifically, modify the controlled torque $\tau_2$ as follows:

$$
\tau_2 = B_{m_2} \dot{q}_{2r} + f_2 - k \text{sat}(s_2 / \Phi) - a s_2 + \tau_c
$$

(3.39)

where $\Phi$ is called the boundary layer and $\Phi > 0$.

**Remark 2:** As the sliding manifold $s$ is also discontinuous, so does the compensation torque $\tau_c$ in Eq. (3.30). To avoid the chattering of the designed torque, equation (3.30) can be changed into

$$
\tau_c = -\frac{|s_1|(|f| + \Delta f_{s1}) s_2}{\delta + s_2^2}
$$

(3.40)

where $\delta$ is called the boundary layer thickness, and $\delta > 0$.

**Remark 3:** After the smoothing technique is used in Eqs. (3.39) and (3.40) for the servomotor control, one can see that the trajectory tracking error is globally uniformly ultimately bounded, and the boundary can be controlled by carefully selecting $\Phi$ and $s$.

### 3.5 Simulation Study of the Hybrid Actuation System

In this section, a simulation study is presented for the trajectory tracking of the HAS to examine the effectiveness of the proposed hybrid control algorithm. Also, the feasibility of attaching a flywheel to improve the tracking performance is studied. It should be
noted that the uncertainty of the dynamic model is included in the simulation study to demonstrate the robustness of the proposed hybrid control system.

The physical parameters of the HAS used in the simulation are shown in Table 3.1, while the parameters of the two motors (CV motor and servomotor) are listed in Table 3.2.

Table 3.2 Parameters of the CV motor and the servomotor

<table>
<thead>
<tr>
<th>Motor type</th>
<th>$J$ (kg(\cdot)m(^2))</th>
<th>$B_m$ (N(\cdot)m(\cdot)s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV motor</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Servomotor</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>

3.5.1 Trajectory Planning for the Two Input Links

The desired trajectories for the two input links are expressed as a constant velocity rotation for the CV motor connecting with link 1 through a belt and the Hermite polynomial of the fifth degree in $t$ with continuous bounded conditions for position, velocity and acceleration for the servomotor driving link 2, i.e.,

$$q_1^d(t) = \omega_d t$$

$$q_2^d(t,f) = q_2^{d_0} + (6 \frac{t^5}{t_f^5} - 15 \frac{t^4}{t_f^4} + 10 \frac{t^3}{t_f^3})q_2^{d_f}$$

where $q_1^d(t)$ and $q_2^d(t,f)$ are the desired angular displacements for the two input links, $q_2^{d_0}$ and $q_2^{d_f}$ are the desired initial and final positions of the input link 2 driven by the servomotor, and $t_f$ represents the time at which the desired trajectory for the end-
effector reaches the desired final position. In the simulation, it is assumed that \( q_{20}^{d} = 0 \), \( q_{2f}^{d} = 2\pi \), and \( q_{1}(0) = 0, q_{2}(0) = 0 \) for simplification. Two cases with different operating speeds are studied. Case 1: the speed is \( \omega_{d} = 0.5\pi \ (\text{rad} / \text{s}) \) for the CV motor and \( t_{f} = 4 \text{s} \) for the servomotor. Case 2: the speed is double the speed of case 1, i.e., \( \omega_{d} = \pi \ (\text{rad} / \text{s}) \) and \( t_{f} = 2 \text{s} \). Furthermore, the uncertainty of the dynamic model is estimated by applying factors to the corresponding parameters matrices as follows:

\[
\hat{D}(q') = 0.95 \bar{D}(q'), \quad \hat{C}(q', \dot{q'}) = 0.9 \bar{C}(q', \dot{q'}), \quad \text{and} \quad \hat{g}(q') = 1.05 \bar{g}(q')
\]

The controlled torque for the servomotor is selected as described in Eq. (3.39), where the control parameters are chosen as \( a = 10, \lambda_{2} = 15, \) and \( k = 30 \).

### 3.5.2 Trajectory Tracking Results of the Hybrid Actuation System

Simulation results are shown in Figures 3.4 and 3.5 for case 1 and case 2, respectively. From Figure 3.4, one can see that the maximum speed fluctuation in link 1 is about 0.1 rad/s that is about 6.4% of the desired speed, while the maximum position error is less than 0.06 rad. It is noted that a manual measurement of the velocity fluctuation on the CV motor through a tachometer confirmed the speed fluctuation. The high tracking performance (position error less than \( 10^{-4} \) rad, and velocity error less than \( 10^{-3} \) rad/s, respectively) for the servomotor was obtained. Furthermore, the controlled torque for the servomotor is smooth, which can avoid the chattering of the servomotor while the required torque for the CV motor is maintained at a constant level. The simulation result is promising.
Figure 3.4 Tracking performances for the HAS without flywheel – case 1.
From Figure 3.5, one can see that a similar result is obtained for a relatively high speed operation using the same control gains. The developed hybrid control law can still maintain the fluctuation of the speed of the CV motor in a reasonable range. As the
average speed for the servomotor was doubled in case 2, the positioning accuracy of the
servomotor reduced very little (the position error is about 2.5×10^{-4} \text{ rad} and the velocity
error is about 2.6×10^{-3} \text{ rad/s}, respectively).

3.5.3 Tracking Performance Improvement with the Adding of a Flywheel

In mechanical design, it is common knowledge that adding a flywheel on the shaft of a
CV motor can reduce the velocity fluctuation. To examine such an effect in the HAS, the
flywheel inertia is included in the dynamic model. In the simulation, the same control
parameters are chosen as before. Two flywheels with different inertias (5 kg.m^2 and 10
kg.m^2, respectively) were used to examine their effects on the tracking performance and
the required torque for the servomotor. Figures 3.6 and 3.7 show the tracking
performances after attaching a flywheel with different inertias on the shaft of the CV
motor for case 1, while Figures 3.8 and 3.9 show the tracking performances for case 2.

It is observed that, by adding the flywheel, the overall performance of the whole system
was improved significantly, especially for link 1 associated with the CV motor. For case
1, the velocity fluctuation in the CV motor was reduced from 0.1 \text{ rad/s} (no flywheel) to
0.012 \text{ rad/s} (a small flywheel), and further to 0.006 \text{ rad/s} (a big flywheel). Again, the
reduction of the speed fluctuation in the CV motor was confirmed by the manual
measurement using a tachometer. The maximum position error for link 1 was decreased
from 0.06 \text{ rad} to 0.01 \text{ rad}, and to 0.004 \text{ rad}, respectively. Also one can see that the
tracking performance of the servomotor is still maintained at an excellent level, and the
controlled torque barely changed for these three operating situations.
Figure 3.6 Tracking performances for the HAS attaching a flywheel with $J_f = 5.0 \text{ kg}\cdot\text{m}^2$ - case 1.
Figure 3.7 Tracking performances for the HAS attaching a flywheel with $J_f = 10.0 \text{ kg}\cdot\text{m}^2$ - case 1.
Figure 3.8 Tracking performances for the HAS attaching a flywheel with $J_f = 5.0 \text{ kg}\cdot\text{m}^2$ - case 2.
Figure 3.9 Tracking performances for the HAS attaching a flywheel with $J_f = 10.0 \text{ kg}\cdot\text{m}^2$ - case 2.

It is also observed that no matter what a flywheel is, the speed fluctuation in the CV motor for case 2 (high speed) is larger than that for case 1. This is quite natural, as the
increase in motor speed will increase the fluctuation of the inertia of a total system which further leads to the increase of the speed fluctuation in the CV motor. The increase of the speed fluctuation in the CV motor will bring more “disturbances” to the servomotor. As a result, the tracking error in the servomotor will increase if the same control system is used. The above results demonstrate the effectiveness and robustness of the control algorithm. When a big flywheel is added to the shaft of the CV motor, the fluctuation of the speed of the CV motor decreases dramatically, while the tracking performances of the servomotor are very good.

From Figures 3.6 – 3.9, one can see that with the adding of a flywheel to the CV motor, the performance (the speed fluctuation) is improved considerably for the CV motor but not for the servomotor. This phenomenon is due to the special feature of the sliding mode control, i.e., the robustness of the SMC for the uncertainty of the dynamic model. The introduction of the flywheel can be viewed as “adding” some uncertainty in the dynamics of the HAS. As the control parameters for the servomotor remained the same for all three operation conditions, the uncertain dynamics due to the flywheel did not change the performance of the controlled HAS.

3.6 Concluding Remarks

In this chapter, the design of the HAS was presented; the modeling of the full system including both the mechanical system and the driving system was developed. A new control algorithm for the servomotor was proposed that can be used to compensate the speed fluctuation in the CV motor, and its stability was analyzed. It is shown that the proposed control algorithm can achieve the asymptotical stability. The general strategy behind the developed control algorithm for the HAS is the incorporation of the speed fluctuation in the CV motor into the control algorithm designed for the servomotor.
4. HYBRID MOTION MECHANISM

4.1 Introduction

Applications such as semiconductor test, cell manipulation, and space manipulation need a large movement with high accuracy. A concept called macro-micro manipulator was proposed by Sharon and Hardt (1984) to meet these applications. A macro-micro motion system is a hybrid system where two different motions are combined together to achieve different goals. The combination of a macro manipulator and a micro manipulator enables fast, precision manipulation through a large workspace. The macro manipulator is characterized by its large workspace and slow response, while the micro manipulator is characterized by its small workspace, high accuracy and high acceleration. In the macro-micro manipulator, a small manipulator that provides micro motion is mounted on the end of a larger one that produces macro motion, and the former is controlled to compensate the inaccuracy due to the latter. As mentioned in Chapter 2, such a design is easy to realize, but the assembly error and the backlash force will affect the accuracy of the end-effector. Also, the full device is relatively complex. Furthermore, mounting a micro manipulator at the tip of a macro manipulator results in a dynamically coupled system. The interaction between the macro motion system and the micro motion one is a challenge issue in such a design, and little progress on addressing this issue has been made.

In this chapter, a new design strategy for the spatial compliant mechanism that can fulfill the hybrid motion is proposed. The main idea behind this design is that two types of actuators, i.e., DC servomotor for the macro motion and the PZT actuator for the micro motion, are integrated to form one actuating motion that can be called the hybrid motion. The mechanism using the hybrid motion device is called the hybrid motion mechanism.
(HMM). In this new design, only one compliant mechanism is used to complete both coarse and fine positioning function. Therefore, such a HMM is capable of minimizing the backlash force and free of friction and thus has an improved smooth and accurate movement.

This chapter will focus on the design, modeling and optimization of the HMM and is organized as follows. In Section 4.2, the topology of the mechanical amplifier is discussed and a new topology based on the symmetric five bar structure is proposed which is used to design a new compliant mechanical amplifier (CMA). Section 4.3 discusses the design of the CMA using the finite element analysis (FEA) method, the design parameters are fine-tuned in terms of the amplification ratio and the natural frequencies. Based on the CMA, a spatial compliant mechanism with 3 DOF is designed to form a HMM in Section 4.4. Specifically, the kinematics analysis of this HMM is performed. Then the static and dynamic analyses are presented for different configurations of the HMMs using the finite element method (FEM). Section 4.5 discusses the design optimization of the HMM using the Taguchi method and orthogonal array (OA) experiments based on several objective functions. Section 4.6 concludes this chapter.

4.2 Topology Synthesis of Mechanical Amplifiers

Topology refers to the connectivity among materials without involving the geometry of the materials. Topology of mechanical amplifiers thus contains the fundamental features that are responsible for the behaviours and performances of mechanical amplifiers. In this section, first, three known topologies of mechanical amplifiers are presented, and their drawbacks are discussed. Then, a new topology is proposed.

4.2.1 Topology I: Buckling Beam Structure

A long slender beam subjected to an axial compressive force will buckle when the force exceeds a critical value (Timoshenko and Gere, 1961). As shown in Figure 4.1, if the
slender beam has an axial compressed deformation $\delta$, a transverse deformation $D$ can be produced. Based on such a buckling effect, a displacement amplifier can be made. Saif and Macdonald (1998) used the buckling beam as a mechanical amplifier to measure the forces and spring constant of micro-instruments. Jiang and Mockensturm (2003) designed a motion amplifier for obtaining large rotations from small linear displacements based on the concept of buckling beam. One drawback with buckling beam topology is that the amplifier has a large dimension size compared with others. Another drawback with this topology is that the driving force must be larger than a critical value to meet the condition for buckling to occur. Furthermore, the amplifier based on this topology has relatively low natural frequencies which will limit its applications.

4.2.2 Topology II: Lever Structure

The simplest and direct way to increase the displacement of a PZT actuator is the use of a mechanical lever arm; see Figure 4.2. The mechanism increases the displacement output but decreases the force output at the same time. Also, from Figure 4.2 one can see that there is a lateral displacement at the end of the lever arm, and the system stiffness is decreased. Such a lateral displacement is undesirable in many applications. Based on the lever topology, the doubled lever arm structures and multiple lever arm amplification devices were developed and extensively used in applications; see King and Xu (1996), Xu and King (1996), Yang et al. (1996), Scire and Teague (1978), Gao et al. (1999), Tenzer and Mmad (2004), Su and Yang (2001), Jouaneh and Yang (2004), and Varma and Dixon (2002). Scire and Teague (1978) developed a micropositioning stage by applying a two-stage lever structure in a volume of $100 \times 100 \times 20 \ mm^3$ which amplified
the linear travel a PZT actuator from 3 µm (in 1000V voltage) to a 50 µm travel range with a subnanometer resolution. The resonant frequency of the micropositioning stage was about 110 Hz. Gao et al. (1999) developed an x-y micro-positioning stage utilizing flexure hinges based on the single lever arm topology where the lateral effect was ignored because of the limited motion range of the designed stage. King and Xu (1996) studied the design and characteristics of two piezomotors where the lever type flexure-hinged displacement amplification mechanisms were used. Tenzer and Mrad (2004) discussed the mechanical amplification in inchworm linear motors where a double lever amplifier was included in the motor frame. Su and Yang (2001) analyzed the force amplification ratio of single- and multiply-stage flexure-based micro-level systems. Jouaneh and Yang (2003) developed the design equations for the flexure-hinge type multiple lever mechanism based on the static analysis of a general configuration. Varma and Dixon (2002) designed a meco-scale mobile robot where a double lever compliant amplification device was developed to realize the lift and pull movement of the legs.

4.2.3 Topology III: Parallel and Symmetric Four Bar Structure

To increase the stiffness of the mechanical amplifiers, the topology based on a parallel four bar structure can be used; see Figure 4.3. Although the system stiffness with this topology increases compared with the lever arm topology, the lateral displacement
problem still exists as shown in Figure 4.3. Ryu and Gweon (1997) studied the motion errors induced by manufacturing errors using a parallel four-bar structure.

![Figure 4.3 Parallel four bar topology for the displacement amplification.](image)

To eliminate the lateral displacement, the double symmetric four-bar structures were developed in Pokines and Garcia (1998), and Lobontiu and Garcia (2003). Figure 4.4 shows two double symmetric four-bar topologies in which Figure 4.4(a) is used in the case of compression in an actuator, while Figure 4.4(b) is used for the extension in an actuator. Figure 4.4(b) is more compact and geared with the PZT actuator characteristics (i.e., the extension deformation). It should be noted that the bridge displacement amplifier discussed in Xu and King (1996) can be viewed as an application of this topology. Pokines and Garcia (1998) designed a micro-amplifier with an amplification ratio of 5.48 based on this topology which was fabricated using LIGA (Lithographie, galvanof ormung und abformung in Germany). Bharti and Frecher (2004) discussed the optimal design of a compliant mechanism amplifier in the application of an inertially stabilized rifle. Lobontiu and Garcia (2003) formulated an analytical method for the displacement and stiffness calculation of planar compliant mechanisms with single-axis flexure hinges. It should be noticed that the compliant mechanism based on the double symmetric four bar topology suffers from a low natural frequency that can limit the frequency band of the control system. Another drawback with the double symmetric four bar topology is the relatively low stiffness of its structure.
4.2.4 The Proposed Topology: Symmetric Five Bar Structure

Motivated from the double symmetric four bar topology, a new topology for the displacement amplification is proposed which is based on a symmetric five bar structure. Generally speaking, a five bar linkage is a 2 DOF mechanism that can provide the x-y plane motion. However, if the five bar linkage is designed to be symmetrical, and the two driving links rotate simultaneously in the opposite directions driven by one actuator, the output of the mechanism can be in one direction only. This is the basic principle underlying the new topology for the displacement amplification. Figure 4.5 shows the schematic of the symmetric five bar topology where Figure 4.5(a) is used in the case of the compression in an actuator while Figure 4.5(b) is used for the extension in an actuator. The same as the symmetric four bar topology case, Figure 4.5(b) suits the PZT actuator.

The symmetric five bar topology can also be viewed as a combination of the symmetric four bar topology and lever arm topology. Therefore, it has the advantages of the both. The main advantage with this new topology, compared with the double symmetric four bar topology, is the high natural frequency and high amplification ratio in a compact size. Also, there is no lateral displacement because of the symmetric structure. In the next section, the design of CMAs based on this new topology will be discussed.
4.3 Design and Modeling of the Compliant Mechanical Amplifier (CMA)

4.3.1 Design and Analysis of the CMA

Figure 4.6 shows the schematic of a CMA based on the new topology with double-beam corner filleted hinges where Figure 4.6(a) is its FEA model and Figure 4.6(b) is its PRBM model. In Figure 4.6(b), $\delta$ represents the displacement of the PZT actuator while $y$ represents the output displacement. Figure 4.7 is a corresponding CMA based on the double symmetric four bar topology for comparison.
Assume that the mechanism gets to a new configuration shown in the dashed lines in Figure 4.6(b) when the input links have a relative rotation $\alpha$ due to the extension $\delta$ of the PZT actuator. According to Figure 4.6(b), the following equations can be obtained:

$$\sin \alpha = \frac{\delta}{l_2} \quad (4.1)$$

$$o = h - l_3 \sin \beta \quad (4.2)$$

$$\cos \beta = \frac{l_1 \sin \alpha + l_o}{l_3} \quad (4.3)$$

Note that $h^2 + l_o^2 = l_3^2$. Let $k$ represent the input amplification of the PZT actuator by the lever arm where $k = \frac{l_1}{l_2}$. From Eq. (4.2) and Eq. (4.3), the following equation can be obtained.

$$o^2 - 2ho + (k\delta + 2l_o)k\delta = 0 \quad (4.4)$$

From Eq. (4.4), the output displacement can be written as follows:

$$o = h \mp \sqrt{h^2 - (k\delta + 2l_o)k\delta} \quad (4.5)$$

From Eq. (4.5), the following conclusions can be derived. First, the displacement amplification ratio will increase with the decrease of initial height $h$. Second, a large displacement amplification ratio can be obtained by using a large input amplification $k$ or a large value of $l_o$. 

Figure 4.7 CMA based on double symmetric four bar topology.
Likewise, for the double symmetric four bar mechanical amplifier shown in Figure 4.7, the output displacement can be derived as shown below:

\[ o' = 2 \left( h - \sqrt{h^2 - (\delta + 2l_0)\delta} \right) \]  \hspace{1cm} (4.6)

Considering the small value of \( \delta \), compared with \( l_0 \) and \( h \), from Eq. (4.5) and Eq. (4.6) one can show that \( o > o' \) if \( k > 2 \). This means that the amplifier based on the five bar topology has a larger displacement amplification than the amplifier based on the double symmetric four bar topology under the same overall structural parameters.

As discussed in Section 4.2, the flexure hinges are used in the CMA to achieve a high positioning accuracy. To construct the CMA discussed in this section, four profiles of flexure hinges are considered. They are (a) single beam circular hinge profile, (b) single beam corner-filleted hinge profile, (c) double beam un-symmetric hinge profile, and (d) double beam symmetric hinge profile. All these profiles are shown in Figure 4.8.

![Figure 4.8 Different profiles of the designed CMA.](image)

Also, different flexure hinges can be used for the connection between the driving links and the base. Here, three types of flexure hinges are considered in the design. They are
(1) right circular hinge, (2) single corner-filleted hinge, and (3) double corner-filleted hinge. All the profiles shown in Figure 4.8 use the right circular hinges connecting to the bases. Figure 4.9(a) is the single corner-filleted hinge case, while Figure 4.9(b) is the double corner-filleted hinge case.

(a) Single corner-filleted hinge on the base  (b) Double corner-filleted hinge on the base

Figure 4.9 CMA profiles using different flexure hinges connecting the driving links to the base.

In the next section, the performances with different types of the CMAs are compared so that a best profile can be chosen.

4.3.2 Finite Element Analysis of the CMA

The over dimension of the structures shown in Figures 4.6 – 4.9 are all 65 mm x 22 mm x 10 mm. Other parameters associated with the structures and the flexure hinges are indicated in Figure 4.10.

The stiffness of the flexure hinge mainly determines the displacement amplification of the CMAs and can be calculated via the equations given by Paros and Weisbord (1965) and Lobontiu and Paine (2001) as follows.

For right circular hinge:

\[ K = \frac{2Ebt^{5/2}}{9\pi R^{1/2}} \]  \hspace{1cm} (4.7)
For corner fillet hinge:

\[
K = \frac{Ebt^3}{12(l - 2r + 2rf(s))}
\]

(4.8)

where \( s = \frac{2r}{t} \) and \( f(s) = \frac{(2s+1)(3s^2 + 2s + 1) + 3s(s+1)^2 \sqrt{2s+1} \tan^{-1}\left(\sqrt{2s+1}\right)}{(s+1)(2s+1)^3} \).
From Eqs. (4.7) and (4.8) one can see that the most significant parameter that affects the stiffness of the flexure hinge is the thickness $t$ of the hinge. Also, the length of the corner filleted hinge has some influence on the stiffness.

In the first stage, different structures shown in Figure 4.6 and Figure 4.8, where the same right circular hinges are used to connect the driving links and the base, are analyzed using the ANSYS software with element 82 (a 2D eight-node plane element). The FEA was used to analyze the amplification ratio and natural frequencies. In the finite element analysis, the modulus of the elasticity $E$ is set to $1.17 \times 10^{11}$ N/m$^2$ and the Poisson ratio $\mu = 0.3$. Here only two cases are studied for the purpose of comparison, and their parameters are listed as follows.

Case 1:
\[ t_i = 0.5\text{mm}, \ b_i = 0.5\text{mm}, \ h = 3.0\text{mm}, \ l = 2R = 3.0\text{mm}, \ t = 0.5\text{mm}, \ d = 0.5\text{mm}. \]

Case 2:
\[ t_i = 0.5\text{mm}, \ b_i = 0.8\text{mm}, \ h = 2.0\text{mm}, \ l = 2R = 3.0\text{mm}, \ t = 0.3\text{mm}, \ d = 0.5\text{mm}. \]

Figure 4.11 plots the results of the comparison where no payload is included. From this figure, one can see that the symmetric five bar structure with double-beam is better than the symmetric double four bar structure with double-beam in terms of the displacement amplification. According to the FEA calculation, the displacement amplification ratios of the symmetric double-beam five bar structure are the biggest and as high as 15.02 in case 1 and 24.44 in case 2, respectively. The displacement amplification ratios of the single beam circular hinge structure are the smallest, with 7.82 in case 1 and 14.2 in case 2, respectively. Also, different structure and flexure hinge parameters produce different displacement amplification ratios even for the same type of structure. Further, a different stiffness of the compliant mechanism can provide different displacement amplification. Through this analysis, one can see that the symmetric double-beam five bar structure is the best structure and the single beam with the right circular hinge is the worst one in terms of the displacement amplification.
Figure 4.11 Comparison of different structures for the displacement amplification without payload.
The above results can be explained as follows. From a practical point of view, all bending occurs in the center of the circular hinge or at the end of the corner filleted hinge. Therefore, the value of $l_0$ of the PRBM in Eq. (4.5) for the circular hinge is smaller than that for the corner filleted hinge. According to Eq. (4.5), the displacement amplification ratio of the circular hinge structure that has the smallest value of $l_0$ is the smallest in all five structures. From Eq. (4.8), for all the corner filleted hinge structures, the structure with a large thickness of the hinge has large stiffness that makes the bending more difficult. That is the reason why the single beam structure with the corner filleted hinge obtains smaller displacement amplification than the double beams structures.

Besides the free payload situation considered before, the CMAs are applied by some payloads to examine the displacement amplification. Here two types of payloads with stiffness of 20 N/mm and 100 N/mm are acted on the output plate, respectively. The result is shown in Figure 4.12. From this figure, one can see that the symmetric double-beam five bar structure still obtained the best displacement amplification. Comparing Figure 4.12 with Figure 4.11, one can see that the displacement amplification of the double symmetric four bar structure decreases significantly under the payload conditions. This means that the double symmetric four bar structure has very low stiffness compared with other structures.

The dynamic behaviour of the CMA is one of the most important characteristics of the system. As the precision mechanisms such as the CMAs are greatly influenced by the vibration effects in their applications, the natural frequencies of the CMA should be examined. Table 4.1 lists the first three modes of the natural frequencies obtained from the FEA dynamic modal analysis. The first natural frequency of the symmetric double-beam five bar structure is about 573 Hz that is much larger than that of the symmetric four bar structure which is only about 150 Hz.
Comparison of different structures with payload of 20N/mm -- case 2

Comparison of different structures without payload -- case 2

(a) Comparison of displacement amplification comparison under payload of 20 N/mm

(b) Comparison of displacement amplification under payload of 100 N/mm

Figure 4.12 Comparison of different structures for the displacement amplification with payload.
From table 4.1 one can see that the new CMA based on the symmetric double-beam five bar structure has the best dynamic behaviour among all the structures. Comparing the two cases, case 1 can be viewed as a rigid situation, and case 2 as a flexible situation because of the different stiffnesses of the flexure hinges in the structures. It is shown that when the stiffness of the flexure hinge increases the natural frequencies of the system will increases as shown in Table 4.1. Also, one can see that the natural frequency of the first mode of the new CMA is about 2.8 times that of the symmetric four bar CMA in case 1 and even about 3.8 times in case 2. From these comparisons, one can see that the new CMA has the advantages both in the displacement amplification and the dynamic behaviour.

Table 4.1 Calculated natural frequencies of different CMAs

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Symmetric double-beam five bar</td>
<td>Un-symmetric double-beam five bar</td>
</tr>
<tr>
<td>$f_1$</td>
<td>824.86</td>
<td>810.89</td>
</tr>
<tr>
<td>$f_2$</td>
<td>881.13</td>
<td>865.95</td>
</tr>
<tr>
<td>$f_3$</td>
<td>4380.2</td>
<td>3901.9</td>
</tr>
</tbody>
</table>

From the above figures, it can be seen that different parameters result in different displacement amplifications even for the same structure. Therefore, it is necessary to fine-tune the parameters based on the displacement amplification, and such an issue will be addressed in the next section.
4.3.3 Fine-tuned Parameters Based on the Displacement Amplification

In this section, the FEA method is used to analyze the parameter effect on the displacement amplification for the new CMA. It should be noticed that in this study, only one parameter is varied meanwhile the other parameters were fixed as the following values:

\[ h = 2.0 \, mm \, , \, l = 3.0 \, mm \, , \, t_i = 0.5 \, mm \, , \, t = 0.3 \, mm \, , \]
\[ t_h = 0.8 \, mm \, , \, R_i = R_p = 0.5 \, mm \, , \, d = 0.5 \, mm \, . \]

4.3.3.1 Displacement amplification using different types of flexure hinges on the base

First of all, different types of flexure hinges on the base for the new CMA are examined to determine the best flexure hinge. The flexure hinge parameters listed above are used in the FEA, and the displacement amplification results using three types of flexure hinges on the base are shown in Figure 4.13.

![Comparison of different flexure hinges on base](image)

Figure 4.13 Displacement amplification using different types of flexure hinges on the base.
From this figure, one can see that the structure using the circular hinge gets the best displacement amplification, although there is no significant difference in the displacement amplification between the circular hinge and the corner filleted hinge. Such a result can be explained as follows: the two flexure hinges have different bending centers when the PZT force is acted on the driving beam, which means that the circular hinge has a smaller $l_i$ than the corner filleted hinge. Therefore, a larger input amplification ratio $k$ in Eq. (4.5) exists for the circular hinge. This results in a large displacement amplification.

The structure using double corner filleted hinges on the base is the worst structure in terms of the displacement amplification. The reason for this result can be explained as follows. The double corner filleted hinge on the base can be viewed as a parallel four bar linkage. There is only translation of the driving beam associated with the hinge on the base. Therefore, the input displacement of the PZT actuator can not be amplified by the double corner filleted hinge because the input point is out of the parallel four bar linkage. As such, the structure with double corner filleted hinges on the base belongs to the topology of a parallel four bar structure.

4.3.3.2 Insignificant parameters

As mentioned before, the circular hinge on the base for the symmetric double-beam five bar CMA can obtain the best displacement amplification. Therefore, the following analyses only focus on that type of structure.

First of all, the effect of the thickness $t_i$ of the flexure hinge used to transfer the linear movement of the PZT actuator to the rotation of the lever arm is examined. The FEA results show that the variation of $t_i$ has little influence on the displacement amplification as listed in Table 4.2. A similar conclusion is obtained for the variation of the thickness $t_b$ of the flexure hinge on the base, and the result is shown in Table 4.3.
Table 4.2 System behaviour of the CMA in terms of the thickness on the input side

<table>
<thead>
<tr>
<th>PZT input (µm)</th>
<th>Output displacement (µm)</th>
<th>block force (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_i=0.4$ (mm)</td>
<td>$t_i=0.5$ (mm)</td>
</tr>
<tr>
<td>2</td>
<td>49.66</td>
<td>49.79</td>
</tr>
<tr>
<td>5</td>
<td>125.56</td>
<td>125.86</td>
</tr>
<tr>
<td>10</td>
<td>252.06</td>
<td>252.63</td>
</tr>
<tr>
<td>15</td>
<td>378.56</td>
<td>379.41</td>
</tr>
<tr>
<td>20</td>
<td>505.07</td>
<td>506.19</td>
</tr>
<tr>
<td>25</td>
<td>631.57</td>
<td>632.96</td>
</tr>
</tbody>
</table>

Table 4.3 System behaviour of the CMA in terms of the thickness on the base

<table>
<thead>
<tr>
<th>PZT input (µm)</th>
<th>Output displacement (µm)</th>
<th>block force (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_b=0.6$ (mm)</td>
<td>$t_b=0.8$ (mm)</td>
</tr>
<tr>
<td>1</td>
<td>24.35</td>
<td>24.44</td>
</tr>
<tr>
<td>2</td>
<td>49.65</td>
<td>49.79</td>
</tr>
<tr>
<td>5</td>
<td>125.59</td>
<td>125.86</td>
</tr>
<tr>
<td>10</td>
<td>252.13</td>
<td>252.63</td>
</tr>
<tr>
<td>15</td>
<td>378.68</td>
<td>379.41</td>
</tr>
<tr>
<td>20</td>
<td>505.23</td>
<td>506.19</td>
</tr>
<tr>
<td>25</td>
<td>631.77</td>
<td>632.96</td>
</tr>
</tbody>
</table>
From Tables 4.2 and 4.3, one can see that as the thickness of the flexure hinge either on the PZT actuator or on the base side increases, the block forces increase slightly. This is because using a large thickness will increase the stiffness of the flexure hinge, and hence a potential to sustain a large force.

Also, the variation of $d$, the gap between the two beams on the output side, has insignificant influence on the system behaviour, i.e., the displacement amplification and the block force. The result is shown in Table 4.4.

It should be noted that the value $d$ must be greater than zero even though it has little influence on the displacement amplification. If $d$ sets to zero, the two beams will combine to form a single beam. FEA demonstrates that the displacement amplification ratio will decrease dramatically in such a situation.

<table>
<thead>
<tr>
<th>PZT input (µm)</th>
<th>Output displacement (µm)</th>
<th>block force (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$d=0.4$ (mm)</td>
<td>$d=0.5$ (mm)</td>
</tr>
<tr>
<td>1</td>
<td>24.53</td>
<td>24.44</td>
</tr>
<tr>
<td>2</td>
<td>49.99</td>
<td>49.79</td>
</tr>
<tr>
<td>5</td>
<td>126.41</td>
<td>125.86</td>
</tr>
<tr>
<td>10</td>
<td>253.76</td>
<td>252.63</td>
</tr>
<tr>
<td>15</td>
<td>381.12</td>
<td>379.41</td>
</tr>
<tr>
<td>20</td>
<td>508.47</td>
<td>506.19</td>
</tr>
<tr>
<td>25</td>
<td>635.82</td>
<td>632.96</td>
</tr>
</tbody>
</table>

Table 4.4 System behaviour of the CMA in terms of the gap of the two beams
4.3.3.3 Significant parameters

In the design process, three parameters were identified that have significant effect on the displacement amplification. They are the height $h$ of the initial position, the thickness $t$ of the corner filleted hinge, and the length $l$ of the corner filleted hinge. Figure 4.14 shows the results under different heights $h$ of the initial position. From Figure 4.14, one can see that the displacement amplification increases significantly while the block force decreases dramatically with the decrease of the height $h$. Such a conclusion can also be obtained from Eq. (4.5). A similar conclusion was obtained for the double symmetric four bar CMA as shown in Conway and Kim (2004).

Table 4.5 list the first three natural frequencies under different values of the height $h$. From this table, one can see that the first natural frequency of the CMA increases with the increase of the height $h$. But the second and the third natural frequencies slightly decrease with the increase of the height $h$.

<table>
<thead>
<tr>
<th>Natural frequencies</th>
<th>Height of initial position (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h=1.5$</td>
</tr>
<tr>
<td>$f_1$ (Hz)</td>
<td>460.61</td>
</tr>
<tr>
<td>$f_2$ (Hz)</td>
<td>977.77</td>
</tr>
<tr>
<td>$f_3$ (Hz)</td>
<td>3227.7</td>
</tr>
</tbody>
</table>
Figure 4.14 System behaviour of the CMA under different heights of the initial position.

(a) Displacement amplification for various the initial positions

(b) Block force for various the initial positions
The thickness \( t \) and length \( l \) of the corner filleted hinge also have influence on the displacement amplification as both of them affect the stiffness of the flexure hinge according to Eq. (4.8), but the effect of the thickness \( t \) is more significant than that of the length \( l \) as shown in Figure 4.15. Therefore a smaller thickness of the flexure hinge will provide large displacement amplification. This also means that the thickness \( t \) of the hinge has much more contribution to the displacement amplification than the length \( l \) of the flexural hinge.

Table 4.6 lists the first three natural frequencies under different thicknesses \( t \) of the corner filleted hinge. From this table one can see that the natural frequencies increases with the increase of the thickness \( t \) of the corner filleted hinge. This means the larger the stiffness of the flexure hinge the higher the natural frequency. It should be pointed out that there are slight changes in the natural frequencies with the variation of the length \( l \) of the corner filleted hinge.

<table>
<thead>
<tr>
<th>Natural frequencies</th>
<th>Thickness of the corner filleted hinge (\textit{mm})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( t=0.2 )</td>
</tr>
<tr>
<td>( f_1 ) (Hz)</td>
<td>537.1</td>
</tr>
<tr>
<td>( f_2 ) (Hz)</td>
<td>919.51</td>
</tr>
<tr>
<td>( f_3 ) (Hz)</td>
<td>2150.3</td>
</tr>
</tbody>
</table>

In summary, through the FEA simulation, it is found that three parameters, the height \( h \) of the initial position, the thickness \( t \) and the length \( l \) of corner filleted hinge, have significant influences on the displacement amplification. Two parameters, the height \( h \) of the initial position and the thickness \( t \) of the corner filleted hinge, have significant influences on the natural frequency. Other parameters, such as the thickness of the circular hinges and the gap of the two beams, have insignificant influences on the displacement amplification and the natural frequency.
Figure 4.15 Displacement amplification of the CMA in terms of the corner filleted hinge parameters.

(a) Displacement amplification for various thicknesses of hinge

(b) Displacement amplification for various lengths of hinge
4.4 Design and Modeling of the Spatial Hybrid Motion Mechanism

In the previous section, a CMA was designed, and an optimal structure using the double-beam flexural hinge was obtained after examining different structures. In this section, based on the developed CMA, a spatial HMM is developed which can be used to perform the macro-micro motion.

4.4.1 Two Design Principles for the Macro-micro Mechanism

Traditionally, the design of a macro-micro mechanism is divided into two separate motion mechanisms. One is for the macro motion that functions as a base with a large motion range, while the other is for the micro motion with high accuracy which is mounted on the macro motion mechanism. Such a macro-micro mechanism can be viewed as a serial configuration and its topology can be expressed in Figure 4.16(a).

To overcome the problems associated with the traditional macro-micro mechanism, a new design strategy is proposed which can be viewed as a parallel configuration and the topology is shown in Figure 4.16(b). In the parallel configuration, the macro motion and micro motion are carried out by the same mechanism. Only one mechanism is needed to complete the coarse and fine positioning performance. Such a characteristic can be realized using the compliant mechanism based on the flexural hinge. The unique feature of the parallel configuration is the reduction or elimination of the interaction between the macro motion and the micro motion. In the next section, the details of the design and analysis of such a hybrid motion mechanism (HMM) are discussed.
4.4.2 Design and Analysis of the Spatial Hybrid Motion Mechanism

4.4.2.1 Design of the spatial HMM

The proposed spatial HMM is a parallel type compliant mechanism with three serial chains or legs. Each leg consists of a one-axis flexural hinge as revolute joint and a three-axis flexural hinge as a spherical joint. Figure 4.17 describes the model and coordinate systems of one leg in the HMM and Figure 4.18 shows the schematic of this HMM, while Figure 4.19 is a 3D model of the HMM.
Figure 4.17 The model and coordinate systems of the $i$-th leg.

Figure 4.18 Schematic of the spatial HMM.
Figure 4.19 Spatial hybrid motion mechanism and its PRBM.
In the designed HMM, the CMA discussed in the previous section was applied to fulfill the micro motion, and the macro motion can be realized by the use of the DC motors attaching to the bottom of each leg; see Figure 4.19. Such an arrangement can implement the parallel macro-micro HMM, which is explained as follows. First, from the viewpoint of the end-effector point P, the structure is apparently parallel, especially with respect to the same three legs. The motion generated and transferred to the end-effector is a mixed macro and micro motion. Second, from the viewpoint of point B which is an output portal of the CMA mechanism, its motion is a mixed macro and micro motion synchronously contributed by the PZT motor and the DC motor. According to the PRBM of the compliant mechanisms (Howell, 2000), this situation can be schematically described, as shown in Figure 4.19(b). Due to the structural symmetric property with the system, the diagram can be further described as shown in Figure 4.19(c). The degree of freedom of the mechanism of Figure 4.19(c) is two, which implies that for the mechanism (in Figure 4.19(c)) to have a definite motion, two motors are needed; one PZT (micro) motor and one DC (macro) motor in this case.

The designed HMM has the following characteristics.

1. The compliant mechanism is symmetric with three same legs.
2. The moving plate and the base plate are designed to be the equilateral triangles, respectively.
3. The CMA structure discussed in Section 4.3 is applied to amplify the stroke of the PZT motor of the micro motion.
4. The DC servomotors are used to directly drive the base of the CMA to fulfill the macro motion.
5. The reaction force acted on the DC servomotor caused by the PZT motor is eliminated by the inverse arrangement of the PZT motor and the symmetric structure of the CMA.
6. The designed spatial compliant mechanism can be used as a micro motion mechanism if only the PZT motors are used to drive the three legs.
4.4.2.2 Transformation matrix

A transformation matrix is defined as a matrix which represents a movement of a frame relative to a fixed reference frame. To get the transformation matrix of the local coordinate attached to the end plate with respect to the global coordinate, the X-Y-Z reference system with Euler angles ($\alpha$, $\beta$, $\gamma$) (Niku, 2001) is used. In this way, the matrix representing the change in orientation of Euler angles can be expressed as:

$$Euler(\alpha, \beta, \gamma) = R_x(\alpha)R_y(\beta)R_z(\gamma)$$

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \alpha & -\sin \alpha \\
0 & \sin \alpha & \cos \alpha
\end{bmatrix}
\begin{bmatrix}
\cos \beta & 0 & \sin \beta \\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{bmatrix}
\begin{bmatrix}
\cos \gamma & -\sin \gamma & 0 \\
\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

(4.9)

\[
\begin{vmatrix}
n_x & o_x & a_x \\
n_y & o_y & a_y \\
n_z & o_z & a_z
\end{vmatrix}
\]

where

\[
\begin{cases}
 n_x = \cos \beta \cos \gamma \\
n_y = \sin \alpha \sin \beta \cos \gamma + \cos \alpha \sin \gamma \\
n_z = -\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma \\
o_x = -\cos \beta \sin \gamma \\
o_y = -\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma \\
o_z = -\cos \alpha \sin \beta \sin \gamma + \sin \alpha \cos \gamma \\
a_x = \sin \beta \\
a_y = -\sin \alpha \cos \beta \\
a_z = \cos \alpha \cos \beta
\end{cases}
\]

(4.10) (4.11) (4.12)

Therefore, the transformation matrix can be described as
where the end-effector P is described by parameters $x_p, y_p, z_p, \alpha, \beta,$ and $\gamma$.

As there are only three active drives, the HMM has 3 DOFs. Assume that three independent parameters are $\alpha, \beta,$ and $z_p$, respectively, then the other three parameters $(x_p, y_p, \gamma)$ are the dependent ones.

4.4.2.3 Solution of the dependent parameters

To obtain the explicit expression of the transformation matrix, the three dependent variables should be represented by functions of the three independent variables. Due to the symmetric design of the HMM, the position vector $c_i$ of the point $C_i$ $(i=1, 2, 3)$ with respect to the local coordinate system $X_pY_pZ_p$ can be described as

$$c_i = \begin{bmatrix} c_x \\ 0 \\ -c_z \end{bmatrix}, \quad c_2 = \begin{bmatrix} -\frac{1}{2}c_x \\ \frac{\sqrt{3}}{2}c_x \\ -c_z \end{bmatrix}, \quad c_3 = \begin{bmatrix} -\frac{1}{2}c_x \\ \frac{\sqrt{3}}{2}c_x \\ -c_z \end{bmatrix}$$

(4.14)

where $c_x = r_0 + L_4 \cos \psi$ and $c_z = L_4 \sin \psi$.

Using the transformation Eq. (4.13), the position vector $c_i$ can be described with respect to the global coordinate system $X_bY_bZ_b$ as follows.

$$\begin{bmatrix} C_i \\ 1 \end{bmatrix} = T_p^b \begin{bmatrix} c_i \\ 1 \end{bmatrix} \text{ for } i = 1, 2, 3$$

(4.15)
As the links B1C1, B2C2, and B3C3 are constrained into three specific planes. According to Figure 4.18, the following equations can be derived.

\[
\begin{align*}
C_{1y} &= 0 \\
C_{2y} &= -\sqrt{3}C_{2x} \\
C_{3y} &= -\sqrt{3}C_{3x}
\end{align*}
\] (4.16)

Applying Eq (4.16) to Eq. (4.15), one can get

\[
n_y = o_x
\] (4.17)

\[
x_p = -\frac{1}{2}(o_x c_x - n_x c_z - 2 a_x c_z)
\] (4.18)

\[
y_p = a_y c_z - n_y c_x
\] (4.19)

Submitting Eqs. (4.10) and (4.11) into (4.18), the Euler angle \( \gamma \) is obtained as

\[
\gamma = \arctan \left( \frac{-\sin \alpha \sin \beta}{\cos \alpha + \cos \beta} \right)
\] (4.20)

So far, the three dependent variables were derived using Eqs. (4.18 – 4.20).

4.4.2.4 Inverse kinematics of the hybrid motion mechanism

The problem of inverse kinematics is to determine the values of the actuated drivers from the desired position and orientation \((\alpha, \beta, z_p)\) of the end-effector P attached to the moving platform in the HMM. The procedure can be summarized as follows.

1. Obtaining the Euler angle \( \gamma \) from Eq. (4.20);
2. Getting position vector \((x_p, y_p)\) using Eqs. (4.18) and (4.19);
(3) Obtaining the \( C_{ix}, C_{iy}, C_{iz} \) \((i=1,2,3)\) using Eq. (4.15);

(4) Calculating the \( B_{ix}, B_{iy} \) \((i=1,2,3)\) according to the global coordinate system in Figures 4.17 and 4.18;

(5) Using the following equation to obtain the required displacement \( d_i \) \((i=1,2,3)\) for the macro-micro motion.

\[
d_i = C_{iz} - L_0 - L_i - \sqrt{L_{BC}^2 - (C_{ix} - B_{ix})^2 - (C_{iy} - B_{iy})^2}
\]

where \( L_{BC} \) is the distance between joint B and joint C.

### 4.4.3 Motion Prediction and Dynamic Analysis

#### 4.4.3.1 Selection of the design parameters

According to the schematic of the spatial HMM described in Figure 4.18, two types of spatial HMMs are designed which use different flexural hinges as the spherical joints. One is called the square type HMM where the three-axis flexural hinge with a square section is used; the other is called the cylinder type HMM where the three-axis flexural hinge with a circular section is used. They are shown in Figure 4.20. These two types of flexural hinges can be viewed as the ball or spherical joints with the ability of three rotations around the x, y, and z axes. These joints enable very smooth movements with extremely high accuracy compared with the traditional spherical joints.

In this section, the 3D finite element model using the ANSYS software is built to predict the static and dynamic performances of the two HMMs. A 3D FEA model of the mechanism is shown in Figure 4.21. A mixed meshing process (the auto meshing and manual meshing methods) is used in the finite element model so that the number of the total nodes will be not beyond the limitation of the software and the analysis time can be reduced. From this figure, one can see that the meshing of the rigid body is rough and the meshing of the flexural hinge is fine so that a more accurate analysis result can be obtained.
To compare the performances of these two types of the HMMs, two different configurations with different design parameters are used to predict the orientation of the moving plate of mechanisms. Design parameters that significantly affect the performances of mechanisms are identified according to the complaint mechanism theory and the kinematic analysis. The design parameters of the CMA are shown in Figure 4.10, while the parameters of the legs in the HMM are shown in Figure 4.22. In the design process, eleven design parameters are chosen and listed in Table 4.7.
Table 4.7 Design parameters of the HMMs (unit: mm).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$h$</th>
<th>$l$</th>
<th>$t$</th>
<th>$d$</th>
<th>$R_b$</th>
<th>$R_i$</th>
<th>$L_3$</th>
<th>$L_4$</th>
<th>$L_s$</th>
<th>$F_s$</th>
<th>$R_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case 1</strong></td>
<td>1.0</td>
<td>1.5</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.5</td>
<td>6.0</td>
<td>10.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Case 2</strong></td>
<td>1.0</td>
<td>2.0</td>
<td>0.4</td>
<td>0.5</td>
<td>0.4</td>
<td>0.6</td>
<td>10.0</td>
<td>14.0</td>
<td>3.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

In the following, the static and dynamic analyses of two HMMs are presented to get the primary knowledge about the HMM. These analyses also serve as the basis for the optimal design of the HMM which will be discussed in Section 4.5.

4.4.3.2 Orientation prediction of the HMM
According to the arrangement of the actuation in the HMM, one can see that the translation along the Z direction can be easily achieved by simultaneously moving the three legs using 3 DC motors to achieve the macro motion or by actuating the 3 PZT actuators to achieve the micro motion. Therefore, only the orientation of the HMM is performed for the static analysis in this section.

In the FEA, the 3D element Solid185 is selected to model the structure of the HMM. The modulus of the elasticity $E$ of the material is set to $7.5 \times 10^{10} \, N/m^2$ and the Poisson ratio $\mu = 0.33$. In the following, the HMM with the square section in the spatial flexural hinge is called the square type HMM, while the HMM with the circular section in the spatial flexural hinge is called the cylinder type HMM. These two types of HMMs with two different configurations are analyzed under the micro motion, macro motion, and macro-micro motion conditions. Figure 4.23 shows the micro movement of the HMM driven by two PZT actuators, and Figure 4.24 shows the stress profile of the HMM.

Figure 4.23 Micro movement of the HMM driven by two PZT actuators.
Figure 4.24 Stress profile for the micro motion driven by two PZT actuators.

From Figure 4.24 one can see that the maximum stress of the HMM occurs at the flexural hinges of the CMA. Figure 4.25 shows the macro motion of the HMM driven by one DC motor, and Figure 4.26 depicts the stress profile of the HMM under the macro motion. From Figure 4.26 one can see that the maximum stress of the HMM occurs at the spatial flexural hinge of the driving leg. A more clear stress distribution on the spatial flexural hinge is shown in Figure 4.27.

Figure 4.25 Macro movement of the HMM driven by one DC motor.
In the design process, the predicted orientation (rotation around the Y axis), the force performance and the maximum stress of the HMMs are obtained for two cases under the micro motion, macro motion, and macro-micro motion situations, respectively. Table 4.8
shows the micro orientation results driven by one PZT and two PZTs, respectively. Table 4.9 and Table 4.10 show the macro and macro-micro orientation results, respectively. From these three tables, one can obtain the following conclusions. First, the orientation angle of the HMMs driven by one leg is the same but in the other direction as that driven by two legs. This is due to the symmetric design of the three legs in the HMMs. Second, the cylinder type HMM has the potential of a larger orientation movement than the square type HMM has. This is because the spatial flexural hinge with the circular section has a larger compliance than the one with the square section.

Table 4.8 Micro orientation results of the HMMs (deg.).

<table>
<thead>
<tr>
<th>PZT input (µm)</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>One PZT</td>
<td>Two PZTs</td>
</tr>
<tr>
<td></td>
<td>square type</td>
<td>cylinder type</td>
</tr>
<tr>
<td>1</td>
<td>-0.018</td>
<td>-0.018</td>
</tr>
<tr>
<td>2.5</td>
<td>-0.045</td>
<td>-0.046</td>
</tr>
<tr>
<td>5</td>
<td>-0.089</td>
<td>-0.091</td>
</tr>
<tr>
<td>7.5</td>
<td>-0.134</td>
<td>-0.137</td>
</tr>
<tr>
<td>10</td>
<td>-0.179</td>
<td>-0.182</td>
</tr>
</tbody>
</table>
Table 4.9 Macro orientation results of the HMMs (deg.).

<table>
<thead>
<tr>
<th>DC input (mm)</th>
<th>One PZT</th>
<th>Two PZTs</th>
<th>One PZT</th>
<th>Two PZTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>square type</td>
<td>cylinder type</td>
<td>square type</td>
<td>cylinder type</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.51</td>
<td>-0.52</td>
<td>0.51</td>
<td>0.52</td>
</tr>
<tr>
<td>1</td>
<td>-1.02</td>
<td>-1.04</td>
<td>1.02</td>
<td>1.04</td>
</tr>
<tr>
<td>1.5</td>
<td>-1.53</td>
<td>-1.56</td>
<td>1.53</td>
<td>1.56</td>
</tr>
<tr>
<td>2</td>
<td>-2.03</td>
<td>-2.08</td>
<td>2.03</td>
<td>2.08</td>
</tr>
<tr>
<td>2.5</td>
<td>-2.54</td>
<td>-2.60</td>
<td>2.54</td>
<td>2.60</td>
</tr>
</tbody>
</table>

Table 4.10 Macro-micro orientation results of the HMMs (deg.).

<table>
<thead>
<tr>
<th>Hybrid inputs (mm)</th>
<th>One leg</th>
<th>Two legs</th>
<th>One leg</th>
<th>Two legs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>square type</td>
<td>cylinder type</td>
<td>square type</td>
<td>cylinder type</td>
</tr>
<tr>
<td>0.501</td>
<td>-0.61</td>
<td>-0.62</td>
<td>0.61</td>
<td>0.62</td>
</tr>
<tr>
<td>1.0025</td>
<td>-1.23</td>
<td>-1.26</td>
<td>1.23</td>
<td>1.26</td>
</tr>
<tr>
<td>1.5005</td>
<td>-1.87</td>
<td>-1.91</td>
<td>1.87</td>
<td>1.91</td>
</tr>
<tr>
<td>2.0075</td>
<td>-2.50</td>
<td>-2.56</td>
<td>2.50</td>
<td>2.56</td>
</tr>
<tr>
<td>2.5010</td>
<td>-3.14</td>
<td>-3.21</td>
<td>3.14</td>
<td>3.22</td>
</tr>
</tbody>
</table>
Focusing on the macro-micro orientation, the required driven force for the PZT actuators and the DC motors are depicted in Figure 4.28 and Figure 4.29, respectively. From these two figures, one can see that, for these two cases, the required forces for the square type HMMs are larger than that of the cylinder type HMMs. Also, one can see that the DC driven forces are relatively small for two cases, especially for case 2. This indicates that the DC driven force is not the main concern in the optimization of the structure design of the HMM. Figure 4.30 and Figure 4.31 show the maximum stresses of the HMMs for the macro motion and macro-micro motion, respectively. As mentioned before, the maximum stress occurs on the surface of the spatial flexural hinge and is larger about a factor of ten than the maximum stress under the micro motion situation.

From Figures 4.30 and 4.31, one can see that the cylinder type HMM has a smaller stress than the square type HMM under the same driving condition. The big difference can be found for case 2, especially. Also, the maximum stress sustained by the spatial flexural hinge is the main constraint in the macro and macro-micro orientation motions for the HMMs.

In summary, comparing the square type HMM with the cylinder type HMM, it is seen that the cylinder type HMM has the characteristics of such as large output performance, low required driving force, and small maximum stress in the flexural hinge. Those features will be considered in the following optimal design of the HMM.
Figure 4.28 PZT driven forces for the macro-micro motion.
Figure 4.29 DC motor driven forces for the macro-micro motion.
Figure 4.30 Stress comparisons for the macro motion of the HMMs.
Figure 4.31 Stress comparisons for the macro-micro motion of the HMMs.
4.4.3.3 Dynamic Analysis of the HMM

Modal analysis is used to determine the natural frequencies and mode shapes of a structure. The natural frequencies and mode shapes are important parameters in the design of a structure for the dynamic loading conditions. The dynamic analysis is also performed on the HMMs for two cases. Figure 4.32 and Figure 4.33 show the schematics of the first four mode shapes of the designed HMM. From these two figures, one can see that the first two modes are associated with the spherical flexural hinges, while the last two modes are associated with the flexural hinge of the CMA. This means the stiffness of the CMA is larger than that of the spherical flexural hinge.

Table 4.11 lists the first four modes of the natural frequencies for the two types of HMMs under two different configurations. From this table, it can be seen that the designed HMMs have relatively good dynamic behaviours (The first natural frequency is above 500 Hz) that can satisfy the dynamic requirement of the HMM. Also, one can see that the increase of the section size of the HMM will increase the natural frequency of the system. This is because the size of the spatial flexural hinge dominates the stiffness of the flexural hinge, and further determines the natural frequency.

<table>
<thead>
<tr>
<th>Natural frequencies</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Square type</td>
<td>Cylinder type</td>
</tr>
<tr>
<td>$f_1$ (Hz)</td>
<td>709.81</td>
<td>687.17</td>
</tr>
<tr>
<td>$f_2$ (Hz)</td>
<td>730.18</td>
<td>704.37</td>
</tr>
<tr>
<td>$f_3$ (Hz)</td>
<td>906.08</td>
<td>903.5</td>
</tr>
<tr>
<td>$f_4$ (Hz)</td>
<td>1186.9</td>
<td>1164.2</td>
</tr>
</tbody>
</table>
Figure 4.32 Schematic of the first and the second mode shapes of the HMM.
Figure 4.33 Schematic of the third and the fourth mode shapes of the HMM.

After the static and dynamic analysis of two types of HMMs under two different design configurations, it can be seen that the cylinder type HMM can not only achieve a large and high accurate movement (orientation and translation) but also has a good dynamic behaviour. In the next section, the design optimization of the HMM will be carried out using the Taguchi method.
4.5 Optimal Design of the Spatial Hybrid Motion Mechanism

In the previous section, two types of spatial flexural hinges were used to build the HMM and some primary conclusions were obtained. The optimization is to obtain the optimal design parameters associated with the HMM in order to achieve the goal of the maximum orientation while taking into account the maximum stress of the HMM occurred at the flexural hinges. The Taguchi method for quality engineering provides the capability of solving the optimal design problem of the HMM.

4.5.1 Introduction of the Taguchi Method

The Taguchi method was first introduced in the 1980s and used for quality control and process improvements. There are several features with this method. First, the goal of design is the robustness in system performance; that is the ability of a system in rejecting the disturbance. Second, the value domain of a design parameter is simplified into a few levels (usually 2 or 3). Third, the variation of design parameters is performed such that different combinations of values or levels of design parameters are arranged according to the orthogonal array concept. Fourth, the quantitative definition of the robustness is based on the concept of signal-to-noise ratio. Finally, the evaluation of the robustness is based on the run of experiments (i.e., different combinations of the levels of design parameters). Later, this method is successfully applied to various fields. For instance, the method is widely applied to engineering design. Compared with other experimental design methods, such as full factorial designs, fractional factorial designs, the Taguchi method is more efficient due to a smaller number of experiments needed. The Taguchi method consists of a set of experiments using the orthogonal array (OA) where settings of design parameters are changed at different levels.

Lee et al. (2003) proposed a design procedure in a certain iteration to carry out the structure optimization in the discrete design space. In their approach, the orthogonal array method was used to the design of the experiment, and the analysis of means (ANOM) was used to find the optimal levels of the design variables. Chen et al. (1996)
discussed the use of the Taguchi method of experimental design in optimizing process parameters for laser microengraving of photomasks where the L16 OA was used to accommodate the experiments, and the analysis of variance (ANOVA) was used to calculate the statistical confidence associated with the conclusion drawn. Chen and Lin (2000) discussed the determination of the optimal design space for topology optimization. The Taguchi method and the genetic algorithm were used to determine the design space boundary. Chen et al. (2002) studied the optimal dimension problem for an electrothermal microactuator using the Taguchi method. In their study, the ANSYS finite element analysis program was used to calculate the deflection of the actuator, and the Taguchi method was used to analyze the effects of the dimensional variation on the performance of the actuator. Zang et al. (2005) gave a review of the robust optimal design where the Taguchi method was used to improve the performance of the system. Also, a simple dynamic structure was used as an application example to demonstrate the robust optimal design method. Wu et al. (2003) presented a method for the robust design of quartz crystals microbalance using the Taguchi method. The effects of the resonant frequency influenced by the variation of the deposited mass were studied by using the FEA software. Hyder et al. (2004) studied the effect of design variables on the dynamic response of a composite smart structure where the Taguchi method was applied as a robust design technique. Some parameters were identified that had significant contribution to the performance of the system. Bai and Lu (2004) discussed the optimal implementation of miniature piezoelectric panel speakers where the genetic algorithm and the Taguchi method were employed to achieve optimal design with low fundamental frequency and high acoustic output. Tsai et al. (2004) proposed a hybrid Taguchi-genetic algorithm to solve the global numerical optimization problems with continuous variables where the Taguchi method was applied to generate the optimal offspring used in the genetic algorithm.

Some other applications of the Taguchi method can be found in the literature, see Dar et al. (2002), Li and Hong (2005), Mertol (2000), Hwang et al. (2001), Unal et al. (1993), Chen et al. (2000), Sunar et al. (2001), Hwang et al. (2003), Chen et al. (2000), Kunjur

4.5.2 Design of the Experiment Using the Orthogonal Array

4.5.2.1 Signal to noise ratio

In the field of communication engineering, a quantity called the signal to noise ratio (SNR) has been used as the quality characteristic of the choice. Taguchi introduced this concept into the design of experiments. He suggested the SNR, \(-10\log_{10}(\text{MSD})\), as a measure of the mean squared deviation (MSD) in the performance. The use of SNR in system analysis provides a quantitative value for response variation comparison. Maximizing the SNR results in the minimization of the response variation and more robust system performance. Three SNRs are often used depending on the types of characteristics: normal-the-best, smaller-the-better, and larger-the-better; see Taguchi (1993), and Taguchi et al. (2000), Wu and Wu (2000), and Taguchi et al (2005). The larger-the-better SNR can be defined as

\[
\text{SNR} = -10\log_{10}(\text{MSD}) = -10\log_{10}\left(\frac{1}{n} \sum_{i=1}^{n} \frac{1}{y_i^2}\right)
\]  

(4.22)

where \(n\) is the number of tests in a trial, and \(y_i\) is the value of system performance for the \(i\)-th test in the trial. High SNRs are pursued in the Taguchi experiment.

4.5.2.2 Procedure of the Taguchi method

The objective of the optimal design is to determine the major design factors that contribute mostly to the orientation of the HMM and the best level for each design parameter so that the maximal orientation can be obtained. The Taguchi experiments are carried out by the simulation using the FEA software.
The steps of the Taguchi method for the design optimization of the HMM can be briefly stated as follows.

1. Decide the optimal function and the characteristics of the SNR.
2. Identify the design parameters and their levels based on the system physics.
3. Construct the OA table according to the number of design parameters and their levels.
4. Perform the FEA simulation and obtain the objective function for each experiment.
5. Calculate the SNR according to the characteristics.
6. Analyze the mean of the SNR using ANOM.
7. Obtain the optimal design parameters based on the maximum SNR principle.
8. Confirm the optimal design experiment if the optimization is achieved. Otherwise, select new design parameters and their proper levels.

4.5.2.3 Experiment design of the HMM

Previous analysis (Table 4.7) has shown that 11 design parameters appear to be major contributors to the performance of the HMM. In the optimal design process, these 11 parameters or factors called in the Taguchi experiments are set to be three levels and are listed in Table 4.12. For the present study, the L27 OA with 11 factors is chosen. Table 4.13 shows the selected parameter levels in each experiment in the OA table. The 27 rows represent 27 experiments (FEA simulations). Please note that in this table, 1, 2, and 3 means three different levels of the specific parameter, respectively, and the values for the three levels of each design parameter can be found in Table 4.12.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$h$</th>
<th>$l$</th>
<th>$t$</th>
<th>$d$</th>
<th>$R_b$</th>
<th>$R_i$</th>
<th>$L_3$</th>
<th>$L_4$</th>
<th>$L_s$</th>
<th>$F_s$</th>
<th>$R_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level 1</strong></td>
<td>1.0</td>
<td>1.5</td>
<td>0.3</td>
<td>0.8</td>
<td>0.3</td>
<td>0.5</td>
<td>6</td>
<td>10</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Level 2</strong></td>
<td>1.1</td>
<td>2.0</td>
<td>0.4</td>
<td>1.0</td>
<td>0.4</td>
<td>0.6</td>
<td>8</td>
<td>12</td>
<td>2.0</td>
<td>0.6</td>
<td>1.25</td>
</tr>
<tr>
<td><strong>Level 3</strong></td>
<td>1.2</td>
<td>2.5</td>
<td>0.5</td>
<td>1.2</td>
<td>0.5</td>
<td>0.7</td>
<td>10</td>
<td>14</td>
<td>3.0</td>
<td>0.7</td>
<td>1.50</td>
</tr>
</tbody>
</table>
Table 4.13. L$_{27}$ Orthogonal Array experiments

<table>
<thead>
<tr>
<th>Trail No.</th>
<th>$h$</th>
<th>$l$</th>
<th>$t$</th>
<th>$d$</th>
<th>$R_b$</th>
<th>$R_1$</th>
<th>$L_3$</th>
<th>$L_4$</th>
<th>$L_s$</th>
<th>$F_s$</th>
<th>$R_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>
The FEA simulation is performed by each combination of the design parameters according to Table 4.13. In the optimal design of the HMM, the objective function can be chosen as the maximum orientation under the micro motion condition and macro motion condition, and a combination of the maximum orientation and the minimum stress under the macro-micro motion condition. In each experiment study, the PZT displacement is set $5 \mu m$ for the micro motion, and the DC motor is assumed to provide $1 \, mm$ movement for the macro motion. The macro-micro motion is the combination of the PZT displacement and the movement of the DC motor. After the finite element analysis, the characteristics of each combination of the design parameters are transformed into SNR according to Eq. (4.22). The following section will show the analysis results.

4.5.3 Data Analysis for Determining Optimal Setting

According to the combination of the design parameters in the selected OA Table 4.13, 27 different finite element models of the cylinder type HMM are built and the static and dynamic analysis by ANSYS are performed to obtain the orientation movement, the PZT forces, the maximum stress and the natural frequencies for each experiment. Table 4.14 lists the orientation angle and the PZT driving force for the micro motion. Table 4.15 and 4.16 show the prediction results for the macro motion and hybrid motion, respectively. In the optimal process, three objective functions are defined. They are (1) the maximum micro orientation driven by the PZTs, (2) the maximum macro motion with the minimum stress driven by the DC motors, and (3) the maximum macro-micro orientation with the minimum stress under the hybrid motion.
Table 4.14 Micro orientation of the cylinder type HMM.

| Trial No. | Driven by one PZT | | | Driven by two PZTs | | |
|-----------|-------------------|-------------------|-------------------|-------------------|-------------------|
|           | Angle $\beta$ (°) | PZT force (N)     | Angle $\beta$ (°) | PZT force (N)     | |
| 1         | -9.10E-02         | 62.13             | 9.14E-02          | 61.77             | |
| 2         | -8.52E-02         | 65.46             | 8.51E-02          | 65.51             | |
| 3         | -7.73E-02         | 68.23             | 7.72E-02          | 71.95             | |
| 4         | -6.76E-02         | 78.52             | 6.71E-02          | 75.71             | |
| 5         | -6.27E-02         | 83.82             | 6.44E-02          | 82.09             | |
| 6         | -7.50E-02         | 86.02             | 7.22E-02          | 87.97             | |
| 7         | -5.08E-02         | 89.87             | 4.99E-02          | 89.99             | |
| 8         | -5.95E-02         | 94.95             | 5.89E-02          | 95.00             | |
| 9         | -5.67E-02         | 100.04            | 5.83E-02          | 98.86             | |
| 10        | -6.00E-02         | 81.03             | 6.17E-02          | 83.02             | |
| 11        | -5.86E-02         | 86.59             | 5.82E-02          | 88.23             | |
| 12        | -6.55E-02         | 86.75             | 6.65E-02          | 84.87             | |
| 13        | -4.79E-02         | 96.16             | 4.72E-02          | 97.64             | |
| 14        | -5.21E-02         | 101.94            | 5.32E-02          | 99.51             | |
| 15        | -5.01E-02         | 98.21             | 4.99E-02          | 98.93             | |
| 16        | -9.00E-02         | 50.40             | 9.15E-02          | 51.05             | |
| 17        | -8.83E-02         | 52.15             | 8.94E-02          | 51.90             | |
| 18        | -8.30E-02         | 51.93             | 8.53E-02          | 50.49             | |
| 19        | -4.42E-02         | 96.94             | 4.49E-02          | 95.47             | |
| 20        | -5.09E-02         | 95.72             | 5.00E-02          | 94.22             | |
| 21        | -4.95E-02         | 97.87             | 4.92E-02          | 98.88             | |
| 22        | -8.50E-02         | 51.64             | 8.57E-02          | 50.21             | |
| 23        | -8.28E-02         | 46.73             | 7.94E-02          | 49.83             | |
| 24        | -7.70E-02         | 52.59             | 7.66E-02          | 54.57             | |
| 25        | -7.06E-02         | 65.15             | 7.26E-02          | 61.50             | |
| 26        | -6.70E-02         | 63.99             | 6.75E-02          | 63.62             | |
| 27        | -7.21E-02         | 69.09             | 7.42E-02          | 65.69             |
Table 4.15 Macro orientation of the cylinder type HMM.

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>Driven by one DC motor</th>
<th>Driven by two DC motors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Angle $\beta$ (°)</td>
<td>Stress (Pa)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.21 3.31E+08</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.10 2.32E+08</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.01 1.74E+08</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.08 2.39E+08</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>-1.04 1.42E+08</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-1.19 3.52E+08</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-1.03 1.72E+08</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-1.17 3.88E+08</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-1.12 2.11E+08</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>-1.09 1.69E+08</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>-1.05 3.81E+08</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>-1.19 2.21E+08</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>-1.06 3.17E+08</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>-1.17 2.34E+08</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>-1.10 1.97E+08</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>-1.15 2.91E+08</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>-1.10 1.46E+08</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>-1.04 2.83E+08</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>-1.04 2.55E+08</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-1.16 1.49E+08</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>-1.12 3.77E+08</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>-1.17 1.87E+08</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>-1.08 3.60E+08</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>-1.04 1.93E+08</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>-1.11 3.25E+08</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>-1.05 2.30E+08</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>-1.15 2.09E+08</td>
</tr>
</tbody>
</table>
Table 4.16 Macro-micro motion of the cylinder type HMM.

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>Driven by one leg</th>
<th>Driven by two legs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Angle $\beta$ ($^\circ$)</td>
<td>PZT force (N)</td>
</tr>
<tr>
<td>1</td>
<td>-1.30</td>
<td>66.34</td>
</tr>
<tr>
<td>2</td>
<td>-1.19</td>
<td>69.75</td>
</tr>
<tr>
<td>3</td>
<td>-1.09</td>
<td>73.02</td>
</tr>
<tr>
<td>4</td>
<td>-1.15</td>
<td>84.36</td>
</tr>
<tr>
<td>5</td>
<td>-1.10</td>
<td>84.88</td>
</tr>
<tr>
<td>6</td>
<td>-1.27</td>
<td>92.43</td>
</tr>
<tr>
<td>7</td>
<td>-1.08</td>
<td>91.60</td>
</tr>
<tr>
<td>8</td>
<td>-1.23</td>
<td>103.04</td>
</tr>
<tr>
<td>9</td>
<td>-1.18</td>
<td>101.62</td>
</tr>
<tr>
<td>10</td>
<td>-1.15</td>
<td>83.15</td>
</tr>
<tr>
<td>11</td>
<td>-1.11</td>
<td>94.48</td>
</tr>
<tr>
<td>12</td>
<td>-1.25</td>
<td>88.60</td>
</tr>
<tr>
<td>13</td>
<td>-1.11</td>
<td>98.13</td>
</tr>
<tr>
<td>14</td>
<td>-1.22</td>
<td>104.86</td>
</tr>
<tr>
<td>15</td>
<td>-1.15</td>
<td>101.80</td>
</tr>
<tr>
<td>16</td>
<td>-1.24</td>
<td>58.73</td>
</tr>
<tr>
<td>17</td>
<td>-1.19</td>
<td>53.55</td>
</tr>
<tr>
<td>18</td>
<td>-1.12</td>
<td>57.20</td>
</tr>
<tr>
<td>19</td>
<td>-1.08</td>
<td>101.45</td>
</tr>
<tr>
<td>20</td>
<td>-1.21</td>
<td>96.74</td>
</tr>
<tr>
<td>21</td>
<td>-1.17</td>
<td>102.57</td>
</tr>
<tr>
<td>22</td>
<td>-1.25</td>
<td>54.84</td>
</tr>
<tr>
<td>23</td>
<td>-1.16</td>
<td>57.45</td>
</tr>
<tr>
<td>24</td>
<td>-1.12</td>
<td>54.34</td>
</tr>
<tr>
<td>25</td>
<td>-1.18</td>
<td>67.80</td>
</tr>
<tr>
<td>26</td>
<td>-1.12</td>
<td>66.99</td>
</tr>
<tr>
<td>27</td>
<td>-1.22</td>
<td>73.90</td>
</tr>
</tbody>
</table>
For the optimal design of the micro orientation, the predicted data of the orientation angles $\beta$ in Table 4.14 are used to find the optimal design parameters using ANOM based on the SNR information. Figure 4.34 shows the effect of each design parameter on the SNR. From this figure, it can be seen that, for the micro motion, parameter $t$ (the thickness of the flexural hinge on the CMA) is the most important design parameter contributing to the micro orientation. The smaller the parameter the bigger the orientation angle. Also, the parameters $h$, $l$, and $L_4$ are important design parameters. On the other hand, the parameters $R_b$, $R_i$ (that are associated with the input flexural hinge of the CMA), $L_3$, $F_s$ and $R_s$ (that are associated with the spatial flexural hinge) have little effect on the micro orientation.

![Figure 4.34 Effect of design parameters on the micro orientation of the HMM.](image)

For the macro motion and the hybrid motion optimization, the system performance $y$ is defined as

$$y = \frac{\beta}{\sigma}$$

(4.23)

where $\beta$ (deg.) is the orientation angle of the platform, and $\sigma$ (MP) is the first maximum stress of the HMM for the macro motion or the hybrid motion, respectively. The definition of this performance reflects the ideal goal, that is the HMM with a large orientation angle yet a small stress. Note that the SNR in this case can be found from Eq. (4.22).
Figures 4.35 and 4.36 show the effects of the design parameters on the SNRs for the macro motion and hybrid motion, respectively. It can be seen that the patterns shown in these two figures are very similar. This is because of the dominance of the macro motion over the micro motion in the hybrid motion. From these two figures, one can see that the most significant design parameter on the system performance is the parameter $L_s$ (the length of the spatial flexural hinge). The longer the spatial flexural hinge the better the system performance. Other two design parameters, $F_s$ and $R_s$ (that are associated with the spatial flexural hinge), are important to the system performance, as well.

![Figure 4.35](image1)

Figure 4.35 Effect of design parameters on the macro orientation of the HMM.

![Figure 4.36](image2)

Figure 4.36 Effect of design parameters on the angle/stress for the hybrid motion.

From Figures 4.34 to 4.36, the optimal levels of the design parameters for each optimal function can be found according to the largest SNR principle, and they are listed in Table 4.17.
Table 4.17 Optimum design parameter levels identified by the L_{27} study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>h</th>
<th>l</th>
<th>t</th>
<th>d</th>
<th>R_p</th>
<th>R_i</th>
<th>L_3</th>
<th>L_4</th>
<th>L_s</th>
<th>F_s</th>
<th>R_s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Macro</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Hybrid</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

4.5.4 Confirmation Experiments

Running the confirmation experiment is necessary to compare the optimal result with the experimental results in order to demonstrate the effectiveness of the optimization. Figures 4.37 to 4.39 show the optimal results and the experimental results for all three objective functions, respectively. From these figures, it can be seen that the optimal values are higher than that of every experimental result.

Figure 4.37 Experimental and optimal results for the micro motion.
4.6 Concluding remarks

In this chapter, the design, modeling and optimization of a HMM with 3 DOFs were performed. For the micro motion of the HMM, a new topology of the mechanical amplifier was proposed that has the potential of high amplifier ratio and high natural frequencies. Based on the proposed topology, a new type of CMA was developed and it was used in the HMM as the micro motion part. Then, the HMM was discussed in detail in the aspects of design principle, kinematics design and analysis, the prediction of the
orientation movement based on two types of spatial flexural hinges. It was shown that the cylinder type HMM is promising in terms of a large orientation of the HMM and small stress on the flexural hinge. After that, the optimization of the HMM was performed for three objective functions using the Taguchi method. Some important design parameters have been identified, and the optimal levels for the design parameters have been obtained as well. It is concluded that, for the optimal design, the design parameters associated with the beam flexural hinge have great impact to the orientation in the micro motion while the design parameters related to the spherical flexural hinge have significant effect on the orientation and the maximum stress of the HMM for the macro motion and the hybrid motion as well. Verification tests are fulfilled to confirm the effectiveness of the optimal design parameters.

In conclusion, the five bar topology concept for developing the mechanical amplifier appears to be an excellent idea. The design concept for a parallel architecture for the macro-micro system can certainly achieve a better performance with the HMM. The Taguchi method is suitable to the optimization of the design for the HMM.
5. HYBRID CONTROL SYSTEMS

5.1 Introduction

Following the definition of the hybrid system presented in Chapter 1, a hybrid control system is a control system where two or more control laws (the elements in the hybrid system) are included that contribute to the tracking performance (the behaviour in the hybrid system) of the controlled system. Obviously, a control system with discrete event modes and with continuous equations govern the behaviour of the system is a hybrid control system that was studied extensively in the literature. Also, the control system developed in Chapter 3 is a hybrid control system as it includes three different control methods. It should be noted that, in the above two hybrid control systems, the control laws are applied in the time domain.

In this chapter, the hybrid control systems will be extended to the iteration domain using the iteration learning strategy. This is the unique feature of the hybrid control systems discussed in this chapter. Specifically, three different PD type learning control laws, which integrate different control laws for the purpose of improving the control performance, are developed to deal with the tracking problem of different controlled systems.

The reminder of this chapter is organized as follows. Section 5.2 discusses the PD type online learning control (PD-OLC) system for a nonlinear time-varying system with uncertainty and disturbance. The PD-OLC can be viewed as a hybrid control system that combines the feedback and feedforward control in the iteration domain. The convergence analysis of the PD-OLC is presented based on the $\lambda$-norm of the bound of the output tracking error. Section 5.3 presents an adaptive NPD learning control for the trajectory tracking of robotic manipulators. The adaptive NPD learning control can also
be viewed as a hybrid control in which the nonlinear control gains are constructed in the error domain and the feedback and feedforward control in the iteration domain. Section 5.4 describes the adaptive switching learning PD control (ASL-PD). The ASL-PD control is a hybrid control that combines three control methods together. The three control methods are: (1) feedback control, (2) feedforward control, and (3) switching control. The switching control rule is used not in the time domain but in the iteration domain. Section 5.5 gives a conclusion.

5.2 PD type Online Learning Control with Uncertainty and Disturbance

Motivated by the wide application of the PD control in the industrial automatic control system, a PD-type online learning control called PD-OLC is proposed for the tracking problem of a class of nonlinear time-varying systems with uncertainties and disturbances. The PD-OLC method can be summarized as follows: (1) the control model consists of two parts: a PD feedback part and a feedforward part using the input profile obtained from the previous iteration; (2) the control is a kind of evolutionary one through several generations of changes – a feature borrowed from ILC. The robustness of the PD-OLC algorithm is analyzed. The boundedness of the final tracking error is verified through the convergence analysis.

5.2.1 PD-type Online Learning Control Design

Consider a repetitive nonlinear time-varying system with uncertainties and disturbances as follows:

\[
\dot{x}_k(t) = f(x_k(t), t) + B(t)u_k(t) + \eta_k(t) \\
y_k(t) = C(t)x_k(t) + \xi_k(t)
\]  

(5.1)
where $k$ denotes the iterative index. $x \in \mathbb{R}^n$, $u \in \mathbb{R}^r$, and $y \in \mathbb{R}^m$ are the state, control input and output of the system, respectively. The function $\eta_k(t) \in \mathbb{R}^n$ represents both the deterministic and random disturbances of the system, and function $\xi_k(t) \in \mathbb{R}^m$ is the measurement noise of the system. From the above assumption, one can see that $f(x(t),t) \in \mathbb{R}^n$, $B(t) \in \mathbb{R}^{nxr}$ and $C(t) \in \mathbb{R}^{m\times n}$.

For the convergence analysis of the PD-OLC, the following norms are introduced:

$$
\|f\| = \max_{1 \leq i \leq n} |f_i|
$$

$$
\|h(t)\|_h = \sup_{t \in [0,T]} e^{-\lambda t} \|h(t)\|, \quad \lambda > 0
$$

$$
\|M(t)\| = \max_{1 \leq i \leq m} \left( \sum_{j=1}^{n} |m_{i,j}| \right)
$$

where $f = [f_1, \ldots, f_n]^T$ is a vector, $M = [m_{i,j}] \in \mathbb{R}^{m \times n}$ is a matrix, and $h(t)$ ($t \in [0,T]$) is a real number function.

To facilitate the discussion, the following assumptions are also made.

A1) The desired trajectory $y_d(t)$ is derivative for $t \in [0,T]$.

A2) The function $f(x(t),t)$ is globally uniformly Lipschitz in $x$ for $t \in [0,T]$. That means

$$
\|f(x_{k+1}(t),t) - f(x_k(t),t)\| \leq c_f \|x_{k+1}(t) - x_k(t)\|
$$

where $k$ is the iteration number and $c_f > 0$ is the Lipschitz constant.

A3) The uncertainty and disturbance terms $\eta_k(t)$ and $\xi_k(t)$ are bounded as follows,

$$
\forall t \in [0,T] \text{ and } \forall k : \|\eta_{k+1}(t) - \eta_k(t)\| \leq b_\eta, \|\xi_{k+1}(t) - \xi_k(t)\| \leq b_\xi.
$$

A4) The control input matrix $B(t)$ is of the first-order continuity for $t \in [0,T]$. 
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Remark 1: Assumption A1 is for the purpose that the high order of the plant output \(y(t)\) can be used for feedback signal. A2 is a basic requirement for the system (5.1). In fact, the function \(f(x,t)\) may be structurally unknown or uncertain. A3 restricts the disturbance and noise to be bounded, but they may be discontinuous. A4 is a reasonable assumption for the purpose of the continuity of the controlled system.

For clarification of the remaining discussion, the following notations are introduced.

\[
B_d = \max_{t \in [0,T]} \|B(t)K_d\|, \quad B_{pd} = \max_{t \in [0,T]} \left\|B(t)K_p - \frac{dB(t)}{dt} K_d\right\|, \quad \alpha = 1 - \frac{c_f}{\lambda}
\]

\[
K_{x\lambda} = \frac{1}{\alpha} \left(B_d + \frac{B_{pd}}{\lambda}\right), \quad \rho_0 = \max_{t \in [0,T]} \left\|I_m + C(t)B(t)K_d\right\|^{-1} < 1
\]

\[
\rho = \frac{\rho_0}{1 - \frac{\rho_0}{\lambda} \left(c_f K_{x\lambda} + B_{pd}\right) \max_{t \in [0,T]} \|C(t)\|}, \quad \beta_0 = \max_{t \in [0,T]} \|C(t)\| \rho
\]

\[
\beta_1 = \beta_0 \left(\frac{c_f}{\alpha \lambda} + 1\right) \left(2 + \|B(0)K_d\| \|C(0)\|\right)
\]

The following PD-type OLC law is proposed for the control of the system described in Eq. (5.1).

\[
u_k(t) = u_{k-1}(t) + K_p e_k(t) + K_d \dot{e}_k(t)
\] (5.2)

where \(e_k(t) = y_d(t) - y_k(t)\) and \(\dot{e}_k(t) = \dot{y}_d(t) - \dot{y}_k(t)\) are the position error and the velocity error of the output vector, respectively. \(K_p \in \mathbb{R}^{m \times r}\) and \(K_d \in \mathbb{R}^{m \times r}\) are the constant proportional and derivative gain matrices, respectively.

From Eq. (5.2), one can see that the control law is a simple combination of a feedback control using the traditional PD control and a feedforward control using the input profile of the previous iteration. As the new control law has the feedback control component, one can call the control based on Eq. (5.2) the on-line learning control.
For the first iteration, one just simply sets $u_0(t) = 0$, so only the traditional PD feedback control is presented in the first iteration. For subsequent iterations, the controlled input profile of the previous iteration is recorded and used for the current iteration as feedforward. Therefore, the learning process can also be called the direct learning.

For all $k$, the repeatability of the initial setting is satisfied within an admissible deviation level, i.e.,

$$\|x_k(0) - x_0(0)\| \leq \varepsilon_x \quad \text{for } k = 1, 2, \ldots$$

(5.3)

where $\varepsilon_x$ is a small positive constant that represents the acceptable accuracy of the designed state vector, and $x_0(0)$ represents the desired initial state value and $y_d(0) = C(0)x_0(0)$.

**Remark 2:** Constraint (5.3) represents the uncertainty of the initial state. It should be noted that constraint (5.3) is more relaxing and robust than the requirement of the zero initialization error in most ILC control methods, as the zero initialization error is only a special case of the study presented in this thesis.

From Eq. (5.1), if the uncertainty and disturbance were ignorable, then the following holds:

$$\|y_d(0) - y_k(0)\| \leq \|C(0)\| \varepsilon_x \quad \text{for } k = 1, 2, \ldots$$

(5.4)

**Remark 3:** The initial output error is the consequence of the initial state error; see Eq. (5.3). If the initial state error is zero, then the initial output error will become zero too.

After the above preparation, the following theorem is presented.
**Theorem 5.1:** To the nonlinear time-varying system Eq. (5.1) with uncertainty and disturbance, for a given desired output trajectory \( y_d(t) \), if the PD-type online learning control law Eq. (5.2) is used and the initial state in each iteration is bounded as in Eq. (5.3), then the final output tracking error is bounded provided that the control gain \( K_d \) is selected in such a way so that \( I_m + C(t)B(t)K_d \) is non-singular and

\[
\rho_0 = \max_{t \in [0,T]} \left\| (I_m + C(t)B(t)K_d)^{-1} \right\| < 1 \tag{5.5}
\]

For a sufficiently large \( \lambda \), the bound of the tracking error is given by

\[
\lim_{k \to \infty} \| e_k(t) \|_1 \leq \frac{\varepsilon}{1 - \rho} \quad \text{for } t \in [0,T] \tag{5.6}
\]

where

\[
\rho = \frac{\rho_0}{1 - \frac{\rho_0}{\lambda} (c_f K_{\alpha} + B_{pd}) B_C} \tag{5.7}
\]

\[
\varepsilon = \beta_0 \left( \frac{c_f}{\lambda} b_n T + b_\xi \right) + \beta_1 \varepsilon_x \tag{5.8}
\]

with \( \beta_0 = B_C \rho \), \( \beta_1 = \beta_0 \left( \frac{c_f}{\alpha \lambda} + 1 \right) \left( 2 + \| B(0)K_d \| \| C(0) \| \right) \).

From Eq. (5.5), one can see that with the increase of the control gain \( K_d \), the value of \( \rho_0 \) will decrease, and the value of \( \rho \) will decrease as well according to Eq. (5.7). Furthermore, the tracking error will decrease according to Eq. (5.6). This feature will be demonstrated in the simulation study to be presented in Chapter 6. In the next section, the convergence of the proposed PD-OLC will be proved.
5.2.2 Convergence Analysis of the PD Online Learning Control

First, a relation between norm and \( \lambda \)-norm is represented by Lemma 5.1.

**Lemma 5.1:** Suppose that \( x(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^T \) is defined in \( t \in [0, T] \). Then

\[
\left( \int_0^t \| x(\tau) \| d\tau \right) e^{-\lambda \tau} \leq \frac{1}{\lambda} \left\| x(t) \right\|_\lambda
\]

**Proof:**

\[
\left( \int_0^t \| x(\tau) \| d\tau \right) e^{-\lambda \tau} = \int_0^t \| x(\tau) \| e^{-\lambda \tau} e^{-\lambda(t-\tau)} d\tau
\]

\[
\leq \sup_{t \in [0, T]} \left\{ \| x(t) \| e^{-\lambda t} \right\} \int_0^t e^{-\lambda(t-\tau)} d\tau
\]

\[
\leq \sup_{t \in [0, T]} \left\{ \| x(t) \| e^{-\lambda t} \right\} \frac{1 - e^{-\lambda t}}{\lambda}
\]

\[
\leq \frac{1}{\lambda} \left\| x(t) \right\|_\lambda
\]

[End of proof].

**Proof of the Theorem 5.1.**

For the \( k^{th} \) iteration, from Eq. (5.1) one obtains

\[
x_k(t) = x_k(0) + \int_0^t \left( f \left( x_k(\tau), \tau \right) + B(\tau)u_k(\tau) \right) d\tau + \int_0^t \eta_k(t) d\tau \tag{5.9}
\]

For the \( k+1^{th} \) iteration, from Eq. (5.1) one obtains
\[ x_{k+1}(t) = x_{k+1}(0) + \int_0^t \left( f \left( x_{k+1}(\tau), \tau \right) + B(\tau)u_{k+1}(\tau) \right) d\tau + \int_0^t \eta_{k+1}(\tau) d\tau \]  (5.10)

Submitting Eq. (5.2) into Eq. (5.10) yields

\[ x_{k+1}(t) = x_{k+1}(0) + \int_0^t f \left( x_{k+1}(\tau), \tau \right) d\tau + \int_0^t B(\tau)u_k(\tau) d\tau + \int_0^t \eta_{k+1}(\tau) d\tau \]
\[ + \int_0^t B(\tau)K_p e_{k+1}(\tau) d\tau + \int_0^t B(\tau)K_d \dot{e}_{k+1}(\tau) d\tau \]  (5.11)

Using the partial integration equation, one obtains

\[ \int_0^t B(\tau)K_d \dot{e}_{k+1}(\tau) d\tau = B(t)K_d e_{k+1}(t) - B(0)K_d e_{k+1}(0) - \int_0^t \frac{d(B(\tau))}{d\tau} K_d e_{k+1}(\tau) d\tau \]  (5.12)

Submitting Eqs. (5.12) and (5.9) into Eq. (5.11) yields

\[ x_{k+1}(t) - x_k(0) = x_{k+1}(0) - x_k(0) - B(0)K_d e_{k+1}(0) + B(t)K_d e_{k+1}(t) \]
\[ + \int_0^t f \left( x_{k+1}(\tau), \tau \right) - f \left( x_k(\tau), \tau \right) d\tau + \int_0^t (\eta_{k+1}(\tau) - \eta_k(\tau)) d\tau \]
\[ + K_p \int_0^t B(\tau) e_{k+1}(\tau) d\tau - K_d \int_0^t \frac{d(B(\tau))}{d\tau} e_{k+1}(\tau) d\tau \]  (5.13)

From Eq. (5.3), one obtains

\[ \| x_{k+1}(0) - x_k(0) \| \leq 2 \varepsilon_x \]  (5.14)

According to A2 and A3, submitting Eq. (5.4) into Eq. (5.13) yields
\[ \|x_{k+1}(t) - x_k(t)\| \leq b_\eta T + \left(2 + \|B(0)K_d\|\|C(0)\|\right)\varepsilon_x + \|B(t)K_d\|\|e_{k+1}(t)\| \]

\[ + \int_0^t \left\| B(\tau)K_d - \frac{d\left(B(\tau)\right)}{d\tau} K_d \right\| e_{k+1}(\tau) d\tau \]

\[ + c_f \int_0^t \|x_{k+1}(\tau) - x_k(\tau)\| d\tau \]

(5.15)

Multiplying Eq. (5.15) by \(e^{-\lambda t}\) where \(\lambda > 1\) and \(\lambda > c_f\), one obtains

\[ \|x_{k+1}(t) - x_k(t)\|_\lambda \leq b_\eta T + \left(2 + \|B(0)K_d\|\|C(0)\|\right)\varepsilon_x + B_{\rho_d} e^{-\lambda t} \int_0^t \|e_{k+1}(\tau)\| d\tau \]

\[ + c_f e^{-\lambda t} \int_0^t \|x_{k+1}(\tau) - x_k(\tau)\| d\tau + B_d \|e_{k+1}(t)\|_\lambda \]

(5.16)

Applying Lemma 5.11 to Eq. (5.16), one can get the following inequality

\[ \|x_{k+1}(t) - x_k(t)\|_\lambda \leq K_{\alpha} \|e_{k+1}(t)\|_\lambda + \left(\frac{b_\eta T + \left(2 + \|B(0)K_d\|\|C(0)\|\right)\varepsilon_x}{\alpha}\right) \]

(5.17)

The formula for the tracking error at the \(k+1\)th iteration is

\[ e_{k+1}(t) = y_d(t) - y_{k+1}(t) \]

\[ = e_k(t) - (y_{k+1}(t) - y_k(t)) \]

\[ = e_k(t) - C(t)(x_{k+1}(t) - x_k(t)) - (\xi_{k+1}(t) - \xi_k(t)) \]

(5.18)

Multiplying \(C(t)\) to the both sides of Eq. (5.13), one obtains
\[ e_{k+1}(t) = e_k(t) - C(t) \int_0^t \left( f\left(x_{k+1}(\tau), \tau\right) - f\left(x_k(\tau), \tau\right) \right) d\tau - C(t)B(t)K_d e_{k+1}(t) \]

\[ - C(t) \int_0^t \left( B(\tau)K_p - \frac{d\left(B(\tau)K_d\right)}{d\tau}\right) e_{k+1}(\tau) d\tau - \left( \xi_{k+1}(t) - \xi_k(t) \right) \]

\[ + C(t)\left(x_{k+1}(0) - x_k(0)\right) - C(t)B(0)K_d e_{k+1}(0) \]  

(5.19)

Rearranging Eq. (5.19) leads to

\[ \left( I_m + C(t)B(t)K_d \right)e_{k+1}(t) = e_k(t) - C(t) \int_0^t \left( f\left(x_{k+1}(\tau), \tau\right) - f\left(x_k(\tau), \tau\right) \right) d\tau \]

\[ - C(t) \int_0^t \left( B(\tau)K_p - \frac{d\left(B(\tau)K_d\right)}{d\tau}\right) e_{k+1}(\tau) d\tau - \left( \xi_{k+1}(t) - \xi_k(t) \right) \]

\[ + C(t)\left(x_{k+1}(0) - x_k(0)\right) - C(t)B(0)K_d e_{k+1}(0) \]

(5.20)

Submitting assumption Eq. (5.5) into Eq. (5.20), one obtains

\[ \|e_{k+1}(t)\| \leq \rho_0 \left\{ c_j \max_{r \in [0, T]} \|C(t)\| \int_0^t \|x_{k+1}(\tau) - x_k(\tau)\| d\tau \right. \]

\[ + \|e_k(t)\| + \max_{r \in [0, T]} \|C(t)\| B_{pd} \int_0^t \|e_{k+1}(\tau)\| d\tau \right\} \]

\[ + \left. \max_{r \in [0, T]} \|C(t)\| \left( 2 + \|B(0)K_d\| \|C(0)\| \|e_k\| + b_2 \right) \right\} \]

(5.21)

Multiplying Eq. (5.21) by \( e^{-\lambda t} \) where \( \lambda > c_j \), and using Lemma 5.1, one obtains
\[
\|e_{k+1}(t)\|_\lambda \leq \rho_0 \left[ \|e_k(t)\|_\lambda + \frac{c_f}{\lambda} \max_{t \in [0,T]} \|C(t)\| \|x_{k+1}(t) - x_k(t)\| \right.
\]
\[
+ \frac{1}{\lambda} \max_{t \in [0,T]} \|C(t)\| B_{pd} \|e_{k+1}(t)\|_\lambda + \max_{t \in [0,T]} \|C(t)\| \left( b_\xi + (2 + \|B(0)K_p\|\|C(0)\|) \varepsilon_x \right) \right]
\]

(5.22)

Submitting Eq. (5.17) into Eq. (5.22) and doing some simplification, one can get

\[
\|e_{k+1}(t)\|_\lambda \leq \rho_0 \|e_k(t)\|_\lambda + \beta_0 \left( \frac{c_f}{\lambda} b_\eta + b_\xi \right) + \beta_1 \varepsilon_x
\]

(5.23)

If \( \lambda \) is set to be large enough so that the following relationship holds:

\[
\lambda > \frac{\rho_0}{1 - \rho_0} \left( c_f K_x + B_{pd} \right) \max_{t \in [0,T]} \|C(t)\|
\]

(5.24)

then from Eq. (5.7), one can prove

\[
\rho < 1
\]

(5.25)

From Eqs. (5.23) and (5.25), one can guarantee that the final tracking error is bounded as

\[
\lim_{k \to \infty} \|e_k(t)\|_\lambda \leq \frac{\beta_0 \left( \frac{c_f}{\lambda} b_\eta T + b_\xi \right) + \beta_1 \varepsilon_x}{1 - \rho} \quad \text{for all } t \in [0,T]
\]

(5.26)

[End of proof].

From Eq. (5.26), one can see that the PD-OLC is robust with respect to the uncertainties and disturbances on the controlled system.
Remark 4: The convergence rate depends on the selection of control gains. From Eq. (5.5), one can see that $\rho_0$ will decrease if the control gain $K_d$ increases. On the other hand, the properly selected control gain $K_p$ can compensate the change of $K_d$ so that the parameters $K_{x\lambda}$ and $B_{pd}$ vary little with the increase of $K_d$. This means that $K_p$ offers more flexibility for the resultant output tracking. Therefore, the convergence rate will increase if high control gains are used. It should also be noted that the use of a high control gain may saturate the system. Therefore, a trade-off may exist between the convergence rate and the saturation protection of the system.

Remark 5: There is no upper boundary but only a lower boundary with the control gain for the on-line learning control. The lower boundary can be obtained from Eq. (5.5), so the choice of the control gains is very easy. It should be noted that, for the ILC schemes, the learning gains are restricted in a bounded area; this means the learning gain in ILC has an upper limit; also, the learning gain has a lower limit, that is, zero. For example, for P-type or D-type ILC schemes, to make the tracking error converge to a bounded area, the following norm should be satisfied: $\|I - ML\| < 1$, where $L$ is the learning gain and $M$ is a system related matrix. Here, one can see that the selection of the learning gain depends on the system characteristics. Therefore, a model of the system is a priori in order to select a proper learning gain in the ILC.

Remark 6: Following the similar idea discussed by Chen et al. (1999) and Yan et al. (2001), if the initial state updating law is used

$$x_{k+1}(0) = (I_n + B(0)K_d C(0))^{-1} (x_k(0) + B(0)K_d y_d(0))$$  \hspace{1cm} (5.27)

then

$$x_{k+1}(0) = x_k(0) + B(0)K_d e_{k+1}(0)$$  \hspace{1cm} (5.28)
In such a way, one can set $\varepsilon = 0$ in Eq. (5.26). It should be noted that Eqs. (5.27) and (5.28) provide initial state learning schemes where the initial condition can be assessed, but some system parameters are required to be known.

**Remark 7:** From a practical point of view, it is difficult to know exactly the model of the controlled system. Only a predicted model can be used. Therefore, the updating law for the initial condition may not be accurate.

**Remark 8:** If the uncertainties and disturbances are repeatable at each iteration, i.e., they are the same at every iteration, then one gets $b_\eta = b_\zeta = 0$. In this case, the final tracking error bound becomes $\beta \varepsilon_x / (1 - \rho)$.

**Remark 9:** If the initial state updating law Eq. (5.27) is applied, and the uncertainty and disturbance are repeatable, then the final tracking error bound will be zero; this can be derived directly from Remark 6 and Remark 8.

In summary, in this section, a PD type online learning control for the tracking task of a class of nonlinear time-varying system with uncertainty and disturbance was developed. The PD-OLC is attractive for its simple structure, easy implementation, and fast convergence rate. It was proved that the PD-OLC was robust and the tracking error was bounded in the presence of the initial state error and the disturbance.

### 5.3 Adaptive Nonlinear PD Learning Control

Many researches have demonstrated that the nonlinear PD (NPD) control is better than PD control in terms of the increased damping, reduced rise time, and improved tracking accuracy. This is because the control gains in the NPD control can be adjusted online as a function of the tracking errors. It is natural to apply the learning strategy to NPD control in an iterative mode, resulting in a new control, namely, adaptive NPD learning control (NPD-LC).
5.3.1 Dynamic Model of a Robotic Manipulator

For a robot manipulator with \( n \) active joints driven by \( n \) actuators, where each joint consists of a prismatic or rotational joint, it is known (Craig, 1986) that the dynamic equation can be expressed as

\[
D(q(t))\ddot{q}(t) + C(q(t), \dot{q}(t))\dot{q}(t) + G(q(t)) = T(t)
\]  \hspace{1cm} (5.29)

where \( q(t) = [q_1(t) \quad q_2(t) \quad \ldots \quad q_n(t)]^T \in \mathbb{R}^n \) is the joint position vector, \( \dot{q}(t) \in \mathbb{R}^n \) is the joint velocity vector, and \( \ddot{q}(t) \in \mathbb{R}^n \) is the joint acceleration vector. \( D(q(t)) \in \mathbb{R}^{n \times n} \) is the inertia matrix, \( C(q(t), \dot{q}(t))\dot{q}(t) \in \mathbb{R}^n \) denotes a vector containing the Coriolis, centrifugal and other coupling terms, \( G(q(t)) \in \mathbb{R}^n \) is the gravitational and other disturbance vector, and \( T(t) \in \mathbb{R}^n \) is the input torque vector.

It is common knowledge that robot manipulators have the following properties (Craig, 1986):

- **P1)** \( D(q(t)) \) is a symmetric, bounded, and positive definite matrix;
- **P2)** The matrix \( \dot{D}(q(t)) - 2C(q(t), \dot{q}(t)) \) is skew symmetric. Therefore,
  \[
  x^T \left( \dot{D}(q(t)) - 2C(q(t), \dot{q}(t)) \right) x = 0, \quad \forall \quad x \in \mathbb{R}^n
  \]

Assume that all parameters of the robot are unknown and that the following properties hold.

- **A1)** The desired trajectory \( q_d(t) \) is of the third-order continuity for \( t \in [0, t_f] \).
- **A2)** For each iteration, the same initial conditions are satisfied, that is,
  \[
  q_d(0) - q^i(0) = 0, \quad \dot{q}_d(0) - \dot{q}^i(0) = 0, \quad \forall \quad j \in \mathbb{N}.
  \]
Define $e(t) = q_d(t) - q(t)$. According to A1, equation (5.29) can be linearized along the desired trajectory $(q_d(t), \dot{q}_d(t), \ddot{q}_d(t))$ in the following way, i.e.,

$$D(t)\ddot{e}(t) + [C(t) + C_1(t)]\dot{e}(t) + F(t)e(t) + n(\ddot{e}, \dot{e}, e, t) = T_d(t) - T(t)$$ \hspace{1cm} (5.30)

with $D(t) = D(q_d(t))$, $C(t) = C(q_d(t), \dot{q}_d(t))$, $C_1(t) = \frac{\partial C}{\partial q} \bigg|_{q_d(t), \dot{q}_d(t)} \ddot{q}_d(t)$

$$F(t) = \frac{\partial D}{\partial q} \bigg|_{q_d(t), \dot{q}_d(t)} \ddot{q}_d(t) + \frac{\partial C}{\partial q} \bigg|_{q_d(t), \dot{q}_d(t)} \dot{q}_d(t) + \frac{\partial G}{\partial q} \bigg|_{q_d(t)}$$

$$T_d(t) = D(q_d(t))\ddot{q}_d(t) + C(q_d(t), \dot{q}_d(t))\dot{q}_d(t) + G(q_d(t))$$

The term of $n(\ddot{e}, \dot{e}, e, t)$ is the higher order term of $\ddot{e}(t)$, $\dot{e}(t)$, and $e(t)$ and may be negligible.

### 5.3.2 Nonlinear PD Control

An NPD control law may be any control structure of the following form

$$T(t) = K_p(t)e(t) + K_d(t)\dot{e}(t)$$ \hspace{1cm} (5.31)

where $K_p(t)$ and $K_d(t)$ are the time-varying diagonal proportional and derivative gain matrices. The nonlinear gain function for the NPD control in Eq. (5.31) is not unique; see Xu et al. (1995), Armstrong and Wade (2000), and Ouyang et al. (2002).

### 5.3.3 Adaptive NPD Learning Control

For the adaptive NPD-LC method, the controlled torque of the second iteration is a combination of current NPD control (feedback) with the torque produced in the first
iteration (feedforward) for the same tracking task at the same initial condition. This
procedure will continue until a satisfied tracking performance is obtained. Therefore, the
adaptive NPD-LC law can be expressed by

\[
T^{j+1}(t) = K_p^{j+1}(t)e^{j+1}(t) + K_d^{j+1}(t)\dot{e}^{j+1}(t) + T^j(t)
\]

or in a more general form

\[
T^{j+1}(t) = T^j(t) + \Delta T^{j+1}(e^{j+1}(t), \dot{e}^{j+1}(t))
\]

In Eq. (5.32), the nonlinear control gains are selected as

\[
\begin{align*}
K_p^j(t) &= K_{p0}^*K^j(t) \\
K_d^j(t) &= K_{d0}^*K^j(t)
\end{align*}
\]

(5.33)

For simplicity, \(K_{p0}\) and \(K_{d0}\) are set to be initial diagonal gain matrices, and \(K^p(t)\) and \(K^d(t)\) are the varying diagonal gain matrices with

\[
K_i^j(t) = K_{\text{max}} - K_{\text{min}} \text{sec} h(\alpha_i e_i^j(t)), \quad i=1,..,n
\]

(5.34)

where \(K_{\text{max}}, K_{\text{min}}, \) and \(\alpha_i\) are user-defined positive constants. Also, \(K_{\text{max}} - K_{\text{min}} \geq 1\). It should be noted that if \(\alpha_i\) is set to zero, then \(K_i^j(t)\) becomes constant. In such a case, NPD control becomes fixed gain PD control. Therefore, the PD control method is a special case of the NPD control method.
The major difference between the adaptive NPD-LC and the classical ILC is that the adaptive NPD-LC is feedback plus feedforward control, while the classical ILC is only feedforward control. Hence, the adaptive NPD-LC is an on-line learning control, while the classical ILC is an off-line learning control. So the adaptive NPD-LC method is expected to have a faster convergent speed.

Furthermore, the adaptive NPD-LC algorithm is adaptive. This is due to the property of nonlinear control. The feedback part in the control law Eq. (5.32) enables the controller to adjust its response by changing the gains in accordance with the errors. When the error between the desired and actual values of the controlled variables is large, the control gain increases, which amplifies the error substantially to generate a large corrective action to rapidly drive the system approaching to its goal. As the error diminishes, the gain is automatically reduced to avoid excessive oscillations and large overshoots in the response.

The adaptive NPD-LC method is also a learning process because it repeats the processes of the same tracking task, much the same way as humans learn a desired motion pattern through training. In the proposed control law, the action of the iterative learning is to memorize the torque profiles generated by previous iteration that includes some information about the dynamics of the system. The main difference between the ILC method and the adaptive NPD-LC method is that the ILC method does not use the information of the system dynamics in the current iteration, while the adaptive NPD-LC method uses that information and further inherits the information from NPD control.

5.3.4 Convergence Analysis of Adaptive Nonlinear PD Learning Control

In a repetitive operation mode, for the $j$th iteration, according A1, the initial conditions are as follows.
\[
\begin{cases}
e^j(0) = q_d^j(0) - q^j(0) = 0 \\
e^{j'}(0) = \dot{q}_d^j(0) - \dot{q}^{j'}(0) = 0 \\
\end{cases}
j=1,2,\ldots,m 
\quad (5.35)
\]

In the \(j\)th iteration, Equation (5.30) can be rewritten as

\[
D(t)\ddot{e}^j(t) + [C(t) + C_1(t)]\dot{e}^j(t) + F(t)e^j(t) = T_d^j(t) - T^j(t) 
\quad (5.36)
\]

Similarly, in the \(j+1\)th iteration, one obtains

\[
D(t)\ddot{e}^{j+1}(t) + [C(t) + C_1(t)]\dot{e}^{j+1}(t) + F(t)e^{j+1}(t) = T_d^j(t) - T^{j+1}(t) 
\quad (5.37)
\]

Assume \(K_p(t) = \Lambda K_d(t)\), where \(\Lambda\) is a positive constant. Define the following parameter

\[
y^j(t) = \dot{e}^j(t) + \Lambda e^j(t) 
\quad (5.38)
\]

After the above preparation, the following theorem for trajectory control of robot manipulators is proposed.

**Theorem 5.2**: Considering a robot manipulator that performs repetitive tasks under the adaptive NPD-LC law Eq. (5.32) with the nonlinear gain rule Eq. (5.33), the following relationships hold for all \(t \in [0,t_f]\).

\[
q^j(t) \xrightarrow{j \to \infty} q_d(t) 
\]

\[
\dot{q}^j(t) \xrightarrow{j \to \infty} \dot{q}_d(t) 
\]

If the control gains are selected such that

\[
l_p = \lambda_{\min}(K_{d0} + 2C_1 - 2\Lambda D) > 0 
\quad (5.39)
\]

\[
l_r = \lambda_{\min}(K_d + C + 2F / \Lambda - 2\dot{C}_1 / \Lambda) > 0 
\quad (5.40)
\]

\[
l_pl_r \geq \|F / \Lambda - (C + C_1 - \Lambda D)\|_{\text{max}}^2 
\quad (5.41)
\]
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where $\lambda_{\min}(A)$ is the minimum eigenvalue of matrix $A$, and $\|M\|_{\text{max}} = \max\|M(t)\|$ for $0 \leq t \leq t_f$. Here, $\|M\|$ represents the Euclidean norm of $M$.

**Proof of theorem 5.2.**

For simplicity, let $K_d$ represent $K_d(t)$. Define a Lyapunov function candidate as

$$V^j = \int_0^t e^{-\rho \tau} y^{jT} K_d y^j d\tau \geq 0$$  \hspace{1cm} (5.42)

where $K_d$ is positive definite and $\rho$ is a positive constant.

From Eqs. (5.32, 5.36-5.38), one can obtain the following equation

$$D\delta \dot{y}^j + (C + C_1 - \Lambda D + K_d)\delta y^j + (F - \Lambda(C + C_1 - \Lambda D))\delta e^j = -K_d y^j$$  \hspace{1cm} (5.43)

From the definition of $V^j$, for the $j+1$th iteration, one obtains

$$V^{j+1} = \int_0^t e^{-\rho \tau} y^{j+1T} K_d y^{j+1} d\tau$$

Define $\Delta V^j = V^{j+1} - V^j$, and $\delta y = y^{j+1} - y^j$. From Eqs. (15) and (16), one can obtain

$$\Delta V^j = \int_0^t e^{-\rho \tau} (\delta y^{jT} K_d \delta y^j + 2\delta y^{jT} K_d y^j) d\tau$$

$$= \int_0^t e^{-\rho \tau} \delta y^{jT} K_d \delta y^j d\tau - 2\int_0^t e^{-\rho \tau} \delta y^{jT} D\delta y^j d\tau - 2\int_0^t e^{-\rho \tau} \delta y^{jT} (C + C_1 - \Lambda D + K_d) \delta e^j d\tau$$

$$- 2\int_0^t e^{-\rho \tau} \delta y^{jT} (F - \Lambda(C + C_1 - \Lambda D)) \delta e^j d\tau$$
Applying the partial integration and the initial condition Eq. (5.35), one can get

\[
\int_0^t e^{-\rho \tau} \delta y_j^T D \delta y_j d\tau = e^{-\rho \tau} \delta y_j^T D \delta y_j \bigg|_0^t - \int_0^t (e^{-\rho \tau} \delta y_j^T D) \dot{\delta y}_j d\tau
\]

\[
e^{-\rho \tau} \delta y_j^T (t) D(t) \delta y_j(t) + \rho \int_0^t e^{-\rho \tau} \delta y_j^T D \delta y_j d\tau
\]

\[
- \int_0^t e^{-\rho \tau} \delta y_j^T D \delta \hat{y}_j d\tau - \int_0^t e^{-\rho \tau} \delta y_j^T \dot{D} \delta y_j d\tau
\]

According to P2, the following equation holds.

\[
\int_0^t \delta y_j^T \dot{D} \delta y_j d\tau = 2 \int_0^t \delta y_j^T C \delta y_j d\tau
\]

Hence,

\[
\Delta V_j = -e^{-\rho \tau} \delta y_j^T (t) D(t) \delta y_j(t) - \rho \int_0^t e^{-\rho \tau} \delta y_j^T D \delta y_j d\tau
\]

\[
- \int_0^t e^{-\rho \tau} \delta y_j^T (K_d + 2C_1 - 2\Lambda D) \delta y_j d\tau - 2 \int_0^t e^{-\rho \tau} \delta y_j^T (F - \Lambda(C + C_1 - \Lambda D)) \delta e_j d\tau
\]

(5.44)

Here, the matrix \( K_d \) is not a constant matrix but a time-varying matrix. From Eq. (5.33), the following relationship holds

\[
K_{d0} (K_{\max} - K_{\min}) \leq K_d \leq K_{d0} K_{\max}
\]

(5.45)

where \( K_{d0} \) is a constant matrix, and \( K_d \) and \( K_{d0} \) are positive definite matrices. From Eq. (5.45), one obtains
\[ \int_0^t e^{-\rho \tau} \delta y^{jT} K_d \delta y^j d\tau \geq \int_0^t e^{-\rho \tau} \delta y^{jT} K_{d0} (K_{\text{max}} - K_{\text{min}}) \delta y^j d\tau \]

\[ = (K_{\text{max}} - K_{\text{min}}) \int_0^t e^{-\rho \tau} \delta y^{jT} K_{d0} \delta y^j d\tau \]

\[ > \int_0^t e^{-\rho \tau} \delta y^{jT} K_{d0} \delta y^j d\tau \]

Substituting \( \delta y^j = \delta \dot{e}^j + \Lambda \delta e^j \) into Eq. (5.44) yields

\[ \Delta V^j < -e^{-\rho \tau} \delta y^{jT} (t) D(t) \delta y^j (t) - \rho \int_0^t e^{-\rho \tau} \delta y^{jT} D\delta y^j d\tau \]

\[ - \int_0^t e^{-\rho \tau} \delta \dot{e}^{jT} (K_{d0} + 2C_1 - 2\Lambda D) \delta \dot{e}^j d\tau \]

\[ - 2\Lambda \int_0^t e^{-\rho \tau} \delta \dot{e}^{jT} (K_{d0} + 2C_1 - 2\Lambda D) \delta \dot{e}^j d\tau \]

\[ - 2 \int_0^t e^{-\rho \tau} \delta \dot{e}^{jT} (F - \Lambda(C + C_1 - \Lambda D)) \delta e^j d\tau \]

\[ - \Lambda^2 \int_0^t e^{-\rho \tau} \delta \dot{e}^{jT} (K_{d0} + 2C_1 - 2\Lambda D) \delta e^j d\tau \]

\[ - 2\Lambda \int_0^t e^{-\rho \tau} \delta \dot{e}^{jT} (F - \Lambda(C + C_1 - \Lambda D)) \delta e^j d\tau \]

Applying partial integration again, one can get

\[ \int_0^t e^{-\rho \tau} \delta \dot{e}^{jT} (K_{d0} + 2C_1 - 2\Lambda D) \delta \dot{e}^j d\tau \]

\[ = e^{-\rho \tau} \delta \dot{e}^{jT} (K_{d0} + 2C_1 - 2\Lambda D) \delta \dot{e}^j |_0^t + \rho \int_0^t e^{-\rho \tau} \delta \dot{e}^{jT} (K_{d0} + 2C_1 - 2\Lambda D) \delta e^j d\tau \]

\[ - \int_0^t e^{-\rho \tau} \delta \dot{e}^{jT} (K_{d0} + 2C_1 - 2\Lambda D) \delta e^j d\tau + 2 \int_0^t e^{-\rho \tau} \delta e^{jT} (\Lambda \dot{D} - \dot{C}_1) \delta e^j d\tau \]
Therefore, from Eq. (5.39), one obtains

$$
\Delta V \leq -e^{-\mu t} \delta y^T \Phi y - \Lambda e^{-\mu t} \delta e^T \Phi \delta e - \rho \int_0^t e^{-\mu \tau} \delta y^T D \delta y d\tau
$$

where

$$
w = \delta \dot{e}^T (K_{d0} + 2C_1 - 2\Lambda D) \delta \dot{e} + 2\Lambda \delta \dot{e}^T (F / \Lambda - (C + C_1 - \Lambda D) \delta e
$$

$$
+ \Lambda^2 \delta e^T (K_{d0} + 2C + 2F / \Lambda - 2\dot{C}_1 / \Lambda) \delta e
$$

Let $Q = F / \Lambda - (C + C_1 - \Lambda D)$. From Eqs. (5.39 – 5.40), one obtains

$$
w \geq \int_{l_p} \|\delta \dot{e}\|^2 + 2\Lambda \delta \dot{e}^T Q \delta e + \Lambda^2 l_p \|\delta e\|^2
$$

Apply the Cauchy-Schwartz inequality, $\delta \dot{e}^T Q \delta e \geq -\|\delta \dot{e}\| \|Q\|_{\text{max}} \|\delta e\|$. From Eqs. (5.39 – 5.41), one can get

$$
w \geq \int_{l_p} \|\delta \dot{e}\|^2 - 2\Lambda \|\delta \dot{e}\| \|Q\|_{\text{max}} \|\delta e\| + \Lambda^2 l_p \|\delta e\|^2
$$

$$
= \int_{l_p} \|\delta \dot{e}\|^2
\left(\frac{\Lambda}{l_p} \|Q\|_{\text{max}} \|\delta e\| + \Lambda^2 (l_p - \frac{1}{l_r} \|Q\|_{\text{max}}^2) \|\delta e\|^2\right) \geq 0
$$

Noticing $D$ is a positive definite matrix and $w \geq 0$, and considering the assumption Eq. (5.39), one can guarantee $\Delta V^j \leq 0$. Therefore,

$$
V^{j+1} \leq V^j
$$
As $K_j$ is a positive definite matrix, from the definition Eq. (5.42), one obtains $V^j \geq 0$. As a result, $y^j(t) \rightarrow 0$ when $j \rightarrow \infty$. Because $e^j(t)$ and $\dot{e}^j(t)$ are two independent variables, and $\Lambda$ is a positive constant, from Eq. (5.38), one can conclude:

$$
\text{If } j \rightarrow \infty \text{ then } e^j(t) \rightarrow 0 \text{ and } \dot{e}^j(t) \rightarrow 0
$$

Finally, the following conclusions hold.

$$
q^j(t) \rightarrow q_d(t) \quad \text{for } t \in [0, t_f]
$$

$$
\dot{q}^j(t) \rightarrow \dot{q}_d(t)
$$

[End of proof].

Note that the verification examples to demonstrate the effectiveness of the adaptive NPD-LC law will be presented in Chapter 6.

The nonlinear control gains are functions of the tracking errors. For the adaptive NPD learning control, the more iteration cycles result in the smaller tracking errors. Therefore, from Eq. (5.34), one can see that the nonlinear control gains will tend to be fixed control gains with the increase of iteration. This means that the characteristics of the NPD control will disappear. An improvement of the adaptive NPD-LC will be discussed in the next section.

### 5.4 Adaptive Switching Learning PD (ASL-PD) Control

The adaptive control can cope with parameter uncertainties, such as the link length, mass, inertia, and frictional nonlinearity, with a self-organizing capability. Having such a capability requires extensive computation and thus compromises its application for real-time control problems (especially in high-speed operations). In addition, since the adaptive control generally does not guarantee that the estimated parameters of the
manipulators converge to their true values (Sun and Mills, 1999), the tracking errors would repeatedly be brought into the system as the manipulators repeat their tasks.

Currently, one of the most active areas of research in control theory is the switching control technique. More detailed information can be found in Section 2.6. For this technique, the control of a given plant can be switched among several controllers, and each controller is designed for a specific “nominal model” of the plant. A switching control scheme usually consists of an inner loop, where a candidate controller is connected in closed-loop with the system, and an outer loop, where a supervisor decides which controller to be used and when to switch to a different one. As such, the switching of controllers is taken place in the time domain. However, this underlying philosophy has the possibility of being applied to other control structures in the domains other than the time domain, such as the iteration domain.

In this section, a new control method is proposed for the trajectory tracking of robotic manipulators. The basic concept of this new control method is to combine several control methods by taking advantage of each of them into a hybrid one. The architecture of this hybrid control system is as follows: (1) the control is a learning process through several iterations of the operations of a robotic manipulator, (2) the control structure consists of two parts: a PD feedback part and a feedforward learning part using the torque profile obtained from the previous iteration, and (3) the gains in the PD feedback control law are adapted according to the gain switching strategy. This new control method is called the adaptive switching learning PD (ASL-PD) control method.

5.4.1 ASL-PD Controller Design

Following the above discussion, one can see that the ASL-PD control method has two operational modes: the single operational mode and the iterative operational mode. In the single operational mode, the PD control feedback with the gain switching is used, where the information from the present operation is utilized. In the iterative operational mode, a simple iterative learning control is applied as feedforward where information
from previous operations is used. Together with these two operational modes, the information from both the current and previous operations is utilized.

The ASL-PD control method can be described as follows:

Consider the $j$th iterative operation for the robotic manipulator described by Eq. (5.30) with properties (P1 and P2) and assumptions (A1 and A2) under the following control law

$$T^j(t) = K_p^j e^j(t) + K_d^j \dot{e}^j(t) + T^{j-1}(t) \quad j = 0,1,\ldots,N$$  \hspace{1cm} (5.48)

with the following gain switching rule

$$
\begin{cases}
K_p^j &= \beta(j) K_p^0 \\
K_d^j &= \beta(j) K_d^0 \\
\beta(j+1) &> \beta(j)
\end{cases}
$$

where $T^{-1}(t) = 0$, $e^j(t) = q(t) - q^i(t)$, $\dot{e}^j(t) = \dot{q}(t) - \dot{q}^i(t)$, and $K_p^0$ and $K_d^0$ are diagonal positive definite matrices. The matrices $K_p^0$ and $K_d^0$ are called the initial proportional and derivative control gains, respectively, while matrices $K_p^j$ and $K_d^j$ are the control gains of the $j$th iteration. $\beta(j)$ is the gain switching factor where $\beta(j) > 1$ for $j = 1,2,\ldots,N$, and it is a function of the iteration number.

The gain switching law in Eq. (5.49) is used to adjust the PD gains from iteration to iteration. Such a switching in the ASL-PD control method acts not in the time domain but in the iteration domain. This is the main difference between the ASL-PD control method and the traditional switching control method, where switching occurs in the time domain.
domain. Therefore, the transient process of the switched system, which must be carefully treated to maintain the stability of the system in the case of using the traditional switching control method, does not occur in the ASL-PD control method.

From Eqs. (5.48) and (5.49), it can be seen that the ASL-PD control law is a combination of feedback (with switching gains in each iteration) and feedforward (with learning strategy). Therefore, the ASL-PD is a hybrid control system. The ASL-PD control method possesses the adaptive ability, which is demonstrated by different control gains in different iterations; see Eq. (5.49). Such a switching takes place at the beginning of each iteration. Therefore, a rapid convergence rate for the trajectory tracking can be expected.

Furthermore, in the ASL-PD control law, the learning occurs due to the memorization of the torque profiles generated by the previous iterations that include information about the dynamics of a controlled system. It should be noted that such learning is direct in the sense that it generates the controlled torque profile directly from the existing torque profile in the previous iterations without any modification. Because of the introduction of the learning strategy in the iteration, the state of the controlled object changes from iteration to iteration. This requires an adaptive control to deal with those changes, and the ASL-PD has such an adaptive capability.

Following the similar process discussed in Section 5.3, the proof of the asymptotic convergence of the ASL-PD control method for both position tracking and velocity tracking will be demonstrated.

5.4.2 Asymptotic Convergence with the ASL-PD Method

For the simplicity of analysis, let \( K_p^0 = \Lambda K_d^0 \) for the initial iteration, and define the following parameter

\[
y^j(t) = \dot{e}^j(t) + \Lambda e^j(t)
\]  

(5.50)
The following theorem can be proved.

**Theorem 5.3.** Suppose a robot system described in Eq. (5.29) satisfies properties (P1, P2) and assumptions (A1, A2). Consider that the robot manipulator performs repetitive tasks under the ASL-PD control method Eq. (5.48) with the gain switching rule Eq. (5.49). The following should hold for all \( t \in [0, t_f] \)

\[
q'(t) \xrightarrow{\mathcal{I}} q_d(t)
\]

\[
\dot{q}'(t) \xrightarrow{\mathcal{I}} \dot{q}_d(t)
\]

Provided that the control gains are selected such that the following relationships hold

\[
l_p = \lambda_{\min}(K_d^0 + 2C_i - 2\Lambda D) > 0
\]

\[
l_r = \lambda_{\min}(K_d^0 + 2C + 2F / \Lambda - 2\dot{C}_i / \Lambda) > 0
\]

\[
l_p l_r \geq \left\| F / \Lambda - (C + C_1 - \Lambda D) \right\|_{\max}^2
\]

where \( \lambda_{\min}(A) \) is the minimum eigenvalue of matrix \( A \), and \( \|M\|_{\max} = \max \|M(t)\| \) for \( 0 \leq t \leq t_f \). Here, \( \|M\| \) represents the Euclidean norm of \( M \).

**Proof of theorem 5.3.**

Define a Lyapunov function candidate as

\[
V^J = \int_0^t e^{-\rho \tau} y^j K_d^0 y^j d\tau \geq 0
\]

where \( K_d^0 > 0 \) is the initial derivative gain of PD control, and \( \rho \) is a positive constant.
Also, define \( \delta y^j = y^{j+1} - y^j \) and \( \delta e^j = e^{j+1} - e^j \). Then, from Eq. (5.50)

\[
\delta y^j = \delta \dot{e}^j + \Lambda \delta e^j
\]  
(5.55)

and from Eq. (5.48)

\[
T^{j+1}(t) = K_p^{j+1} e^{j+1}(t) + K_d^{j+1} \dot{e}^{j+1}(t) + T^j(t)
\]  
(5.56)

One can obtain the following equation

\[
D \delta \dot{y}^j + (C + C_1 - \Lambda D + K_d^{j+1}) \delta y^j + (F - \Lambda (C + C_1 - \Lambda D)) \delta e^j = -K_d^{j+1} y^j
\]  
(5.57)

From the definition of \( V^j \), for the \( j+1 \)th iteration

\[
V^{j+1} = \int_0^t e^{-\rho \tau} y^{j+1T} K_d^0 y^{j+1} d\tau
\]

Define \( \Delta V^j = V^{j+1} - V^j \), then from Eqs. (5.54-5.55) and (5.57), one obtains

\[
\Delta V^j = \int_0^t e^{-\rho \tau} \left( \delta y^{j+1T} K_d^0 \delta y^j + 2 \delta y^{j+1T} K_d^0 \delta y^j \right) d\tau
\]

\[
= \frac{1}{\beta (j+1)} \int_0^t e^{-\rho \tau} \left( \delta y^{j+1T} K_d^{j+1} \delta y^j + 2 \delta y^{j+1T} K_d^{j+1} \delta y^j \right) d\tau
\]

\[
= \frac{1}{\beta (j+1)} \left\{ \int_0^t e^{-\rho \tau} \delta y^{j+1T} K_d^{j+1} \delta y^j d\tau - 2 \int_0^t e^{-\rho \tau} \delta y^{j+1T} D \delta y^j d\tau \right. \\
\left. - 2 \int_0^t e^{-\rho \tau} \delta y^{j+1T} ((C + C_1 - \Lambda D + K_d^{j+1}) \delta y^j + (F - \Lambda (C + C_1 - \Lambda D)) \delta y^j) d\tau \right\}
\]

Finally, the following relationship holds.
\[
\Delta V^j \leq \frac{1}{\beta(j+1)} \left\{ -e^{-\mu t} \delta y^j D\delta y^j - \rho \int_0^t e^{-\mu t} \delta y^j D\delta y^j dt - \Lambda e^{-\mu t} \delta e^j (K_d^0 + 2C_1 - 2\Lambda D)\delta e^j \right.
\]
\[+ \left. \rho\Lambda \int_0^t e^{-\mu t} \delta e^j (K_d^0 + 2C_1 - 2\Lambda D)\delta e^j d\tau - \int_0^t e^{-\mu t} w d\tau \right\}
\]
\[
\leq \frac{1}{\beta(j+1)} \left\{ -e^{-\mu t} \delta y^j D\delta y^j - \Lambda e^{-\mu t} \delta e^j l_p \delta e^j - \rho \int_0^t e^{-\mu t} \delta y^j D\delta y^j dt \right.
\]
\[+ \left. \rho\Lambda \int_0^t e^{-\mu t} \delta e^j l_p \delta e^j d\tau - \int_0^t e^{-\mu t} w d\tau \right\}
\]
\[(5.58)\]

where \( w = \delta e^j (K_d^0 + 2C_1 - 2\Lambda D)\delta e^j + 2\Lambda \delta e^j (F / \Lambda - (C + C_1 - \Lambda D)\delta e^j \]
\[+ \Lambda^2 \delta e^j (K_d^0 + 2C + 2F / \Lambda - 2\dot{C}_1 / \Lambda)\delta e^j \]

Let \( Q = F / \Lambda - (C + C_1 - \Lambda D) \). Then from Eqs. (5.51 – 5.52), one can get
\[
w \geq l_p \| \delta \dot{e} \|^2 + 2\Lambda \delta \dot{e}^T Q \delta \dot{e} + \Lambda^2 l_p \| \delta e \|^2
\]

According to Eqs. (5.51 – 5.53), one can get
\[
w \geq l_p \| \delta \dot{e} \|^2 - 2\Lambda \| \delta \dot{e} \| \| Q \|_{\text{max}} \| \delta e \| + \Lambda^2 l_p \| \delta e \|^2
\]
\[= l_p \left( \| \delta \dot{e} \| - \frac{\Lambda}{l_p} \| Q \|_{\text{max}} \| \delta e \| \right)^2 + \Lambda^2 \left( l_p \left( \frac{1}{l_p} \| Q \|_{\text{max}} \| \delta e \| \right)^2 \right) \geq 0
\]
\[(5.59)\]

From (P1) and Eq. (5.51), based on Eq. (5.58), it can be ensured that \( \Delta V^j \leq 0 \). Therefore,
\[
V^{j+1} \leq V^j
\]
\[(5.60)\]
From the definition, $K^0_d$ is a positive definite matrix. From the definition of $V^j$, $V^j > 0$, and $V^j$ is bounded. As a result, $y^j(t) \to 0$ when $j \to \infty$. Because $e^j(t)$ and $\dot{e}^j(t)$ are two independent variables, and $\Lambda$ is a positive constant. Thus, if $j \to \infty$, then $e^j(t) \to 0$ and $\dot{e}^j(t) \to 0$ for $t \in [0,t_f]$.

Finally, the following conclusions hold

$$
\begin{align*}
q^j(t) & \xrightarrow{j \to \infty} q_d(t) \\
\dot{q}^j(t) & \xrightarrow{j \to \infty} \dot{q}_d(t)
\end{align*}
$$

for $t \in [0,t_f]$ \hspace{1cm} (5.61)

[End of Proof].

From the above analysis it can be seen that the ASL-PD control method can guarantee that the tracking errors converge arbitrarily close to zero as the number of iterations increases. The case studies based on both simulation and experiments will be presented in Chapter 6 to demonstrate this conclusion.

5.5 Concluding Remarks

In this chapter, three PD type learning control laws were developed and their convergence analyses were performed. First, the PD-OLC was proposed for the tracking control of the nonlinear time-varying system. The PD-OLC is robust and the tracking errors are uniformly bounded in the presence of the initial state errors and the uncertainties and disturbances. The convergence analysis was conducted based on the $\lambda$-norm of the bound of the output tracking error. Then, the adaptive NPD-LC was proposed for the trajectory tracking of robotic manipulators. The adaptive NPD-LC possesses the adaptive property by means of its designed NPD controller to change the control gains based on the tracking errors during the trajectory tracking process, and the learning ability through its iterations. The asymptotic convergence for both tracking
positions and tracking velocities was theoretically proved using the Lyapunov’s method. Finally, the ASL-PD control method was developed to further improve the convergence rate in the learning process. This control method is a simple combination of a traditional PD control with a gain switching strategy as feedback and an iterative learning control using the input torque profile obtained from the previous iterations as feedforward. The ASL-PD control incorporates both adaptive and learning capabilities; therefore, it can provide an incrementally improved tracking performance with the increase of the iteration number. The ASL-PD control method achieves the asymptotic convergence based on the Lyapunov’s method.

It should be noted that the dynamic model of a robotic manipulator described by Eq. (5.29) can be represented by a state space equation with properly selecting the state variables. Also, one can see that a state space equation is a special case of Eq. (5.1). Therefore, the convergences of the adaptive NPD learning control and the ASL-PD control can also be analyzed following the similar procedure described in Section 5.2 based on the $\lambda$ -norm of the bound of the output tracking errors.
6. SIMULATION AND EXPERIMENT RESULTS

6.1 Introduction

In Chapter 5, a family of PD-type hybrid control systems with learning capability were developed. The convergences of all these hybrid control systems were theoretically proved based on the Lyapunov method and in the sense of $\lambda$-norm, respectively.

The purpose of this chapter is to verify the proposed hybrid control systems developed in Chapter 5 through simulation and experiments. This chapter is organized as follows. Section 6.2 presents the simulation study of the PD-OLC algorithm using a nonlinear time-varying system taken from literature to show the effectiveness of the PD-OLC by comparing them. In Section 6.3, the adaptive NPD-LC is tested for the trajectory tracking of both the serial and parallel robotic manipulators. Different control laws are compared to show the advantage of the adaptive NPD-LC. Section 6.4 discusses the simulation study of the ASL-PD control using the examples in the literature. Section 6.5 discusses the experiment setup for the real applications of the proposed control algorithms, followed by some test results using the adaptive NPD-LC and the ASL-PD control. In Section 6.6, a prototype CMA is built and the static and dynamic experiments are performed to verify the analysis model of the CMA discussed in Chapter 4. Section 6.7 gives the conclusions.

6.2 Simulation of the PD type Online Learning Control for Nonlinear System

In this section, the simulation study is carried out for the tracking control of a nonlinear time-varying system using the PD-OLC proposed in Section 5.2. The purpose is to demonstrate the effectiveness of the proposed PD-OLC method.
The following nonlinear time-varying system taken from Chen et al. (1999) with uncertainty and disturbance is used to demonstrate the effectiveness of the PD-OLC.

\[
\begin{bmatrix}
\dot{x}_{1k} \\
\dot{x}_{2k}
\end{bmatrix} = \begin{bmatrix}
a_1 \sin(x_{2k}) & 1 + a_1 \sin(x_{1k}) \\
-2 - 5t & -3 - 2t
\end{bmatrix} \begin{bmatrix}
x_{1k} \\
x_{2k}
\end{bmatrix} + \begin{bmatrix}
1 \\
0
\end{bmatrix} \begin{bmatrix}
u_{1k} \\
u_{2k}
\end{bmatrix} + \begin{bmatrix}
\eta_{1k} \\
\eta_{2k}
\end{bmatrix}
\]  
(6.1)

\[
\begin{bmatrix}
y_{1k} \\
y_{2k}
\end{bmatrix} = \begin{bmatrix}
4 & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
x_{1k} \\
x_{2k}
\end{bmatrix} + \begin{bmatrix}
\xi_{1k} \\
\xi_{2k}
\end{bmatrix}
\]  
(6.2)

where \( k \) is the iteration number and time \( t \in [0, 1] \). The uncertainties and disturbances are introduced as follows:

\[
\begin{bmatrix}
\eta_{1k} \\
\eta_{2k}
\end{bmatrix} = a_2 \begin{bmatrix}
\cos(2 \pi f t) \\
2 \cos(4 \pi f t)
\end{bmatrix}, \quad \begin{bmatrix}
\xi_{1k} \\
\xi_{2k}
\end{bmatrix} = a_2 \begin{bmatrix}
\sin(2 \pi f t) \\
2 \sin(4 \pi f t)
\end{bmatrix}
\]

with \( f = 5 \) Hz. The desired tracking trajectories are

\[
y_{1j} = y_{2j} = 12t^2(1-t)
\]  
(6.3)

The initial state at the first iteration is set as

\[
\begin{cases}
x_1(0) = a_3 \\
x_2(0) = -a_3
\end{cases}
\]  
(6.4)

To examine the robustness of the PD-OLC, four cases are considered and the parameters are listed as follows.
Case 1: \( a_1 = 1, a_2 = 0, \) and \( a_3 = 0 \). This is the ideal case without any initial state error, uncertainty and disturbance.

Case 2: \( a_1 = 1, a_2 = 1, \) and \( a_3 = 0 \). This is the case where the system model has some uncertainty but without any initial state error.

Case 3: \( a_1 = 1, a_2 = 1, \) and \( a_3 = 0.5 \). This means that the system parameters are known but there are some disturbances in the state and the output. Also, the initial state error is updated using the initial state updating law Eq. (5.27).

Case 4: \( a_1 = 1, a_2 = 1, \) and \( a_3 = 0.01 \cdot rand(j) \) where \( j \) is the iteration number. This is the worst case where the system has some uncertainties and disturbances, and some random initial states from iteration to iteration. In this case, no initial state updating law is used.

For each case, the following three sets of control gains are selected to examine the convergence rate of the PD-OLC.

- Low control gains: \( K_p = diag\{1,5\}, \ K_d = diag\{0.5,2.5\} \)
- Middle control gains: \( K_p = diag\{2,10\}, \ K_d = diag\{1,5\} \)
- High control gains: \( K_p = diag\{5,25\}, \ K_d = diag\{2.5,12.5\} \)

The maximum tracking position errors in each iteration for all four cases are shown in the following three figures where Figures 6.1, 6.2 and 6.3 represent the results under low control gains, middle control gains, and high control gains, respectively. Also, the maximum tracking velocity errors in each iteration are shown in Figures 6.4, 6.5 and 6.6, respectively. In all these figures, the dashed line represents the maximum error of \( y_{i_1} \) or \( \dot{y}_{i_1} \), while the solid line represents the maximum error of \( y_{2_1} \) or \( \dot{y}_{2_1} \).
Figure 6.1 The maximum position tracking error vs. the iteration number for four cases with the low control gains.
Figure 6.2 The maximum position tracking error vs. the iteration number for four cases with the middle control gains.
Figure 6.3 The maximum position tracking error vs. the iteration number for four cases with the high control gains.
Figure 6.4 The maximum velocity tracking error vs. the iteration number for four cases with the low control gains.
Figure 6.5 The maximum velocity tracking error vs. the iteration number for four cases with the middle control gains.
From the above six figures, one can observe that with the increase of the control gains, the tracking performances both for the tracking position and the tracking velocity improve and the convergence rate increases too. It should be noted that all iteration processes were stopped if the maximum error was less than 0.01. If small control gains were used, after 6 iterations, the maximum error was less than 0.01, while when the high control gains were used, only after 4 iterations, the maximum error was less than 0.001.
Table 6.1 Final tracking errors for four cases with different control gains

<table>
<thead>
<tr>
<th>Cases</th>
<th>Maximum error</th>
<th>Low gains</th>
<th>Mid. gains</th>
<th>High gains</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iteration No.</td>
<td>7</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Case 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$e_{y_1}$</td>
<td>0.0009</td>
<td>0.0006</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>$e_{y_2}$</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>$\dot{e}_{y_1}$</td>
<td>0.0006</td>
<td>0.0003</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>$\dot{e}_{y_2}$</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0002</td>
</tr>
<tr>
<td>Case 2</td>
<td>Iteration No.</td>
<td>10</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$e_{y_1}$</td>
<td>0.0036</td>
<td>0.002</td>
<td>0.0009</td>
</tr>
<tr>
<td></td>
<td>$e_{y_2}$</td>
<td>0.0055</td>
<td>0.0029</td>
<td>0.0013</td>
</tr>
<tr>
<td></td>
<td>$\dot{e}_{y_1}$</td>
<td>0.0024</td>
<td>0.0013</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>$\dot{e}_{y_2}$</td>
<td>0.003</td>
<td>0.0015</td>
<td>0.0007</td>
</tr>
<tr>
<td>Case 3</td>
<td>Iteration No.</td>
<td>8</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$e_{y_1}$</td>
<td>0.0036</td>
<td>0.0021</td>
<td>0.0009</td>
</tr>
<tr>
<td></td>
<td>$e_{y_2}$</td>
<td>0.0054</td>
<td>0.0029</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td>$\dot{e}_{y_1}$</td>
<td>0.0025</td>
<td>0.0014</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>$\dot{e}_{y_2}$</td>
<td>0.0028</td>
<td>0.0015</td>
<td>0.0006</td>
</tr>
<tr>
<td>Case 4</td>
<td>Iteration No.</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$e_{y_1}$</td>
<td>0.003</td>
<td>0.0031</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td>$e_{y_2}$</td>
<td>0.0073</td>
<td>0.0033</td>
<td>0.0027</td>
</tr>
<tr>
<td></td>
<td>$\dot{e}_{y_1}$</td>
<td>0.0071</td>
<td>0.0028</td>
<td>0.0014</td>
</tr>
<tr>
<td></td>
<td>$\dot{e}_{y_2}$</td>
<td>0.0043</td>
<td>0.0024</td>
<td>0.0025</td>
</tr>
</tbody>
</table>
Table 6.1 lists the final maximum tracking errors for all four cases. One interesting phenomenon is that although there are some uncertainties and disturbances in the control model for Case 2 compared with Case 1, the final tracking error did not vary so much; see Table 6.1. This demonstrated the robustness of the PD-OLC for the model uncertainty. From case 3, one can observe that the initial state learning scheme is effective. For case 4, although the initial state at each iteration was set as a random function, the final tracking errors were still bounded and acceptable. This example demonstrates the robustness of the PD-OLC.

The same example was tested by Chen et al. (1997) where a D-type OLC was used. It was shown that 9 iterations were needed to make the final tracking error less than 0.01 using the best learning gains. But only after 6 iterations, the PD-OLC can get much better results. Therefore, the PD-OLC considerably improved the convergence rate.

### 6.3 Simulation of the Adaptive Nonlinear PD Learning Control

To demonstrate the effectiveness of the adaptive NPD-LC algorithm, simulation studies were carried out using examples from the literature.

#### 6.3.1 Case study 1: Random Disturbance

The robotic manipulator example in Tayebi (2003) was used in this study to examine the effectiveness of the proposed control scheme. A two DOF planar robotic manipulator with revolute joints has the following dynamic equation where random disturbance is included.

\[
\begin{bmatrix}
  m_{11} & m_{12} \\
  m_{21} & m_{22}
\end{bmatrix}
\begin{bmatrix}
  \ddot{q}_1 \\
  \ddot{q}_2
\end{bmatrix}
+ \begin{bmatrix}
  c_{11} & c_{12} \\
  c_{21} & c_{22}
\end{bmatrix}
\begin{bmatrix}
  \dot{q}_1 \\
  \dot{q}_2
\end{bmatrix}
+ \begin{bmatrix}
  G_1 \\
  G_2
\end{bmatrix}
+ \begin{bmatrix}
  d_1 \\
  d_2
\end{bmatrix} = T
\]

(6.5)

with

\[
m_{11} = m_1l_1^2 + m_2(l_1^2 + l_2^2 + 2l_1l_2\cos q_2) + I_1 + I_2
\]

\[
m_{12} = m_{21} = m_2(l_2^2 + l_1l_2\cos q_2) + I_2,
\]

\[
m_{22} = m_2l_2^2 + I_2
\]
Here, the physical parameters were selected as the same as in Tayebi (2003). They are:

\[ m_1 = m_2 = 1 \text{kg}, \quad l_1 = l_2 = 0.5 \text{m}, \quad l_{c1} = l_{c2} = 0.25 \text{m}, \quad I_1 = I_2 = 0.1 \text{kgm}^2, \quad g = 9.81 \text{m/s}^2. \]

Also all the disturbances were assumed to be time-varying and random as follows,

\[ d_1 = d_2 = \text{rand}(j) \sin(t), \]

where \( \text{rand}(j) \) was a random function taking the values between 0 and 1.

The desired trajectories for the two joints were chosen as

\[
\begin{align*}
q_1 &= \sin(2\pi t) \\
q_2 &= \cos(2\pi t)
\end{align*}
\tag{6.6}
\]

The same control gains in Tayebi (2003) were selected as follows

For PD control: \( K_p = K_d = \text{diag}\{10,10\} \)

For NPD and adaptive NPD-LC:

\[ K_{p0} = K_{d0} = \text{diag}\{10,10\}, \quad K_{\max} = 4, \quad K_{\min} = 3, \quad \alpha_1 = \alpha_2 = 50. \]

Figure 6.7 shows the tracking performance where the result for the adaptive NPD-LC case was obtained only after 5 iterations. It should be noted that, although NPD control was used in the first iteration for the adaptive NPD-LC and it had very large tracking errors for both positions and velocities, the adaptive NPD-LC dramatically improved the tracking performance from iteration to iteration. The fixed-gain PD control and NPD control were not suitable for this example when small control gains were used, but adaptive NPD-LC was very suitable for the same problem using the same control gains. The reason is that the adaptive NPD-LC could inherit and adapt the dynamics of the robotic system from the previous trials. The more iterations that the adaptive NPD-LC employed, the more accurate was the dynamic model that the adaptive NPD-LC
obtained, and the more accurate tracking performance that the adaptive NPD-LC achieved.

(a) Position errors
Figure 6.7 Position and velocity errors using PD, NPD, and adaptive NPD-LC.

(b) Velocity errors
To illustrate performance improvement, Figure 6.8 shows the tracking errors from the first iteration to the 5th iteration. It clearly shows that adaptive NPD-LC is a simple but promising control method when subjected to external random disturbances. Comparing these results with those in Tayebi (2003), it can be seen that the proposed adaptive NPD-LC has a faster convergence speed for trajectory tracking.

It should also be noted that, although the tracking performance improved from iteration to iteration, the torques required to drive the two actuators were nearly the same as can be seen from Figure 6.9. This means that the performance improvement is not produced by supplying more energy, but by the designed control strategy.

To examine further the effect of the user-defined coefficients on the tracking performance, different $\alpha$ (50, 100, and 250) was used in simulation. Figure 6.10 shows some results for tracking performance from iteration to iteration under different user-defined coefficient $\alpha$. From Figure 6.10, one can see that as $\alpha$ increases, the tracking errors decreases. This result is coincident with that of NPD control.

### 6.4.2 Case study 2: Repetitive Disturbance

In this case, the example in Choi and Lee (2000) was used to validate the effectiveness of the proposed adaptive NPD-LC. All the parameters were selected to be the same as in Choi and Lee (2000). In this example, the repetitive disturbances were included in simulation.

The physical parameters and desired trajectories are the same as in Choi and Lee (2000) and are listed as follows.

Physical parameters: $m_1 = 10 \text{kg}, m_2 = 5 \text{kg}, l_1 = 1 \text{m}, l_2 = 0.5 \text{m}, l_{r_1} = 0.5 \text{m}, l_{r_2} = 0.25 \text{m}, I_1 = 0.83 \text{kgm}^2$ and $I_2 = 0.3 \text{kgm}^2$. 
Figure 6.8 Position performance improvements for actuator 1 for iteration $j=1,2,3,4,5$. 

Angular Error of Actuator 1
Figure 6.9 Torques profiles for actuators 1 and 2 for iterations $j=1,3,5$. 
Figure 6.10 Position and velocity tracking errors under different control parameters.
The desired trajectories and the repeatable disturbances:

\[
\begin{align*}
q_1 &= \sin 3t \\
q_2 &= \cos 3t \\
d_1(t) &= 0.3 \sin t \\
d_2(t) &= 0.1(1 - e^{-t})
\end{align*}
\]

for \( t \in [0, 5] \) \hspace{1cm} (6.7)

for \( t \in [0, 5] \) \hspace{1cm} (6.8)

The control nonlinear gain matrices were as follows

\[
K_p = K_d = \text{diag}\{20, 10\}, K_{\text{max}} = 4, K_{\text{min}} = 3, \alpha_i = 1000
\]

<table>
<thead>
<tr>
<th>Iteration</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>(</td>
<td>e^i</td>
<td>) (rad)</td>
<td>0.8355</td>
<td>0.0313</td>
</tr>
<tr>
<td>max</td>
<td>(</td>
<td>e^i</td>
<td>) (rad)</td>
<td>0.2214</td>
<td>0.0123</td>
</tr>
<tr>
<td>max</td>
<td>(</td>
<td>\dot{e}^i</td>
<td>) (rad/s)</td>
<td>1.1291</td>
<td>0.2055</td>
</tr>
<tr>
<td>max</td>
<td>(</td>
<td>\dot{e}^i</td>
<td>) (rad/s)</td>
<td>0.4412</td>
<td>0.0475</td>
</tr>
</tbody>
</table>

The simulation results from the first to the 20th iteration are listed in Table 6.2. Comparing the results using the proposed control scheme with those in Choi and Lee (2000), it was found that the adaptive NPD-LC achieved the better tracking performance with a fewer iteration number than the method developed by Choi and Lee (2000). Only after 15 iterations, the adaptive NPD-LC obtained more accurate trajectory tracking performance than the Adaptive-ILC in Choi and Lee (2000) with 30 iterations (the
maximum position errors for joint 1 and 2 were 0.0041 rad and 0.0046 rad at the 30th iteration, and 0.0149 rad and 0.0155 rad at the 20th iteration, respectively).

Table 6.3 shows another simulation result with the following control gains and user-defined constants.

\[
K_p = K_d = \text{diag}(20,10), K_{\text{max}} = 5, \quad K_{\text{min}} = 4, \quad \alpha = 100
\]

Table 6.3 The tracking errors versus the iteration number (example 2)

<table>
<thead>
<tr>
<th>Iteration</th>
<th>0</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\max</td>
<td>e_i^j</td>
<td>) (rad)</td>
<td>0.7400</td>
<td>0.0360</td>
<td>0.0056</td>
</tr>
<tr>
<td>(\max</td>
<td>e_2^j</td>
<td>) (rad)</td>
<td>0.1907</td>
<td>0.0152</td>
<td>0.0029</td>
</tr>
<tr>
<td>(\max</td>
<td>\dot{e}_1</td>
<td>) (rad/s)</td>
<td>0.9480</td>
<td>0.1232</td>
<td>0.0705</td>
</tr>
<tr>
<td>(\max</td>
<td>\dot{e}_2</td>
<td>) (rad/s)</td>
<td>0.3595</td>
<td>0.0404</td>
<td>0.0254</td>
</tr>
</tbody>
</table>

From the results shown above, one can see that adaptive NPD-LC is a very promising control method in terms of good tracking performance, the simplification of the realization, and rejection of the random or repetitive disturbances for repetitive tracking tasks. Furthermore, the adaptive NPD-LC method has a faster convergence rate than other control methods reported in the literature (Choi and Lee, 2000; Tayebi, 2003).

### 6.4 Simulation of the Adaptive Switching Learning PD Control

In order to have some ideas about the effectiveness of the ASL-PD, a simulation study was conducted. Specifically two robotic manipulators were used. The first one was the same as in Section 6.3.2 for the purpose of comparing the ASL-PD method with the adaptive NPD-LC method discussed in previous section and the adaptive ILC proposed.
in Choi and Lee (2000). Shown in section 6.3.2, the first one is a serial robotic manipulator. It is noted that the result for the serial robotic manipulator may not be applicable to the parallel manipulator. The second one is a parallel robotic manipulator, for which the effectiveness of the ASL-PD control method both in the trajectory tracking errors and the required torque in the motor were examined.

6.4.1 Trajectory Tracking of a Serial Robot Manipulator

For the purpose of comparison, the same example discussed in Section 6.3.2 was used. The physical parameters and desired trajectories can be found in Section 6.3.2. In the ASL-PD control method, the initial control gains are selected the same as the example in Section 6.3.2 and listed below:

\[
K_p^0 = K_d^0 = \text{diag}[20,10]
\]

The control gains are switched from iteration to iteration based on the following switching rule:

\[
\begin{align*}
K_p^j &= 2jK_p^0 \\
K_d^j &= 2jK_d^0
\end{align*}
\]

\[ j = 1, 2, \ldots, N \]  \hspace{1cm} (6.9)

Figure 6.11(a) shows the tracking performance for the initial iteration, where only the PD control with small control gains was used, and no feedforward was used. It can be seen that the tracking performance is not acceptable because the errors were too large for both joints. However, at the sixth iteration where the ASL-PD control method was applied, the tracking performance was improved dramatically as shown in Figure 6.11(b). At the eighth iteration, the performance was very good (Figure 6.11(c)). It is further noted here that there were repeatable disturbances at each iteration. This implies that the ASL-PD control method can provide a good rejection capability for repeatable disturbances.
Figure 6.11 Position tracking performance for different iterations.

(a) Angular errors for two joints in the initial iteration

(b) Angular errors for two joints at the 6th iteration

(c) Angular errors for two joints at the 8th iteration
Figure 6.12 Velocity tracking performance for different iterations.

(a) Velocity errors for two joints in the initial iteration

(b) Velocity errors for two joints at the 6th iteration

(c) Velocity errors for two joints at the 8th iteration

Figure 6.12 Velocity tracking performance for different iterations.
The velocity tracking performance was shown in Figure 6.12. From it one can see that the velocity errors reduced from 1.96 (rad/s) at the initial iteration to 0.0657 (rad/s) at the sixth iteration, and further to 0.0385 (rad/s) at the eighth iteration for joint 1. The similar decreasing trend can be found in joint 2. From Figures 6.11 and 6.12 it can be seen that the tracking performances were improved incrementally with the increase of the iteration number.

As the gain switching rule in Eq. (6.9) was introduced at each iteration, the convergence rate increased greatly compared with the control method used in Choi and Lee (2000). Table 6.4 shows the trajectory tracking errors from the initial iteration to the eighth iteration. From Table 6.3 it can be seen that the tracking performance is considerably improved at the sixth iteration. The maximum position errors for joints 1 and 2 are 0.0041 rads and 0.0014 rads, respectively, while the similar results were achieved after thirty iterations using the adaptive ILC in Choi and Lee (2000) (The maximum position errors for joints 1 and 2 were 0.0041 and 0.0046 (rad), respectively). Therefore, the comparison of their method and our method demonstrated a fast convergence rate with the ASL-PD control method. It should be noted that the comparison of the velocity errors is not done as such information was not presented in Choi and Lee (2000).

<table>
<thead>
<tr>
<th>Iteration</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>(</td>
<td>e_i^j</td>
<td>(rad)</td>
<td>1.6837</td>
<td>0.4493</td>
</tr>
<tr>
<td>max</td>
<td>(</td>
<td>e_i^j</td>
<td>(rad)</td>
<td>0.5833</td>
<td>0.1075</td>
</tr>
<tr>
<td>max</td>
<td>(</td>
<td>\dot{e}_i^j</td>
<td>(rad/s)</td>
<td>1.9596</td>
<td>0.7835</td>
</tr>
<tr>
<td>max</td>
<td>(</td>
<td>\dot{e}_i^j</td>
<td>(rad/s)</td>
<td>1.5646</td>
<td>0.2534</td>
</tr>
</tbody>
</table>

Comparing Table 6.4 with Tables 6.2 and 6.3, the following observations can be made. In the initial iteration, there is no feedforward control for both control laws. So the
adaptive NPD-LC became a NPD control and the ASL-PD control became a PD control. As the NPD control used larger control gains than the PD control in the simulations. Therefore, the tracking errors for the NPD control are smaller than that for the PD control; see Tables 6.2 – 6.4 for iteration 0. For the adaptive NPD-LC law, when the iteration cycle continues, the tracking errors become smaller and smaller, the nonlinear control gains trend to be constant ones. Therefore, the convergence speed slowed down compared with the first few iteration cycles. On the other hand, for the ASL-PD control, the control gains increased from iteration to iteration, which accelerated the convergence speed. The tracking errors (after 8 iteration cycles using the ASL-PD control) were the same as those using the adaptive NPD-LC (after 16 or 20 iteration cycles). It means that the ASL-PD control has a faster convergence speed than the adaptive NPD-LC.

6.4.2 Trajectory Tracking of a Parallel Robot Manipulator

A two DOF parallel robotic manipulator shown in Figure 3.1 is used as an example; the physical parameters used in the simulation are listed in Table 6.5. The details for the dynamics of the parallel robot manipulator were discussed in Chapter 3.

<table>
<thead>
<tr>
<th>link</th>
<th>( m ) (kg)</th>
<th>( l ) (m)</th>
<th>( r ) (m)</th>
<th>( I ) (kgm(^2))</th>
<th>( \theta ) (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.4</td>
<td>0.2</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1.25</td>
<td>0.6</td>
<td>0.3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>0.8</td>
<td>0.3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.6</td>
<td>0.2</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
The end-effector of the manipulator is required to move from point A(0.7, 0.3), to point B(0.6, 0.4), and to point C(0.5, 0.5). The time duration between two nearby points is 0.25 seconds. The control was carried out at the joint level where the inverse kinematics is used to calculate the joint position and velocity associated with the specific path of the end-effector. The path was designed to pass through these three points with the objective of meeting the positions, velocities, and accelerations at these three points using the motion planning method in Ouyang (2002).

In this example, the control gains are selected as follows
\[ K_p^0 = \text{diag}\{20, 20\}, \quad K_d^0 = \text{diag}\{12, 12\} \]

The gain switching rule is set to be
\[ K_p^j = 2jK_p^0, \quad K_d^j = 2jK_d^0 \quad \text{for} \quad j = 1, 2, ..., N \]

Figure 6.13 shows the position tracking performance improvement for the two actuators from iteration to iteration. From it one can see that, at the initial iteration, the maximum position errors were about 0.11 and 0.38 rad, respectively; only after four iterations, the maximum position errors were reduced to 0.08 and 0.05 rad, respectively; Finally, after eight iterations, the maximum errors were reduced to 0.0003 and 0.0008 rad, respectively.

Figure 6.14 shows the velocity tracking performance improvement for the two actuators. At the initial iteration, the maximum velocity errors were about 1.17 and 2.68 rad/s in the two actuators, respectively. But after four iterations, the maximum values were reduced to 0.15 and 0.14 rad/s. After eight iterations, the maximum errors in the two actuators became 0.0046 and 0.0102 rad/s for velocity, respectively.
Figure 6.13 Position error tracking improvement from iteration to iteration.

It should be noted that, while the tracking performance improved from iteration to iteration, the torques required to drive the two actuators were nearly the same from iteration to iteration after a few iterations. This can be seen from Figure 6.15, especially for actuator 2 from the fifth iteration to the eighth iteration. It can be seen also from Figure 6.15 that the profiles of the required torques are very smooth even as the control gains became larger when the iteration number increased. Such a property is very useful for the safe use of the actuators and the attenuation of vibration of the controlled plant. It is noted that this property was missed in the switching technique used in the time domain.
Figure 6.14 Velocity error tracking improvement from iteration to iteration.

Figure 6.15 Required torque profiles from iteration and iteration.
6.5 Experiments for the Hybrid Control Systems

In this section, some experiments are conducted to verify the effectiveness of the proposed adaptive PD-type learning control laws for the trajectory tracking control of a parallel robotic manipulator.

6.5.1 Experiment Setup

A 2 DOF parallel manipulator shown in Figure 6.16 was used for the trajectory tracking where two servomotors drive the two input links directly. The desired trajectories for the two servomotors are defined as follows:

\[ q_1(t) = 2\pi \ast (6\frac{t^5}{t_f^5} - 15\frac{t^4}{t_f^4} + 10\frac{t^3}{t_f^3}) \text{ with } t_f = 4 \text{ sec.} \]

![Figure 6.16 Experiment setup for the hybrid control system.](image)
6.5.2 Experimental Results Using the Adaptive NPD-LC Law

In this experiment, four tests were carried out under different control parameters. For all four cases, the PD control gains are selected the same as follows.

\[ K_p = \text{diag}\{0.00002, 0.00002\}, \quad K_d = \text{diag}\{0.000002, 0.000002\}. \]

The nonlinear parameters are selected differently for each case as follows.

Case 1: \( K_{\text{max}} = 2.12 \), \( K_{\text{min}} = 1 \), and \( \alpha = 0.5 \)

Case 2: \( K_{\text{max}} = 2.3 \), \( K_{\text{min}} = 1 \), and \( \alpha = 0.9 \)

Case 3: \( K_{\text{max}} = 2.6 \), \( K_{\text{min}} = 1 \), and \( \alpha = 1.2 \)

Case 4: \( K_{\text{max}} = 2.9 \), \( K_{\text{min}} = 1 \), and \( \alpha = 1.5 \)

For each test, the experiments were performed from iteration to iteration at nearly the same initial condition. As the encoder used in the experiment was a relative one, one can not make sure that the initial position of each experiment was exactly the same from experiment to experiment. For case 2, Figures 6.17 and 6.18 show the adaptive NPD-LC results from iteration to iteration for joint 1 and joint 2, respectively. In the first iteration, the maximum tracking errors were about 0.25 rad for two joints. After 7 iterations, the maximum tracking error was about 0.03 rad for joint 1 and 0.02 rad for joint 2, respectively. From these two figures, one can see the trajectory performance improvement from iteration to iteration. The other three tests also demonstrated the similar conclusion.
Figure 6.17 Adaptive NPD-LC control results from iteration to iteration for joint 1.
Figure 6.18 Adaptive NPD-LC control results from iteration to iteration for joint 2.
Figure 6.19 Adaptive NPD-LC control results under different control parameters.
To examine the effect of the nonlinear parameters on the tracking performance using the adaptive NPD-LC method, Figure 6.19 shows the maximum tracking errors for the four cases from iteration to iteration. From this figure, one can see that, with the increase of the nonlinear parameters, the tracking performance can be improved. This conclusion coincides with that obtained from the simulation study and the theoretical analysis as presented previously.

### 6.5.3 Experimental Results Using the ASL-PD Control Law

In the experiments, for the ASL-PD control, the initial PD control gains are selected as: \( K_p = \text{diag} \{0.00002, 0.00002\} \), \( K_d = \text{diag} \{0.000002, 0.000002\} \), and the switching gain factor is set \( \beta = 2 \). It can be seen that the PD control gains of the ASL-PD control are selected the same as that of the adaptive NPD-LC. Figure 6.20 shows the experimental result from iteration to iteration. From this figure, one can see that the tracking performance improved clearly from iteration to iteration.

To demonstrate the effectiveness of the ASL-PD control, the ASL-PD control results were compared with the PD control results. For the PD control, the control gains were selected as: \( K_p = \text{diag} \{0.00022, 0.00022\} \), and \( K_d = \text{diag} \{0.00055, 0.00055\} \). It should be noted that the control gains obtained are almost the optimal ones for the PD control after the trial and error experiments.

Comparing the control gains in the PD control and the ASL-PD control, one can see that the proportional gains of the PD control only is ten times larger than that of the ASL-PD control, while the derivative gains of the PD control is 25 times larger than that of the ASL-PD control. The tracking errors using the PD control and the ASL-PD control are depicted in Figure 6.21. From this figure, it can be seen that the ASL-PD control obtained much better tracking performance for both of the joints than the PD control did where large control gains were used.
Figure 6.20 ASL-PD control results from iteration to iteration.
6.5.4 Comparison of the ASL-PD and the Adaptive NPD-LC

As shown in the previous two sections, the adaptive NPD-LC and the ASL-PD control could be used to improve the tracking performance of the parallel robotic manipulator. It should be noted that the convergence rate was different. Generally speaking, the ASL-PD control has a faster convergence rate than the adaptive NPD-LC. Figure 6.22 shows the comparison results obtained from the experiments. From this figure, one can see that the tracking errors after 5 iterations using the ASL-PD control were better than the tracking errors after 7 iterations using the adaptive NPD-LC. Such a conclusion agrees with the theoretical analysis and the simulation results as presented before.
Figure 6.22 Comparing results of the adaptive NPD-LC and the ASL-PD.

Figure 6.22 Comparing results of the adaptive NPD-LC and the ASL-PD.
6.5.5 Comments about the Experiments

The experiments performed in this section are based on some simplifications. The results are acceptable for the purpose of demonstrating the effectiveness of the proposed control algorithms, but they are not good enough for the accurate tracking of the system. The following problems have significant effects on the final tracking performance and need to be addressed in the real applications.

6.5.5.1 The initial position error problem.

The servomotor has only a relative position encoder. In the iteration running mode, one cannot ensure that the initial position is the same from iteration to iteration. This means that there are some initial position errors when the adaptive NPD-LC and the ASL-PD control are used in the experiments. The initial position error will affect the trajectory tracking performance of the control system. One solution for this problem is the use of an absolute position encoder.

6.5.5.2 The sampling timer problem

The second problem in the experiments is the inaccuracy of the sampling timer. In the learning control algorithms, the equation \( T_{j+1}(t) = T_j(t) + T_{j+1,th}(t) \) requires that the sampling timer be very accurate and be the same from iteration to iteration. Based on the experimental observation, it was very difficult to get the same sampling timer even when the high resolution timer in the Windows XP was used. The reason can be explained as follows. The Windows XP is a multiply task operating system, and there are a lot of system programs running at the same time. Because a timer's accuracy depends on the system clock rate and how often the application retrieves messages from the message queue, the time-out value is only approximate. The minimum value of the sampling timer is about 2 ms, or the sampling frequency is about 500 Hz. Such a sampling timer is not small enough for the purpose of trajectory tracking control. In addition, experiments showed that the sampling timer varied from 2 ms to 4 ms in a random pattern. In the
implementation of the experiment, the assumption of the equal sampling timer was applied to the control algorithms. Such an assumption was not always true. Therefore, the inaccuracy of the sampling timer directly affected the tracking performance. The solution to this problem is the use of a hardware device such as dSPACE which can provide the accurate and small sampling timer.

6.5.5.3 The velocity error problem

For the PD type learning control methods, not only the position information but also the velocity information is needed to form the PD feedback control. In the present experiments, only the position information was obtained from the relative position encoder. The actual velocity was estimated based on the current sampling position value and the previous one. In such a way, only the average velocity was obtained by calculation. Therefore, a smaller sampling timer yields a more accurate calculated velocity, one that is closer to the true instantaneous velocity. However, if the sampling timer of the encoder was large and inaccurate, the calculated velocity could become inaccurate too. The inaccuracy of the actual velocity affects the control torque and further affects the tracking performance of the control system. A possible solution to avoid the estimated velocity is to use a speed sensor such as a Tachometer.

6.5.5.4 The control gain tuning problem

The selection of the control gain is very important in the experiment. Small control gains will result in the large tracking errors, while big control gains may cause saturation of the system. In practice, the selection of the control gain depends on the desired trajectory and the configuration of the system and is based on the trial and error method. The purpose of the experiments conducted in this section was to demonstrate the effectiveness of the proposed PD type learning control algorithms, so little attention was paid to the selection of the control gain. A systematic procedure could be developed using the gain tuning method in the literature (Ellis, 2004).
6.6 Experiments of the Compliant Mechanical Amplifier

Based on the structure design discussed in Section 4.3, a prototype CMA was built from stainless steel using the wire EDM. In this section, the static experiments are conducted first followed by the dynamic experiments.

6.6.1 Experiment Setup

Several experiments were performed on the CMA to characterize its behaviour under various prestress conditions. The experiment setup is shown in Figure 6.23. In this setup, two PZT actuators (AE0505D16, size 20 x 5 x 5, Tokin) were installed between the two driving links and a mechanism was used to adjust the prestress of the PZT actuators. A high voltage amplifier (ENV 400, Piezosystem Jena) was used to supply high voltages about 150 V. To measure the displacement of the PZTs, the strain gauges were glued to two sides of PZT actuators and acted as a pair. The strain gauges were calibrated using the Kaman measuring device (SMU-9000). An eddy current sensor (15N-001, Kaman SMU-9000) with high resolution (10 nm) and precision (0.1% of the full range) was used to measure the output displacement of the compliant mechanical amplifier.

Figure 6.23 Experiment setup of the CMA.
6.6.2 Experiment procedure

For the static experiments, the dSPACE hardware was used as the controller. The PZT actuators were driven by the PZT amplifiers through the control of the input voltage. The stroke of the PZT actuators was measured using the strain gauge attached to the PZTs and then obtained by the controller through the ADCs of the dSPACE. The output of the CMA was captured using the eddy current sensor and recorded by a voltmeter. Figure 6.24 shows the schematic of the experiment setup.

![Figure 6.24 Schematic of the CMA experiment setup.](image)

For the dynamic experiments, the PZT amplifiers were directly connected with the signal generator of the dynamic analyzer where a pseudo random signal was produced, and the output of the CMA measured by the sensor was sent to the dynamic analyzer also. In such a way, the dynamic analysis was completed by the dynamic analyzer and the results were recorded.

6.6.3 Experiment Results and Discussions

6.6.3.1 Static experiment

The purpose of the static experiments was to examine the amplification ratio of the designed CMA and the repeatability of the experiments. Three different prestress conditions (low, middle, and high prestress) were performed. In each prestress condition,
three tests were completed. Figures 6.25 to 6.27 show the experiment results for these three cases. In the experiments, the PZT actuator was given a voltage increase of 16V for each step test. The PZT displacement was measured through the calibrated strain gauge. From these three figures, one can see that the CMA can produce about 200 μm displacement when the PZT actuator applied a voltage of 112V. The repeatability of the experiments was very good for all three cases. Also one can see that with the increase of the prestress, the amplification ratio increases as well. The experiment results are quite agreeable with the FEA results.

Figure 6.25 Static experiment of the CMA – Case 1.
Figure 6.26 Static experiment of the CMA – Case 2.

Experimental results for large prestress

Figure 6.27 Static experiment of the CMA – Case 3.
6.6.3.2 Prestress effects

To hold the PZT actuator in the CMA and to help prevent separation, the CMA is preloaded by manipulating the prestress adjuster. In this circumstance, the prestress exists in the system, and it will affect the amplification ratio of the CMA. Figure 6.28 shows the experiment results under different prestress conditions.

From this figure, one can see that with the increase of the prestress acted on the PZT actuator, the amplification ratio will increase as well. Such a phenomenon can be explained as follows. Different prestress will produce different initial height $h$ of the CMA. The larger the prestress the smaller the initial height $h$. According to the discussion in Section 4.3, a small initial height $h$ will produce a big amplification ratio. Therefore, the experiment results coincide with the theoretical analysis. From this figure, one can also see that the prestress affected the displacement of the PZT actuator driven by the same voltage. A large prestress acted on the PZT actuator made the PZT actuator
more difficult to extend. From Figure 6.28, one can see that the amplification ratio is about 14 ~ 19 for different prestress conditions.

6.6.3.3 Dynamic experiment

For a precision mechanical amplifier, a wide dynamic operating range is needed. The purpose of the dynamic experiment was to obtain the characteristics of the designed CMA. The HP dynamic analyzer was used to perform the frequency response measurement and analysis for the output displacement of the CMA using the SMU-9000 instrument as a sensor. In the dynamic experiments, the pseudo random signal excitation produced by the analyzer was used as the input signal. Figures 6.29 and 6.30 show the frequency responses of the CMA system that includes the PZT actuator and the prestress adjustment mechanism for two different prestress conditions. From these two figures, it can be seen that the prestress has no effect on the first natural frequency (about 620 Hz). This result coincides with the theoretical analysis result.

In summary, the static and dynamic experiments demonstrated that the CMA has a large amplification ratio and a high natural frequency that are the essential requirements in the building of the hybrid motion mechanism developed in this thesis.
Figure 6.29 Dynamic response of the CMA – Case 1.
Figure 6.30 Dynamic response of the CMA – Case 2.
6.7 Conclusions

In this chapter, simulations and experiments were presented to demonstrate the effectiveness of the hybrid control systems developed in this thesis. Specifically, Several examples were used in simulation to test the effect of the PD type learning control laws and to demonstrate the unique features of wide ranges in choosing control gains and the improvement of convergence rate for the PD-OLC, the adaptive NPD-LC, and the ASL-PD control. Experiments were also carried out for a parallel robotic manipulator using the developed hybrid control systems. All the experiment results have shown the effectiveness of the adaptive NPD-LC and the ASL-PD control systems. Further, the ASL-PD was shown to have a faster convergence rate than the adaptive NPD-LC. In addition, the static and dynamic experiments for the CMA prototype were performed. Experiment results have shown that the amplification ratio is about 14 ~ 19 and the natural frequency is about 620 Hz for the CMA; such a performance with the mechanical amplifier is superior to all those existing mechanical amplifiers to the author’s best knowledge.
7. CONCLUSIONS AND FUTURE WORK

7.1 Overview and Conclusions

This thesis study was aimed to develop theories and methodologies for the hybrid systems. Specifically, three hybrid systems were studied in this thesis, and they are: (1) the hybrid actuation system, (2) the hybrid motion system (mechanism), and (3) the hybrid control system.

This thesis study was started with an extensive review of the state-of-the-art of the hybrid systems. The problems associated with the three types of hybrid systems were identified. The motivation of the research described in this thesis was to overcome those problems. The thesis first presented a general architecture of the hybrid system based on the function-behaviour-structure model (Lin and Zhang, 2003; Zhang et al., 2005). This architecture is useful to bring in three kinds of hybrid systems to a common ground. In fact, with this architecture, more types of hybridization could be developed.

Next, a hybrid actuation system was discussed where its drive system integrates a servomotor and a CV motor. A general strategy for controlling the hybrid actuation system was developed which incorporated the speed fluctuation in the CV motor into the controller designed for the servomotor. Both the theoretical analysis and experiment demonstrated the effectiveness and robustness of the controller for the servo motor in the hybrid actuation system.

After that, a design strategy was proposed the hybrid motion mechanism where the micro motion and the macro motion are combined into one compliant mechanism. In this design, the main feature of the hybrid motion mechanism different from the
traditional macro-micro motion mechanism is that a compliant mechanism serves as a framework where the DC motor (for a macro motion) and the PZT actuator (for a micro motion) were integrated. Further, this compliant mechanism follows a parallel robot architecture, in which a new type of compliant mechanical amplifier was developed. The design, modeling, and optimization of the hybrid motion mechanism were discussed in detail.

In this thesis, the hybrid control systems were applied to the iteration domain through different learning strategies. Specifically, three different PD type learning control laws were developed to deal with the tracking control problem with different systems. The PD type online learning control system was developed for a nonlinear time-varying system with uncertainties and disturbances where the hybrid control occurs in the iteration domain. The adaptive NPD learning control was proposed for the trajectory tracking of robotic manipulators. The ASL-PD control system was developed to further improve the convergence rate in the learning process in which the control gains were switched from iteration to iteration.

Validation of the developed theories and methodologies for the hybrid systems was performed through both simulation and experiments. Simulation studies were presented for the hybrid actuation system and the hybrid control systems. Experiment tests for the trajectory tracking of a parallel robotic manipulator were carried out using the hybrid control systems. In addition, the static and dynamic experiments were presented for the proposed CMA.

The general conclusion of this study is that hybridization of physical entities is very promising to enhance the intelligent behaviours, and in the hybridization process, the FCBS architecture is useful to providing a framework within which hybridization of physical entities can be carried out in a systematic way. For instance, one could consider a hybrid end-effector system, and a hybrid sensor system.

Specific conclusions include:
(1) The control method for the hybrid actuation system in the literature, in which the CV motor is substituted by the servomotor with a constant velocity profile when designing a controller, is inadequate; a more sophisticated control strategy as well as method can be developed to effectively control the hybrid actuation system.

(2) The symmetric five-bar structure using the compliant mechanism concept is the most promising structure for mechanical amplification.

(3) It is possible to design a so-called parallel hybrid motion system, especially the macro-micro motion system, which conceptually eliminates the interaction problems in the serial macro-micro motion system.

(4) The hybrid control system, especially the one which combines the iteration domain and the time domain, is very promising in terms of its convergence rate and trajectory tracking error.

7.2 Major Contributions of the Thesis

The following contributions have been made through this thesis study.

First, in this study a new control algorithm for the hybrid actuation system was developed, and its stability was proved. This control algorithm could achieve excellent performance for the hybrid actuation system where CV motor was truly used. The existing hybrid actuation system uses a servomotor to simulate the CV motor, which departs from the real situation. In other words, the existing hybrid actuation systems can not be practical.

Second, a new topology for mechanical amplifier was developed, which is based on the symmetric five bar structure. Based on this new topology, a CMA was designed. The unique features of the CMA are the large amplification ratio and high natural frequency. Note that the mechanical amplification mechanism is very important in the micro-
motion technology, in particular in the need of having the motion with a long range yet high accuracy.

*Third*, a hybrid motion mechanism was designed where micro motion and macro motion are integrated into one compliant mechanism. The micro motion is provided by the PZT actuators installed in the CMA and the macro motion is supplied by the DC servomotors connected to the base of the CMA. The unique feature of this hybrid motion mechanism is the elimination of the interface between the micro motion and the macro motion. Note that such an interface is a source of position errors.

*Fourth*, Two types of hybrid control systems were developed that can be viewed as the extension of the switching control and the sliding control. The first type of hybrid control systems was a combination of switching control and compensation control, and it was applied to the control of the hybrid actuation system. The second type of hybrid control systems is PD type iterative learning control systems where the PD feedback control and feedforward control based on the direct learning strategy are combined together in the iteration domain. The PD type iterative learning control system is the online learning control and can be used to control the hybrid motion system and the generic robotic systems. Specifically, the PD type online learning control, adaptive NPD learning control, and the adaptive switching learning PD control were developed, and their convergence behaviours were verified. The developed hybrid control systems possess the adaptive property by means of their designed NPD controller or the gain switching strategy.

*Finally*, the verification of the developed hybrid systems was fulfilled through simulation and experiments. For the hybrid actuation system, the interaction problem between the servomotor and the CV motor was resolved very well using the developed hybrid control algorithm, and good tracking performance for the servomotor was demonstrated by simulation study. For the hybrid motion mechanism, the large amplification ratio and high natural frequencies with the proposed CMA were experimentally verified. The optimization of the hybrid motion mechanism was achieved
through the finite element analysis and the Taguchi method. For the hybrid control systems, both simulation and experiments demonstrated that the proposed hybrid control systems had a fast convergence rate and good trajectory tracking performance.

7.3 Future Research Work

There are a couple of limitations with the present study, which derive suggestions of future research work.

First, in the present study, only the simulation study for the hybrid actuation system was performed to verify the effectiveness of the developed control system. A more detailed experimental study is needed in the future, including the measurement of speed fluctuation in the CV motor, how flywheel affects some other dynamics of the system such as vibration of the whole machine system. Furthermore, it is worth to investigate whether the hybrid control system developed in Chapter 5 could be applied to the hybrid actuation system.

Second, the present study has not provided rationale for determining the level of the design variables when using the Taguchi method for the optimization of the hybrid motion mechanism. The future study is directed to determine the optimal level of variables in a continuous domain. This is because the fuzzy set and fuzzy logics could model such imprecise information during the discretization of continuous domain variable. It is expected that, by doing so, the hybrid system can be further optimized. Moreover, for design optimization using the Taguchi method, the current approach considered only two objectives, namely the maximum orientation and the minimum stress. When there are more than two objectives whether the Taguchi method can still be applied with some modifications is worthy of study.

There are some other perspectives leading to suggestions for future work. First, in the hybrid motion system, the resource allocation between the DC motor (for macro motion)
and the PZT actuator (for micro motion) is an interesting issue. This issue also makes sense to the hybrid actuation system, namely what should be an “optimal” resource allocation between the actuators (a CV motor and a servomotor). The gateway to tackle this issue is to understand tasks. Second, in general, there is a scalability issue here, i.e., whether the design methodologies developed in the present study can be applied to a “large” hybrid system. By large, it is meant that a hybrid system could be built with hybridization at more than one level, e.g., hybrid actuation, hybrid motion, and hybrid control. Another situation which makes a hybrid system grow is that the number of physical entities brought into a hybridization process increases, e.g., two CV motors and one servomotor for the hybrid actuation system as defined in this thesis. For this particular case, the question is, for example, how the resource of the servomotor should be allocated to the two corresponding CV motors.
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