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ABSTRACT 

A bulk electric power system is composed of generating units, 

transmission lines, transformers and loads. The complexity varies from one 

system to another, but the associated technical problems are basically the 

same. It is not uncommon to find power systems which have more than ten 

thousand buses. As a rule of thumb, about one fourth of these buses will have 

generators connected to them. A typical planning procedure involves 

examining the adequacy of the transmission and generating capacities by 

testing the ability of the system to supply the load demand under specified 

contingencies. The planner usually studies the stability of the system for a 

set of disturbances such as a three phase fault near a generation bus. This 

planning procedure does not account for the probabilistic or stochastic nature 

of system behavior, of customer demands or of component failure. The need 

for probabilistic evaluation of system behavior has been recognized for some 

time and techniques are slowly being developed. 
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There is a considerable interest in the application of probability 

techniques in quantitative evaluation of power system reliability. Probability 

methods are being used extensively in the area of static adequacy 

assessment, however, their application to power system security evaluation 

have not received the same degree of attention. In this thesis, an approach to 

security evaluation of a composite power system is proposed. This approach 

incorporates both steady state and transient state considerations in the 

reliability evaluation of composite power systems. 
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1. POWER SYSTEM RELIABILITY CONCEPTS 

1.1. Introduction 

The fundamental objective of an electric power system is to supply its 

customers with electric energy as economically as possible and with a 

reasonable assurance of continuity and quality. The increased dependence of 

modern societies on electric energy has led to the recognition of the need for 

both high reliability of service and for methods of assessing and improving 

power system reliability. It is impossible to attain a system reliability of one 

hundred percent, regardless of the amount of time, effort and money spent. 

Power system designers, planners and scientists have, therefore, always 

directed their efforts towards achieving the maximum possible system 

reliability at an affordable cost. 

In General, the term reliability can be defined as a measure of the 

overall ability of a system to perform its particular function. The term 

reliability, however, has a wide range of meaning when applied to power 

systems. A simple but reasonable subdivision of system reliability is shown in 

Figure 1.1. This figure represents the two basic aspects of power system 

reliability, system adequacy and system security . 
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System adequacy relates to the existence of sufficient facilities within 

the system to satisfy the consumer load demand. These include the necessary 

facilities to generate sufficient energy and the associated facilities to transmit 

and distribute this energy to the different customer load points. System 

adequacy, therefore, is associated with the static conditions which do not 

include system disturbances. 

Figure 1.1: Subdivisions of power system reliability 

System security, on the other hand, relates to the ability of a system to 

respond to disturbances and perturbations arising within that system. 

System security, therefore, involves the dynamic behavior of the system and 

may require dynamic studies such as transient and voltage stability analysis 

which involves detailed modeling of the power system control and protection 

equipment. 

It is clear that adequacy assessment and security analysis deal with 

quite different reliability issues and involve different assessment techniques. 

It is important to realize that most of the probabilistic techniques presently 



available are in the domain of adequacy assessment [1-4]. The work described 

in this thesis is related to the area of power system security analysis. 

The evaluation techniques used in reliability analysis of power systems 

can be categorized in terms of their application to three basic segments of a 

complete power system. These segments are the functional zones of 

generation, transmission and distribution. Functional zones can be combined 

to create Hierarchical Levels (HL). The hierarchical levels created can be 

used in the evaluation of power system reliability. Figure 1.2 shows the 

different functional zones and the hierarchical level structure. 

Generation Facilities 

Distribution Facilities 

Hierarchical Level I 
(HLI) 

Hierarchical Level II 
(HLII) 

Hierarchical Level III 
(HLIII) 

Figure 1.2: Power system functional zones and hierarchical level structure 

Hierarchical level I (HLI) is concerned with only the generation 

facilities. In HLI, the reliability of the transmission and its ability to transfer 

the energy to different system load points is ignored. The system in this case 

is represented by a one single bus which has both the total system generation 
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and the total system load connected to it. The objective of HLI evaluation is to 

the assess of the ability of the total system generation to meet the total 

system load demand. In HLII studies, the simple generation-load model is 

extended to include the transmission facilities. The objective of HLII 

assessment is to evaluate the ability of the composite generation and 

transmission system to satisfy the load demand at the major load points. 

HLIII studies are concerned with the overall assessment of the three 

functional zones. HLIII reliability indices assess the ability of the entire 

power system to serve the actual customers 

1.2. Composite Power System Reliability Assessment 

A composite or bulk power system contains two basic component types: 

generating units and link elements which could be either transformers or 

transmission lines. Reliability assessment of composite power systems is a 

complex task and the computation time required in the analysis can be quite 

significant. This is due to the large number of contingencies which must be 

considered and the associated computer simulation routines such as load flow 

and transient stability. The available programs [1-4] for composite power 

system reliability evaluation are generally based on one of two approaches: 

the analytical or enumeration technique and the Monte Carlo simulation 

method. Only the enumeration technique will be considered in this thesis. 

Irrespective of the approach, the general composite power system evaluation 

procedure consists of determining: 

1. contingencies that cause limit violation(s) and 

2. the associated limit violation(s). 
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Operating power systems can face a wide range of system problems. 

Figure 1.3 presents the major system problem categories. Circuit overloads 

and abnormal voltages can be corrected by remedial action(s) such as 

generation rescheduling and load shedding. These kinds of disturbances 

contribute to both the adequacy and the security indices. Contingency testing 

for these categories can be done with steady state analysis tools such as load 

flow as discussed in Chapter 2. Instability and voltage collapse problems may 

lead to shutdown of some segments of the system. The outcome of such 

problems depends on the system dynamic behavior. These types of 

disturbances contribute only to the security indices. 

System Problems 

Partial load curtailment Blackout possibility 

Circuit overload 

Abnormal voltage (Voltage collapse 

Instability 

Figure 1.3: Causes and results of system problems 
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1.3. Composite Power System Security Evaluation 

Most of the research done in composite power system reliability 

evaluation is in the field of adequacy assessment [1-4]. The area of security 

evaluation has not received the same degree of attention and there is no 

unanimity in regard to appropriate techniques or criteria. There are two 

major problems associated with incorporating transient behavior in power 

system reliability analysis. The first problem is the extensive CPU time 

required for the analysis. This is due to the large number of stability analyses 

required in a practical system. The second obstacle is that there are no 

adequate simplified criteria to decide which situations are transiently 

dangerous [5,6,7]. Security indices expressed in probabilistic terms are still 

undeveloped [5,6]. This thesis examines this problem and proposes an 

approach to incorporating quantitative security assessment into the power 

system reliability framework. 

1.4. Scope and Objective of the Thesis 

The work described in this thesis is concerned with composite system 

(or HLII) security evaluation. This assessment includes testing the ability of 

a system to respond to disturbances and perturbations arising within that 

system. This involves examining the steady state performance of the system, 

and simulating the transient behavior of the system. A direct approach to this 

problem requires a full ac load flow analysis and a transient stability analysis 

for each contingency, followed by a check for limit violations. A framework for 

incorporating security considerations is proposed in Reference [8]. and 



extended in Reference [9]. In this thesis, the modified framework is extended 

to include the transient behavior of the system under study. 

As noted earlier, the basic approaches in composite system reliability 

analysis are: the contingency enumeration method and the Monte Carlo 

method. The contingency enumeration approach, which utilizes a selection 

algorithm, is used in this thesis to quantify the different system operating 

states indices. If, in the course of examining each contingency, a line is found 

to be overloaded, a voltage deviation problem is detected or a transient 

problem is found, then corrective action is taken without any load 

curtailment if possible. If load curtailment is needed, linear programming 

methods are utilized to perform this function. 

The basic objective of this research work was to develop a 

comprehensive technique for quantifying the various system states associated 

with recognizing power system security considerations in the reliability 

evaluation of a composite power system. 

1.5. Thesis Outline 

Following the introduction in Chapter 1, Chapter 2 mainly describes 

the adequacy evaluation methodology used in a digital computer program 

COMREL (COMposite systems RELiability evaluation) developed by the 

Power System Research Group at the University of Saskatchewan. COMREL 

utilizes the contingency enumeration approach to evaluate the adequacy of 

composite power systems. Chapter 2 contains a complete detailed review of 

the network solution techniques, state space modeling of the system 
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components and the adequacy indices. A brief description of the Roy Billinton 

Test System (RBTS) [10] is presented. The computer program COMREL is 

utilized to compute the composite system adequacy indices for the RBTS. 

Chapter 3 concentrates on studying security constrained adequacy in 

composite power systems. The security constraint set developed by Billinton 

and Khan [11] is used to quantify different system operating states. The 

existing security constraint set [11] contains only steady state constraints. 

The application of this method is illustrated in this chapter using the RBTS. 

In Chapter 4, a review of transient stability solution techniques is 

briefly presented and the probabilistic aspects of transient stability 

discussed. In this chapter, the concept of quantifying transient performance 

in composite power systems is presented and the analytical evaluation 

procedures proposed by Billinton and Kuruganty [5,6] are implemented. A 

digital computer program has been developed and used to assess transient 

performance of electric power systems. This program has been used to 

evaluate the transient performance of the RBTS and the results are 

presented in this chapter. 

The basic objective of this research work is realized in Chapter 5, in 

which a new constraint set called the "transient constraint set" is developed 

and used together with the existing steady state constraint set to form an 

overall security constraint set. The overall constraint set is used in this 

chapter to detect different system operating states and to evaluate the 

security of the RBTS. 
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Chapter 6 illustrates an application of power system expansion 

planning utilizing a risk index designated as the Composite System 

Operating State Risk (CSOSR). The CSOSR is assessed in this chapter 

utilizing the comprehensive security constraint set described in Chapter 5. 

The application to composite generation and transmission system expansion 

planning is illustrated in this chapter utilizing the RBTS. 

The conclusions of this thesis are presented in Chapter 7. 



2. COMPOSITE POWER SYSTEM ADEQUACY 

EVALUATION 

2.1. Introduction 

Composite power system adequacy evaluation can be defined as the 

assessment of the ability of the generation and transmission system to supply 

sufficient and suitable electric energy to the major system load points. In 

general, the transmission system which links the generating units and the 

major load points can not be represented by a simple series/ parallel system 

and hence can not be reduced using a direct reduction technique. The 

contingency enumeration approach can be and has been used to evaluate the 

adequacy of composite power systems [12-14]. The basic procedure involves 

the selection and evaluation of contingencies, the classification of each 

contingency according to certain criteria and the accumulation of adequacy 

indices. The basic steps in the quantitative reliability assessment of a 

composite power system using the contingency enumeration approach are 

shown in Figure 2.1. The basic decisions [14] which have to be made 

regarding the procedure used for a given adequacy study are as follows: 

1. selection of an appropriate network solution technique, 

2. selection of an appropriate set of corrective actions, 

10 
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3. selection of appropriate contingency levels for both generating 

unit and transmission line outages, 

4. consideration of station originated and common cause outages 

and 

5. calculation of an appropriate set of adequacy indices. 

The first step in the adequacy evaluation is to select an appropriate 

network solution technique. There are many techniques which can be used in 

the analysis. The selection of a technique depends mainly on the objective of 

the adequacy study and the adequacy criteria used. 

System study with corrective action if necessary 

Yes 

Remedial action for correcting the system 

V 
Calculate adequacy indices 

Figure 2.1: Contingency enumeration approach for composite power system 
adequacy evaluation 
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After selecting the appropriate network solution technique, it is 

necessary to determine the appropriate corrective actions which should be 

utilized. This selection should take into consideration, management, design 

and planning constraints. The output of the study may also have to be related 

to consumer expectations, the standard of living and the economic and social 

consequences associated with electrical supply interruptions. 

It is time consuming to consider all possible contingencies in an 

adequacy evaluation study. In order to limit the number of contingencies, 

fixed or variable criteria should be considered. Fixed criteria could involve 

selecting a certain level of contingencies to be considered in the analysis such 

as second or third level contingencies. The variable criteria could be in the 

form of cut-off limits for frequency, probability or ranking. This chapter 

discusses each of the decisions which should be taken during the adequacy 

evaluation process and illustrates them by application to a test system. 

2.2. Network Solution Techniques 

The application of the contingency enumeration approach to a practical 

configuration requires a large number of network solutions. Depending on the 

adequacy criteria employed and the intent behind the study, various 

techniques are available to analyze the adequacy of a power system. The 

three main analytical techniques are: 

1. network flow methods, 

2. dc load flow methods and 

3. ac load flow methods. 
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The simplest approach is to treat the system as a network flow model 

[15,16] in order to examine the continuity of power supply at various load 

centers. Approximate load flow techniques such as dc load flow are simple 

and fast. The major problem with dc load flow is that it does not provide an 

estimate of the bus voltages and the reactive power generated. If the bus 

voltages and/or the reactive power generated by the generating units are 

important concerns, then an ac load flow should be utilized [17]. The 

conventional load flow techniques such as Gauss-Seidel, Newton-Raphson, 

and second order techniques are rarely used in adequacy evaluation because 

of the large storage and the high computational time that they require. A 

"fast" ac load flow technique, such as the decoupled load flow, is often used in 

adequacy assessment because of its limited storage and speed requirements. 

The following is a brief summary of the three main network solution 

techniques. 

2.2.1. The network flow method 

The linear network flow method or transportation model is the 

simplest network model as the only concern is the movement of a particular 

commodity from a number of sources to a number of demand centers. The 

network flow method can be used in certain power system studies. In this 

case, the generator buses represent network sources and the load buses 

represent the demand centers (sinks). Continuity of supply at the load points 

and the limitations on the generated power and the transmission line 

carrying capabilities are the major points under investigation. The network 

flow model solution can be formulated either as a maximum flow or minimal 
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cut problem or as a linear programming problem [15]. The mathematical 

formulation of the network flow method is as follows: 

For a certain power network G = [N ; A] which has only one generator 

bus (source) s and one load bus (sink) t, the mathematical formulation of the 

network flow is given by Sullivan [16]. 

Maximize F subject to the following two constraints 

F , i=s 

If(0) — 1f(i,j)= 0 , 
jEA(i) jEB(i) —F, i = t 

and 

(2.1) 

f(i,j) c(i,j) for all (i, j) e A (2.2) 

where: 

A is a set of arcs (transmission lines and/or transformers), 

N is a set of nodes (buses), 

c (i, j) is the maximum load carrying capacity of the arc between nodes 

i and j, 

A(i) is a set in which (j ENI (i, j) e A), 

B(i) is a set in which (j E N I (i , E B) and 

F is the load flow from s to t. 
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Equation 2.1 shows that the outgoing net flow from node i is F while the 

outgoing net flow from node j has the same value but in a negative form and 

the net flow from any intermediate node is zero. Equation 2.2 shows that the 

flow in each arc must not exceed the maximum flow that can be carried by 

the arc. 

In practical power systems, there is more than one generator (source) 

and more than one load bus (sink). The problem in this case can be solved by 

combining each two nodes repeatedly and finally creating a simple single 

generator (source) and one sink (load bus) problem. The network flow method 

is an approximate method that does not satisfy Kirchhoff s voltage law. It is 

used in certain power system reliability studies [181 because of its 

computational efficiency. 

2.2.2. The dc load flow method 

The dc load flow method is one of the most direct approaches that can 

be applied in power system contingency studies. Bus voltages, VAR, effects 

and system losses are not considered in the analysis. There are three 

assumptions made in deriving the linear model of the load flow problem. 

These assumptions are: 

1. the voltage magnitude at all buses is equal to unity, 

2. the resistance of all lines is neglected and 

3. the phase angle difference between any two buses is very small and 

therefore the cosine of the angle difference is z o while the sine is 

equal to L. 
0 
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The following is the linear model used in the approach: 

[P] = [13] [8] 

where: 

[P] is the vector of bus power injection, 

[B] is the system susceptance matrix and 

[5] is the vector of bus phase angles. 

(2.3) 

The bus phase angle vector can be obtained by solving Equation 2.3. A rapid 

solution can be found by factoring the system susceptance matrix and hence 

the individual branch flow is calculated by: 

—
P. = 

51 

Xu

where: 

Pij is the power flow from bus i to bus 

, 5./ is the phase angle at bus i and j respectively and 

XLj is the reactance between bus i and bus j. 

(2.4) 

A simple fast correction formula called the Sherman-Morrison 

correction formula [9] is used instead of building and factoring the 

susceptance matrix for each contingency. 
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2.2.3. The fast decoupled load flow method 

The fast decoupled load flow method is a fast approximate ac load flow 

solution technique. The fast decoupled load flow algorithm developed by Stott 

and Alsac [19] is applied in evaluating the adequacy of composite power 

system reliability in Reference [20]. 

The general power mismatch for all system buses except the swing bus 

can be found using the following equation: 

rApi.p/ J2T AS
LAQi LJ3 J4 AV /Vi 

where: 

(2.5) 

AP i is the active power mismatch at bus i, 

AQ i is the reactive power mismatch at bus i, 

• - e14 are submatrices of the Jacobian matrix, 

• i is the increment in the phase angle of the voltage at bus i, 

AV i is the increment in the magnitude of the voltage at bus i 

and 

V i is the magnitude of the voltage at bus i. 

The terms of the Jacobian matrix are the partial derivatives of P and Q with 

respect to V and 8. 
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The coupling between changes in real power and voltage magnitude 

and between changes in the reactive power and phase angle is small and 

ignored in the decoupled load flow approach. The following are the decoupled 

equations derived from Equation 2.5 by neglecting the noted weak coupling : 

[AP] = [h] [A8]. 

Similarly 

[6,0 = [-14] [Ay /is 

In practical systems, the following assumptions are valid 

cos ( Si - j ) 1, 

gij sin ( Si - 3j) << bij and 

Qi « bii Vi2

where: 

(2.6) 

(2.7) 

gij -j bij is the series admittance between bus i and bus j, 

Si and Sj are the phase angle of the voltages at bus i and j 

and 

Qi is the reactive power at bus i. 

Using the above assumptions, Equation 2.6 and Equation 2.7 can be 

simplified as follows: 
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[AP] = [v [A8] (2.8) 

and 

[AQ]=[VB"V] [AV /V]. (2.9) 

After making further physical justifications [19], the final decoupled 

load flow equations are given below: 

and 

[Ap Iv ]= [13.][6,8] (2.10) 

[AQ /V ]=1/3"1[AV] . (2.11) 

Both matrices [B'] and [B"] are real, sparse and contain only network 

suceptances. Since [B'] and [B"] are constant, they need to be factorized only 

once at the beginning of the iterative process. Both voltage magnitude and 

phase at all load buses and voltage phase angles at generator buses except 

the swing bus are modified as shown below: 

and 

= + [A6] (2.12) 

[V]new = [V]oid + [AV]. (2.13) 
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Both active power mismatch matrix [AP] and reactive power mismatch 

matrix [4Q] are calculated for the new values of the voltages and phase 

angles. Equations 2.8 and 2.9 are iterated in some defined manner towards 

an exact solution i.e. when power mismatch is less than the tolerance. When 

a contingency occurs in the system, the Sherman-Morrison formula [40] can 

also be applied to find the new voltages and bus angles. 

2.3. Sherman-Morrison Correction Formula 

Instead of rebuilding and factorizing the system admittance matrix for 

each line and/or generator contingency, a simple fast correction formula is 

used to adjust the base case solution to effectively represent the line and/or 

generator outage. This correction formula is called the Sherman-Morrison 

corrective formula [9]. This formula is applicable to both the dc and the 

decoupled load flow solution techniques. 

Using the original factorized system admittance matrix and the base 

case solution vector, the correction factors can be computed by one forward 

and backward substitution. Multiple lines and/or transformers outages can be 

represented by applying the formula recursively and updating the solution 

vector at each step. 

2.3.1. Application of the correction formula to dc load flow 

The base case dc load flow solution given by Equation 2.3 can be 

rewritten as: 
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[8] = [B]-' [11 (2.14) 

where all the quantities given in the above equation are already defined. The 

outage of element 1 (line or transformer) connecting buses i and j can be 

reflected in the susceptance matrix [B] by: 

[B]nen, = [B] + b[m][m]t (2.15) 

where: 

b is the negative line susceptance and 

[m] is a column vector with all elements zero except element i which 

is (+1) and element j which is (-1). 

The Sherman-Morrison corrective formula (SM) is now applied and the 

following equations obtained: 

[B]-1, = [B]-1 -c[B]-1[m][m]r[B]-1 (2.16) 

Or 

[B]l = [B]-' - 44[14 [B]-' 

where: 

(2.17) 
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[Z] .[B]-1[m] , 

c ={11b +[in] t [B]-' [m]} 

= + — Zi . 

From Equation 2.14 the solution to the outage problem is 

[8]., = {[B]-1 — c[Z][m]`[B]-11[P] 

= [8] — c[Z][m]r[B]-1[P] 

= [8] — c (8i — 8i) [Z] 

= [8] + [08] . 

(2.18) 

Equation 2.18 can be applied recursively for multiple contingencies as 

follows: 

[ad = [so] [4][mir [so]
[ad = [ad -c2[z2][m2r [ad 
[83] = [52] -C3 [4][m3]t [52] . 

(2.19) 

Where the subscripts 0,1,2,3 represent the base case, single, double and triple 

contingency respectively and 

[zi] = 
[z2] = [Z1 ][14 [ B]-i [11721 

= [I] - [Z2limdt }[B]-'  [Ind 

[ Z3] = [I] c2 [Z2 ][ind t }{ [I] [Z1 ][ml]t }[B]-1 [ Ind , 

(2.20.a) 
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The values ci, c2 and c3 can be calculated from the following relations 

,.{i/b,±[mdr[z]r, 
c2.11/b2+[,]t[z2]r, 
c3.11,b3+,,n3,[73]1-1. 

(2.20.b) 

2.3.2. Application of the correction formula to the decoupled load 

flow 

Both Equations 2.10 and 2.11 can be represented in the base case 

problem as follows: 

[X] = [Bo][4]. (2.21) 

In the above equation, the [Yo] represents the solution vector which could be 

either voltage magnitude or phase angle. For a contingency on the element 1 

(line or transformer) that connect buses i and j, the modified susceptance 

matrix is given by Equation 2.15 as: 

[B1] = [Bo] + b[m][m]` • 

The iterative process is repeated using the original factorized susceptance 

matrix with a correction to the solution vector [Yo] and at the end of each 

iteration a correction is done using Equation 2.19. The solution in this case is: 

= [4]— c[z][m]` [Y0] 
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In the case of multi-contingency situations, the above process can be 

applied recursively. In a same manner, a set of equations can be derived 

similar to that of Equations 2.20. 

2.4 State Space Models 

In order to assess the probability, frequency and duration measures of 

system reliability, component modeling using state-transition diagrams is 

required [21]. The following sections illustrate the modeling of single and 

multiple components. Common cause and station originated outages are also 

presented. 

2.4.1. Single component model 

The basic state transition diagram for a single component is shown in 

Figure 2.2. In this diagram, ?. and µ represent the component failure and 

repair rates, respectively. The usual unit of both X and µ. is Year-1. 

14State 1 

UP 

State 2 

  Down 

Figure 2.2: Single component two state model 

The reliability measures of availability and frequency, for this model are 

given by [21]: 
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Availability or the probability of being in state 1: 

= = pi, A=  
1.1 

µ+X m+r 

Unavailability or the probability of being in state 2: 

 = P2, U= g+A, m+r

(2.22) 

(2.23) 

Frequency of transfer from state 1 to state 2: 

112 = AO, and (2.24) 

Frequency of transfer from state 2 to state 1: 

f21=Ux11, (2.25) 

where: 

m is the mean in-service time and equals to l/? , 

r is the mean outage duration and equals to 1/p. . 

The summation of the Availability and the Unavailability must equal 1 

and the frequency of transferring from state 1 to state 2 (failure frequency) is 

equal to the frequency of transferring from state 2 to state 1 (restorative 

frequency). The failure and repair rates are the basic data needed to model 

any single component. 
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2.4.2. Multiple component model - Independent overlapping outages 

The main assumptions in the case of independent overlapping outages 

are: 

1- the occurrence of one outage does not affect the probability of 

occurrence of other outages and 

2- the outage duration of any component is not affected by whether 

other components are in service or on outage. 

The state transition diagram for two independent overlapping outages is 

given in Figure 2.3. Probabilities, frequencies and durations for each of the 

four states are given by Equations 2.26 and 2.27. 

State probabilities: 

= A 2  µ'µ2 

,u2 
P2=U1A2= 

P3 = AiU2 _ - A2 , 

, .01.2

P 4 = I/1(12 = 

where: 

D is equal to (.14-1-µ1)(X2+µ2) , 

Ai is the availability of state i and 

Ui is the unavailability of state i. 

(2.26) 
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State frequencies and durations: 

f1=Pi(Ai+A2) 

f2= P2 (111 + A2 ) 

f3 = P 3 (A1 + 11 2) 

f4 = P 40 1 1 ÷ 11 2 ) 

P,  1 
= 

11 (A1+ A2) 

r2 = P2 = 
1 

f2 0 1 / + A2) 

P 3  1 
3 - - 

13 (A1+112) 

r 
_ P4 

= 
1 

4 - 
ft (P1 +11 2) 

(2.27) 

This type of model can be extended to three or more components on 

independent overlapping outage. The state transition diagram shown in 

Figure 2.3 becomes quite complex for three or more independent overlapping 

outages. Both Equation 2.26 and 2.27 can be easily generalized to calculate 

the state probabilities, frequencies and durations for more than two 

independent overlapping outages. 

State 1 14

2 Up 
1 Up 

• 

A2 

2 

State 2 14
1 Down  
2 Up 

112 

State 3 
  1 Up 

2 Down 

• 

State 4 

2
1 Down 

Down

Figure 2.3: Model for two independent overlapping outages 
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2.4.3. Dependent outages 

As the name implies, these outages are dependent on the occurrence of 

one or more other outages. An example is an independent outage of one line 

of a double circuit followed by the removal of the second line due to overload. 

These outages are not normally included in the reliability evaluation of 

composite power systems and require considerable system data in addition to 

the individual component data [21]. 

2.4.4. Common mode outages 

A common mode or common cause outage is an event having an 

external cause with multiple failure effects where the effects are not in 

consequence of each other [21]. The effect of these outages can be significant 

compared with the effect of second level outages especially if the probability 

of independent outages are very low. An example of such outages is the 

failure of a transmission tower supporting two or more transmission circuits. 

Figure 2.4 shows how a common mode outage can be included in basic 

component modeling [21]. In Figure 2.4, Xc and 1.1c represent the common 

mode failure and repair rates. 

2.4.5. Station originated outages 

The need to include station originated outages in the evaluation of 

power system reliability in addition to the inclusion of independent outages of 

generating units, transmission lines and transformers has been clearly 
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2 

4 2 

recognized [22,23]. Terminal station related failures such as breaker failures, 

station transformer failures, bus section failures and protective system 

failures are a major cause of multiple component outages of major 

components and can have a significant effect on the adequacy indices. 

State 1 
1 Up 
2 Up 

1 

V 

State 3 
1 Up 
2 Down 

1 A.1 

State 4 
1 Down 
2 Down 

Figure 2.4: Model for common mode outage 

Figure 2.5 shows a general model for common mode, independent and 

station originated outages. Common mode and station originated outages can 

have a significant effect on the calculated reliability indices. In this thesis 

only independent outages are considered. The effect of common mode and 

station originated outages can be considered using approximate methods by 

modifying the probabilities and frequencies of the appropriate states. 
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Station orig. Common mode 
1 Down 1 Down 
2 Down 2 Down 

State 2 
1 Down
2 Up 

N121

2 

State 1 
1 Up 
2 Up 

State 4 
1 Down 
2 Down 

2 

State 3 
1 Up 
2 Down 

Figure 2.5: A general model for common mode, independent and station 
originated outages. 

2.5. Corrective Actions 

The occurrence of any system problem may be recorded as a failure 

event. However, in many cases successful corrective action can be taken. It is 

therefore of interest to determine whether it is possible to eliminate a system 

problem by using proper corrective action(s). There is no consensus among 

power utilities and other organizations regarding failure criteria, and 

therefore all organizations do not use the same fundamental solution 

technique to calculate the reliability for their systems [24,31]. The basic 

justification for these differences lies in the intent behind the adequacy 

studies. The experience of one organization with those factors that contribute 

to system failure in their case may be very different from those of other 

organizations. Factors such as the meteorological conditions in the region, the 

configuration of the network, the protection system employed, the system 
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generation and load composition, and the dependent and independent failure 

and repair rates of components can assume different degrees of importance in 

different systems. Attention is, therefore, focused primarily on the adequacy 

evaluation of those outage contingencies which apparently result in failure. 

The validity of a particular approach may be quite justified for a particular 

system but may not provide suitable estimates of the adequacy of other 

systems. It may not therefore be possible to develop a general purpose 

approach because of the basic differences between power systems. It is 

important, however, to define a uniform failure criteria for each approach. 

Table 2.1 shows recommended failure criteria for the three network solution 

techniques described earlier. The failure criteria of both network flow and dc 

load flow methods are a sub set of the ac load flow failure criteria. 

Table 2.1: Recommended failure criterion for different solution techniques 

Network flow

DC load flow 

AC load flow 

1- Load curtailment at bus(es) due to capacity deficiency 
in the system. 

2- Load curtailment, if necessary, at isolated bus(es). 

3- Load curtailment, if necessary, at bus(es) in the 
network islands formed due to line outages. 

4- Load curtailment at bus(es) due to line/transformer 
overloads. 

5-Voltage collapse at system bus(es). 

6- Generating unit MVar limits violation 

7- Ill-conditioned network situations. 
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On the basis of the failure criteria, the broad categories of corrective 

actions [20,24] that can be employed are as follows: 

1. Generation rescheduling in the case of capacity deficiency in the 

system. 

2. Correction of generating unit MVAR limit violations. 

3. Bus isolation and system splitting under transmission line(s) and/or 

transformer(s) outages. 

4. Alleviation of line overloads. 

5. Correction of a voltage problem at a bus and the solution of ill-

conditioned network situations when using AC load flow methods. 

6. Load curtailment in the event of a system problem. 

A description of corrective actions and load curtailment procedures can be 

found in Reference [26]. 

2.6. Adequacy Indices 

There are three basic parameters associated with each contingency 

studied in the calculation of system adequacy indices. These parameters are: 

1. event probability, 

2. event frequency and 

3. event duration. 

The relationship between the three parameters noted above is given by 

Equation 2.28. 
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Probability = Frequency x Duration. (2.28) 

The adequacy of a composite power system can be quantified by 

evaluating indices for the overall system and for the individual load points 

[27-29]. These two index sets do not replace each other but complement each 

other in an overall appraisal of the system. 

An outage event may affect a wide area of the system, a small group of 

buses or perhaps a single bus. This depends upon many factors such as the 

components under outage, their relative importance and location in the 

network, the corrective actions taken and the load curtailment strategy. The 

adequacy indices should focus attention on those portions of the system that 

are directly affected by the outage event. The total contribution of all possible 

contingencies should indicate those areas in the system which have low 

reliability and are prone to disturbances. Overall system indices can not 

provide such information. High level outages are also not uniformly 

distributed over the entire system, and therefore, a determination of 

individual load point indices is necessary. Further reason for having two 

categories of adequacy indices is that the actual variation in load at all buses 

may not result in a proportionate variation of the indices at each bus due to 

the fact that a power system is a nonlinear system. It is important to 

appreciate that it is not possible to draw conclusions regarding the adequacy 

of a particular system load point from the overall system indices. 

Reference [31] describes the results of a survey which shows that there 

is no consensus in the industry as to which particular adequacy indices are 

the best. Depending on the failure criteria, it is appropriate to study a variety 
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of indices which convey meaningful information regarding the performance of 

the system. A comprehensive list of adequacy indices are presented in 

Equations 2.29 to 2.54 [27-29]. 

2.6.1. Load point indices 

(a) Basic values: 

and 

Probability of failure = P✓ 

PK✓ 

✓ 
(2.29) 

Frequency of failure = f✓ 

PK✓ 

(2.30) 
✓ 

where: 

J is an outage condition in the network, 

Pj is the probability of existence of the outage J, 

fj is the frequency of occurrence of the outage J and 

Pia is the probability of the load at bus K exceeding the 

maximum load that can be supplied to the bus during the 

outage J. 

Expected number of voltage violations = hy 
✓E v 

(2.31) 

where: J E V includes all contingencies which cause voltage violation at 

bus K. 
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Expected number of load curtailments = fj 

JE X,Y 

(2.32) 

where: J e X includes all contingencies resulting line overloads which 

are alleviated by load curtailment at bus K and J E Y includes 

all contingencies resulting an isolation of bus K. 

Expected load curtailments= LKJ f j (MW) (2.33) 
J e X,Y 

where: Liu is the load curtailment, in MW, at bus K to alleviate line 

overloads or capacity deficiency arising due to the outage J; or 

the load not supplied at an isolated bus K due to the outage J. 

Expected energy not supplied= LKJ DKJ (MWh) 
I e X,Y 

=8760.0 LKJ Pj (MWh) (2.34) 
I e X,Y 

where: Dicj is the duration, in hours, of the load curtailment arising 

due to the outage J; or the duration, in hours, of the load 

curtailment at an isolated bus K due to the outage J. 

Expected duration of load curtailment= 1 DKJ f j (hours) 
I e X,Y 

= 8760.0 Pj (hours). (2.35) 
JE X,Y 
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(b) Average values: 

Average load curtailed 

LIU .f.1 
I e X,Y 

fJ 
J e X,Y 

Average energy not supplied 

( MW /curtailment). (2.36) 

8760.0 LKJ PJ 

J eX,Y 

fJ 
X,Y 

( MWh /curtailment). (2.37) 

Average duration of load curtailment 

DKJ fJ 
IE X Y _ , 

fJ 
J eX,Y 

(hours /curtailment) . (2.38) 

(c) Maximum values: 

Maximum load curtailed in MW 

= Max. (LK1, LK2,...., LK,h• •••)-

Maximum energy curtailed in MWh 

= Max. (DKILKI, DK2LK2,••••, DIULK.J,••••). 

(2.39) 

(2.40) 
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Maximum duration of load curtailment in hours 

= Max. (DK1, DK2,--, DKJ,••••). 

2.6.2. System indices 

(a) Basic values: 

Bulk Power Supply Disturbance (BPSD) 

= h• 
K JeX,Y 

Bulk Power Interruption Index (BPII) 

(2.41) 

(2.42) 

LKJ 
K JeX,Y 

(MW/MW—Year). (2.43) 
Ls

Bulk Power Supply Average MW Curtailed (BPSAMC) 

LKJ 
K JeX,Y ( MW / Disturbance). (2.44) 

K JeX,Y 

Bulk Power Energy Curtailment Index (BPECI) 

60.01 LKJ DKJ IJ 

K JEX,Y 

Ls
( MW — Min / MW — Year). (2.45) 
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This index is also known as the "Severity Index" and is expressed in 

system minutes. 

Modified Bulk Power Energy Curtailment Index (MBPECI) 

Liu DKJ fj 

K JeX,Y 

8760.0x Ls

where: Ls is the total system load. 

(b) Average values: 

Average number of load curtailments / load point (ANLC) 

I, .11
K JEX,Y 

C 

Average load curtailed / load point (ALC) 

LKJIJ 
K JEX,Y 

C 

(2.46) 

(2.47) 

( MW / Year ) . (2.48) 

Average energy curtailed / load point (AEC) 

LKJ DKJ if 

K 1eX,Y 

C 
( MWh / Year ). (2.49) 
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Average duration of load curtailment / load point (ADLC) 

Diu 

K JEX,Y 

C 
(hours / Year). (2.50) 

Average number of voltage violations / load point (ANVV) 

Li 
K JeV 

where: C is the total number of load points in the system. 

(c) Maximum values: 

Maximum system load curtailed in MW (MSLC) 

= Max[EL
K1' 

IL
K2 '•'" 

ELK,,...

Maximum system energy curtailed in MWh (MSEC) 

= Max LKI D
Kl) 

y L DL
K2 

D
K2"—  KJ KJ'••• 

(2.51) 

(2.52) 

(2.53) 

These indices given by Equations 2.29 to 2.53 are called "annualized" 

indices when calculated for a single fixed load level over a period of one year. 

In practical systems, the load is not constant throughout the studied period. 
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The effect of variable load can be included to provide "annual" adequacy 

indices. This procedure is described in Equation 2.54. 

If the values of any index are xi, x2, xn for load levels in, 

respectively, and the probability of occurrence of the load levels li, 12, --, in 

are pi, p2, Pn, respectively, then the annual index .1' is given by: 

p2 x2+ +pn x. ). (2.54) 

Only the basic and average values will be affected. The maximum values 

remain unchanged as these represent the maximum value of an index for any 

load level over the period of study. 

2.7. Adequacy Studies for the Roy Billinton Test System 

2.7.1. System Description 

The Roy Billinton Test System (RBTS) [10] is a small but powerful 

educational power system. This system was developed for use in the power 

system reliability research program at the University of Saskatchewan. The 

aim of designing this system was to conduct a large range of reliability 

studies with relatively low computational time requirements. The single line 

diagram for this system is shown in Figure 2.6. The RBTS is a 6 bus system, 

two of which are generator buses. The system contains eleven high voltage 

transmission lines. The total installed generation in the system is 240 MW 

and the total system load is 185 MW. The required data for the system is 

given in Appendix A. 
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2.7.2. Adequacy evaluation for the RBTS 

The results obtained for the RBTS utilizing the three noted network 

solution techniques are summarized in Table 2.2 and Figures 2.7 to 2.11. 

Table 2.2 gives a list of the number of contingencies considered in the 

analysis. In the case of generator outages, all outages involving four or less 

than four generating units have been considered. In the case of line outages 

or line plus generator outages, all outages involving three or less than three 

lines or generating units plus lines have been considered. 

2 x 40 MW 
1x 20 MW 
1x 10 MW 

Bus 3 

Bus 2 

1 x 40 MW 
4 x 20 MW 
2 x 5 MW 

85 MW V 5 
Bus 

2 7 

+ 20 MW 

 Bus 4 

40 MW 

Bus 6 

9 +20 MW 

20 MW 

Figure 2.6: Single Line Diagram for RBTS 
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Figure 2.7 to 2.9 show basic, maximum and average load point 

adequacy indices for the RBTS. Figures 2.10 and 2.11 show basic, maximum 

and average system adequacy indices. All the indices are calculated using the 

three network solution techniques, ac load flow (ACLF), dc load flow (DCLF) 

and network flow (NF). Figures 2.7 to 2.11 indicate that the de load flow 

technique provides, for this system at least, basically similar indices to those 

obtained by the ac load flow method. The basic problem associated with the 

dc load flow method is that it does not give an estimation of the voltage 

violations or the reactive power violations. The network flow method gives 

results which are significantly different to those obtained by the other 

methods. 

Table 2.2: Total number of different contingencies for the RBTS 

I Network solution technique 

DCLF ACLF Number of NF 

generator contingencies 561 561 561 

line contingencies 129 129 129 

generator-line contingencies 990 990 990 

voltage violation contingencies 35 0 0 

MVAR limit violation contingencies 0 0 0 

load curtailment contingencies 1045 1036 879 

isolation contingencies 192 192 192 

split network contingencies 21 21 18 

firm load curtailment contingencies 590 608 354 
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Figure 2.7.a: Load point basic value indices for the RBTS 
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Figure 2.7.b: Load point basic value indices for the RBTS 
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Figure 2.8: Load point maximum value indices for the RBTS 



46 

A
ve

ra
ge

 L
oa

d 
C

ur
ta

il
ed

 20.0 — 

15.0-

10.0-

5.0 — 

0.0 
Bus # 2 Bus # 3 Bus # 4 Bus # 5 Bus # 6 

A
ve

ra
ge

 E
ne

rg
y 

C
ur

ta
il

ed
 

200-

150-

100-

50—

•:•:•:. 
0 :•:•:.: 

Bus # 2 Bus # 3 Bus # 4 Bus # 5 Bus # 6 

-cs 25.0 —as 0 

0• 2▪  20.0 

H 15.0 

'14
0 • 10.0 

ho U 5.0 

0.0 .44 

... 

....... 

.•...% ::::.: ......... 
•:•:•:. :::::.: X."... 

%v.. ::::.: ....... 

Bus # 2 Bus # 3 Bus # 4 Bus # 5 Bus # 6 

Figure 2.9: Load point average value indices for the RBTS 



47 

5.8- 

5.6 - 

5.4 - 

ci) 5.2 - 
(14 
co 5.0 - 

4.8 - 

4.6 - 

4.4 1 

0.5 

I  0.4 
›' 

0.3

0.2-

,..7.4. 0.1 
1:1-4 
PC1 

0.0 

- 

- 

- 

- 

ACLF DCLF 
1 

NF 
1 1 

ACLF 
1 

DCLF 
1 

NF 

, 8.0 - 
v,'-' 7.0- 

›.14 6.0-
 5.0- 

4.0 - 
3.0- 
2.0- 

C.)pr.1 1.0 - 
P-4 0.0 

16.5 
, 16.0 a) 

ca) 15.5 0-. C.) 
czt 

..ca 15.0 

cR4 

42 14.5 
14.0 

at 13.5 
?., 13.0 

12.5 gq 
ACLF 

I 
DCLF 

i 
NF 

1 
ACLF DCLF NF 

S 500 
) 

44 
o 400

A"
E 300 

c) ›, 200 
rn 

r3 100 
P4 
a4 
pq 0 

0.0009- 
0.0008- 
0.0007- 

.-, 0.0006- 
C.) 
WP. 

0.0005- 
pc1 0.0004-

0.0003-
0.0002-
0.0001- 
0.0000 

ACLF DCLF NF ACLF 
1

DCLF NF 

Figure 2.10: System basic indices for the RBTS 



48 

4.0 — 

3.5 — 

3.0 — 

ca.) 2.5 

'- 2.0 

1.5 

1.0 

0.5 

0.0 

— 

— 

— 

— 

— 

0.0004-

0.0004-

0.0003—

c..) 0.0003—

0.0002-

.< 0.0002-

0.0001-

0.0001-

0.0000 
ACLF DCLF NF ACLF DCLF NF 

20.0 

1-. 15•0 cts

10.0 

C)'-' 5.0 

0.0 

300—

,-., 250—
a 

200— 

150— 

--- 100— 
0 

50-

0 
ACLF DCLF NF ACLF DCLF NF 

80— 

, 70— 

?) 60-

50— 

:§. 40— 

6 30— 

°,_4 20— 

g 

lo--

0 

200 

150 

100 

50 

0 i I 
ACLF DCLF NF 

■ MSLC (MW) • MSEC (MWh) 
x 10 1 I 

ACLF DCLF NF 

Figure 2.11: System average and maximum value indices for the RBTS 



49 

2.8. Summary 

The basic concepts associated with composite power system adequacy 

assessment using the contingency enumeration approach are presented in 

this chapter. These concepts are utilized in the digital computer program 

COMREL developed at the University of Saskatchewan. The different 

network solution techniques used in COMREL are described in this chapter. 

A composite power adequacy study has been performed for the RBTS using 

the three solution techniques. It can be seen from the results presented in 

this chapter that the dc load flow technique provides reasonable results when 

compared with the ones obtained by the ac load flow method. The results 

obtained using the network flow approach are far from the ones obtained by 

the ac or the dc load flow methods. The CPU time required for this method is, 

however, much less than the CPU time required for the other methods. These 

conclusions were obtained from the studies conducted on the RBTS. They 

may not be equally valid for other systems, and therefore, detailed studies 

should be conducted for specific cases. In all cases, however, the selection of 

any solution technique depends on the intent behind the adequacy study. 



3. COMPOSITE POWER SYSTEM RELIABILITY 

EVALUATION - SECURITY CONSTRAINED 

ADEQUACY ASSESSMENT 

3.1. Introduction 

The primary function of a modern power system is to satisfy the 

system load demand as economically as possible and with a reasonable 

assurance of continuity and quality. It is impossible, however, to eliminate 

the probability of equipment outages or the need to remove equipment from 

service to perform scheduled maintenance. The consideration of these aspects 

in the planning, design and operation of a power system is usually designated 

as "reliability evaluation". Power system reliability can be categorized into 

the domains of adequacy and security. Billinton and Khan [30] note that 

virtually all of the available methods for the quantitative reliability 

evaluation of a bulk power system are in the adequacy domain. System 

adequacy can be defined as the ability of the system to supply its load taking 

into consideration system constraints and scheduled and unscheduled 

outages of both transmission and generation facilities. On the other hand, 

system security is defined as the ability of the power system to withstand 

disturbances arising from faults or unscheduled removal of one or more of the 

element(s) from the system. There are a number of different computer 

50 
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programs available to evaluate the adequacy of composite power systems. 

These programs are briefly described in References [24,31]. The most 

significant quantitative indices in composite power system adequacy 

evaluation are those which relate to load curtailment. Many utilities have 

difficulty in interpreting the expected load curtailment indices as the existing 

models are based on adequacy analysis and in many cases do not consider 

realistic operating conditions in the system under study. This difficulty was 

found in a survey conducted as part of a project conducted by EPRI [8]. In the 

project report, a framework for incorporating security considerations was also 

proposed in response to the stated utility concerns. This framework has been 

examined and extended by Billinton and Khan [11]. The framework is 

considered in this chapter and is further extended in the following chapters. 

The extension includes a new set of power system reliability indices including 

transient stability constraints in the security evaluation process. 

3.2. Security Considerations for Composite Power Systems 

3.2.1. System model including security considerations 

The operation of a power system can be divided into different operating 

states namely, normal, alert, emergency and extreme emergency states. 

These states indicate the degree to which adequacy and security constraints 

are satisfied. Figure 3.1 shows a possible classification of system operating 

states [11]. The subsequent quotations are taken from the EPRI report [8]. 
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Normal 

Restorative 

Extreme Emergency 

Alert 

• 
Emergency 4 -

Figure 3.1: System Operating States. 

The normal state is defined as [8] : 

" In the normal state, all equipment and operating constraints 

are within limits, including that the generation is adequate to 

supply the load (total demand), with no equipment overloaded. 

In the normal state, there is sufficient margin such that the loss 

of any element, specified by some criteria, will not result in a 

limit being violated. The particular criteria, such as all single 

elements, will depend on planning and operating philosophy of a 

particular utility." 

It is clear from the above definition that the system is both adequate and 

secure in the normal state. 
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The alert state is defined as [8] : 

" If a system enters a condition where the loss of some elements 

covered by the operating criteria will result in a current or 

voltage violation, then the system is in the alert state. The alert 

state is similar to the normal state in that all constraints are 

satisfied, but there is no longer sufficient margin to withstand 

an outage (disturbance). The system can enter the alert state by 

the outage of equipment, by a change in generation schedule, or 

a growth in the system load." 

Clearly, in the alert state the system is adequate, but there is no longer 

sufficient margin to satisfy the security constraints. 

The emergency state is defined as [8] : 

" If a contingency occurs or the generation and load changes 

before corrective action can be (or is) taken, the system will 

enter the emergency state. No load is curtailed in the emergency 

state, but equipment or operating constraints have been 

violated. If control measures are not taken in time to restore the 

system to the alert state, the system will transfer from the 

emergency state to the extreme emergency state." 

In the emergency state the system is neither adequate nor secure. This state 

is a temporary state that requires corrective action to be taken. If corrective 
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action is successfully taken without requiring load curtailment, then the 

system will transfer to the alert state, where further action will still be 

necessary to transfer again to the normal state. On the other hand, if load 

must be curtailed then the system will go to the extreme emergency state. 

The extreme emergency state is defined as [8] : 

" In the extreme emergency state, the equipment and operating 

constraints are violated and load is not supplied.

In the extreme emergency state, load should be curtailed following specific 

criteria to keep the system operating in the alert state or even the normal 

state. 

Composite system reliability assessment including security 

considerations involves: 

1. identifying events that lead to the normal, alert, emergency, extreme 

emergency states as shown in Figure 3.1 and 

2. calculating the reliability indices, state probabilities and state 

frequencies, for each of the above operating states. 

3.2.2. Security constraints 

The operating limits which have to be satisfied during the operation of 

a power system are called security constraints. Security constraints can be 

divided into two main parts: 
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1. steady state performance constraints and 

2. transient performance constraints. 

Steady state performance constraints test the capability of the system to 

supply the load without violating any equipment operating limits. On the 

other hand, transient performance constraints test the capability of the 

system to be operated so that it remains stable when failures occur. In this 

chapter, only steady state performance constraints are considered. Transient 

considerations are included in the next chapter. Steady state performance 

constraints are outlined below. 

1. Voltage magnitude constraints: 

The voltage magnitude of all system buses should be within specified 

operating limits. This can be expressed as 

Vm<V<V m. (3.1) 

The region inside the limits can be defined by Ru i.e. 

1?,:={V:V m 11.5..V m} (3.2) 

where: 

Vm and VM represent the minimum and the maximum voltage limits. 



56 

2. Line flow constraints: 

Because of the thermal operating limits of the transmission lines and 

the transformers, the current flow through them should be limited. This can 

be expressed as 

where: 

I 3 i -8 :115  6k 

Si and Sj 

0 k 

k 

(3.3) 

are the phase angle of the voltages at bus i and j, 

is the maximum phase angle difference between buses i 

and j, and 

is the branch connecting buses i and j. 

The region that represents all lines is defined as 

Re: =15: —0.5 85 0}. (3.4) 

3. Power generation constraints: 

The real and reactive power at a generating (PV) bus should be within 

specified limits. This can be expressed as 

P m<P<P m • (3.5) 
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Similarly, 

Q m < Q < QM.

The region inside the limits can be defined by Rg i.e. 

(3.6) 

Rg:={P: P M ) n{Q: Qm Q5..Q A1} (3.7) 

where Pm and Pm represent the minimum and the maximum real power 

generation limits. Similarly, Qm and QM represent the minimum and the 

maximum reactive power generation limits. 

Steacty-state security constraint set 

The steady-state security constraint set can be formed by any one or a 

combination of the steady state constraints. The total steady state constraint 

set is obtained by combining all the steady-state constraints. The power 

system will be considered to be operating within limits when there is a 

solution existing in ( v , 3)-space which satisfies the following relation: 

Rss:= RvnRenRg . (3.8) 

The system is called a steady-state secure system if it satisfies all the 

steady-state constraints given in Equation 3.8. 
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3.3. Detection of Different Operating States 

A digital computer program has been developed at the University of 

Saskatchewan to determine the different operating states in a composite 

power system. The fast decoupled load flow method is used as the network 

solution technique. The Sherman-Morrison correction formula is also used to 

correct both voltages and bus angles at each selected contingency. Figure 3.2 

shows a flow chart for detecting the operating state for up to second order 

outages. The same concept can be used to detect higher order operating 

states. 

3.4. The Modified Roy Billinton Test System (MRBTS) 

The Roy Billinton Test System (RBTS) has been modified to a 5-bus 

system having only 8 lines as shown in Figure 3.3, by removing line # 9 and 

adding the original load at bus # 6 to that at bus # 5. This modification was 

done because the single outage of line # 9 (single level contingency) will 

isolate bus # 6 resulting in the 20 MW load having to be curtailed. The 

normal state probability will therefore be zero in the original configuration. 

3.5. Steady State Security Study for the MRBTS 

The probabilistic indices for the MRBTS have been calculated. In this 

analysis, up to fourth level of generator outages, third level line outages and 

third level of line plus generator outages are considered. The analysis covers 

more than 99.9975 % of the total sample space. The remaining 0.0025 % 

consists of higher order contingencies which are not covered in the analysis. 
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Figure 3.2: Flow chart for detecting different operating states 
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Figure 3.3: Modified RBTS (MRBTS) 

The annualized probabilities and frequencies for different operating 

states at a 185 MW system load are shown in Table 3.1. The use of the peak 

load as the single system load parameter is, in general, quite pessimistic 

from a reliability point of view. Annual reliability indices can be obtained by 

incorporating the annual system load model. 

The area of "no problem" is designated for contingencies of third or 

fourth order that do not violate any constraint but at the same time for which 

no decision can be made to include them in the normal state or alert state due 

to the selection criteria. Table 3.1 shows that the probability of curtailing 

some loads from the system, i.e., the probability of the extreme emergency 

state, is 0.858 %. The probability of the normal state is greater than zero 

which means that there are no first level contingencies that violate any of the 
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steady-state performance constraints. The reliability of the system can be 

ascertained by summing the probabilities of the states that do not violate any 

security constraint. These are normal, alert and no problem states. The risk, 

which is designated as the Composite System Operating State Risk (CSOSR), 

is considered to be the complement of this summation. This can be expressed 

as: 

CSOSR = 1.0 - ( Pnormal + Palert + Pno problem ). 

The risk index CSOSR for the MRBTS is 0.008680. 

(3.9) 

Table 3.1: Probabilities and frequencies of different system operating states 

System State Probability Frequency 

Normal 0.899362 73.494367 

Alert 0.091771 35.516125 

Emergency 0.000074 0.135088 

Extreme Emergency 0.008580 3.982606 

No Problem 0.000187 0.249639 

Total 0.999975 113.377826 

3.6. Effect of Load Variation on Annual Reliability Indices 

In practical systems, the load is not constant throughout the year. 

Assuming that the load stays at the peak value usually gives highly 

pessimistic reliability values designated as annualized indices. The hourly 

annual load duration curve for the system can be used to calculate annual 
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indices. The most common system load representation, in reliability studies, 

is to use multistep modeling as a detailed representation will require 

considerable computation time. A reduced and therefore approximate load 

model can be used quite successfully to obtain acceptable annual indices. The 

number of steps required in the analysis depends on the shape of the load 

duration curve and the required level of accuracy. In order to calculate the 

annual indices and to show the effect of multistep load modeling, a "seven-

step" load model for the RBTS load duration curve (LDC) is shown in Figure 

3.4. The load steps and the associated probabilities are shown in Table 3.2. 

1.0 
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0.7 

0.6 

00.5 

0.4 — 

0.3 

0.2 

0.1 — 

0.0 

Hourly LDC 
Seven-step model 

One year in hours 

Figure 3.4: Multi-step load model 

8760 
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Table 3.2: Probability of different load levels 

Load Step % Load Probability 

1 40 0.03651557 

2 50 0.22630495 

3 60 0.21554486 

4 70 0.23202839 

5 80 0.16540751 

6 90 0.11103480 

7 100 0.01316392 

It is assumed in the analysis that the loads at different buses vary in 

proportion to the total system load. The real load at any bus can be calculated 

as: 

PL,„d(i) = PLoad(0)X 
%Load

where: 

100 

PLoad(i) is the active load at step i and 

PLoad(0) is the active peak load. 

(3.10) 
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Table 3.3: Bus loads in MW for the seven step load model - MRBTS 

Bus Step Number 

Number 1 2  3 4 1 5 6 1 7 

2 8.0 10.0 12.0 14.0 16.0 18.0 20.0 

3 34.0 42.5 51.0 59.5 68.0 76.5 85.0 

4 16.0 20.0 24.0  28.0 32.0 36.0 40.0 

5 16.0 20.1 24.1 28.1 32.1 36.1 40.1 

Total 74.0 92.6 111.1 129.6 148.1 166.6 185.1 

The effect of the load variations on different probability and frequency 

indices are shown in Table 3.4. and Table 3.5 respectively. Figures 3.5 and 

3.6 show the effect on the security indices of considering a more realistic load 

model. 

Table 3.4: Effect of load variation on probability of different states 

Load 

Step % 

40 

50 

60 

70 

80 

90 

100 

Annual 

No Violation Zone 

Normal Alert No Prob. 

0.997500 0.002050 0.000424 

0.997490 0.002060 0.000424 

0.997402 0.002148 0.000422 

0.982800 0.016667 0.000409 

0.976996 0.022320 0.000393 

0.950189 0.047044 0.000324 

0.899362 0.091772 0.000187 

0.984129 0.014995 0.000401 

Violation Zone 

Emerg. Ext. Em. Risk 

0.000000 0.000001 0.000027 

0.000000 0.000001 0.000027 

0.000000 0.000003 0.000028 

0.000075 0.000024 0.000124 

0.000080 0.000186 0.000291 

0.000077 0.002341 0.002443 

0.000074 0.008580 0.008680 

0.000040 0.000415 0.000475 
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Table 3.5 : Effect of load variation on frequency of different states 

Load 

Step % 

40 

50 

60 

70 

80 

90 

100 

Annual 

S
ta

te
 P

ro
ba

bi
li

ty
 

No Violation Zone 

Normal Alert No Prob. 

110.83903 1.98460 0.55148 

110.82082 2.00282 0.55141 

110.75807 2.06557 0.54994 

97.40158 15.29219 0.53035 

94.80286 17.80348 0.51451 

85.03237 26.63838 0.42397 

73.49436 35.51613 0.24964 

101.69005 10.88931 0.52198 

1.0E+00 - 

1.0E-01 - 

1.0E-02-

1.0E-03-

1.0E-04-

1.0E-05 

Violation Zone 

Emerg. Ext. Em. CSOSR 

0.00000 0.00270 0.00270 

0.00000 0.00277 0.00277 

0.00000 0.00425 0.00425 

0.13672 0.01727 0.15398 

0.14487 0.11210 0.25697 

0.13953 1.14357 1.28310 

0.13509 3.98261 4.11769 

0.07296 0.20359 0.27655 

Normal Alert Emerg. Ext. No CSOSR 
Emerg. Problem 

■ Annualized Indices ❑ Annual Indices 

Figure 3.5: Effect of load variation on the probability of different states 
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Figure 3.6: Effect of load variation on the frequency of different states 

It can clearly be seen from Figure 3.5 that the annual CSOSR is 

considerably smaller than the annualized value obtained at the system peak 

load. The normal state probability increases and the extreme emergency state 

probability decreases when annual values are calculated rather than 

annualized parameters. 
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3.7. Summary 

In this chapter, a power system which is composed of transmission and 

generation facilities has been classified by different operating states which 

provide a framework for including steady state security considerations in 

system reliability evaluation. 

The framework developed by Billinton and Khan [11] has been used to 

evaluate the steady state security indices. The probabilistic indices for 

different operating states of the MRBTS are shown considering the constraint 

set given in Reference [11]. Both annual and annualized indices are 

presented in this chapter. 

The steady state analysis and results presented in this chapter provide 

the basic framework and general procedure for incorporating transient 

considerations in the following chapters. 



4. COMPOSITE POWER SYSTEM RELIABILITY 

EVALUATION - SECURITY ASSESSMENT 

4.1. Introduction 

As the system load increases, additional system components such as 

generators, transmission lines and transformers must be installed to 

maintain an acceptable level of system reliability. The characteristics of these 

components are basically nonlinear and ,therefore, a power system is a large 

nonlinear system. A common problem in designing or planning any non-

linear system is its stability. Stability in a power system is a problem 

generally associated with the parallel operation of synchronous generators. 

The following definition for power system stability is taken from Kimbark 

[32] 

" Power system stability is a term applied to alternating current 

electric power systems, denoting a condition in which the various 

synchronous machines in the system remain in synchronism, or 

'in-step' with each other." 

In power systems studies, there are two types of basic stability 

problems, namely steady state and transient stability. Steady state stability 

68 
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evaluation considers the ability of the system to operate under stable 

conditions when subject to small or gradual changes in the system. On the 

other hand, transient stability studies consider the ability of the system to 

operate successfully under large or sudden perturbations. This chapter deals 

only with transient stability analysis. 

There are many perturbations that may cause a power system to be 

transiently unstable. Some of these are: 

1. a loss of one or more generator due to sudden forced outage, 

2. a sudden loss of a large load, 

3. a sudden removal of one or more lines or 

4. a line fault, particularly one occurring on a heavily loaded line or 

near a generator bus. 

It is impossible to design a system that is stable for all possible 

perturbations. A basic and practical approach is used by planning engineers 

to ensure that the system remains stable under certain specified 

contingencies such as: 

1. the tripping of interconnections, 

2. a sudden increase in the system load, 

3. the loss of a large generator or a group of generators or 

4. certain system faults such as three phase faults near generator 

buses. 
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The published literature in the area of transient stability is extensive 

and contains many descriptions of simulation techniques. There are a 

number of text books [32-35] devoted entirely or in part to transient stability 

analysis and there are many available methods. Some of these are discussed 

briefly [32-37] below. 

1- Equal Area Criterion Method: 

This classical method is illustrated in most power system analysis 

books and is used to study a simple two machine system. It is based on a 

comparison of energies during and after the fault periods. The acceleration 

energy originated during the fault must be equal to or less than the post fault 

deceleration energy for system stability. This can be represented and checked 

from the power angle diagram which shows the two energy areas. The time at 

which the two areas are equal is called the Critical Clearing Time (CCT). 

This basic method is easy to appreciate and has been studied extensively in 

regard to its application to larger systems. Xue et al [36] consider a new 

approach to include more than two machines in the equal area criterion 

method. 

2. Direct Method of Lyapunov: 

In this method, the stability behavior of the system can be determined 

without obtaining the time domain solution. Stability information is obtained 

from the general properties of a function which describes the state of the 

system in the neighborhood of the equilibrium point. The method was applied 
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by El-Abiad and Nagappan [37] in 1966 to evaluate the critical clearing time 

in a power system stability problem. Since then, there has been considerable 

research activity in this area. Pai [35] discusses this method in a 

comprehensive manner. 

3. Numerical Integration Method: 

The stability problem basically consists of obtaining a solution for a set 

of nonlinear differential equations. A number of numerical integration 

techniques can be used to solve these equations. The most commonly used 

approach is the classical step by step method [32]. The nonlinear equations 

that represent the machine response can be solved by step by a step 

integration procedure for the period starting from after the fault occurrence 

up to its clearing time. A time domain solution for the machine angles is 

obtained and the system is considered stable if the machine angles are 

approaching each other at the end of the integration period. The numerical 

integration method is used in the analysis of the transient stability problem 

in this chapter and in the following chapters. 

This chapter illustrates the probabilistic nature of transient stability. 

The procedures proposed by Billinton and Kuruganty [5,6] are implemented 

and extended for use in composite power system security evaluation. 
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4.2. Probabilistic Aspects of Transient Stability Evaluation 

The traditional design of a power system includes testing the stability 

of the system under specified basic contingencies such as a three phase fault 

near generator buses or on particular transmission lines. This "worst case" 

approach has been used widely and successfully by most power utilities. It is 

obvious that a wide range of contingencies are possible at any location in the 

system. This introduces the realization that a stochastic approach could be 

used in the analysis to include the probabilities associated with all possible 

contingencies in order to obtain a more realistic appraisal of the system 

stability. There are several uncertainties that have considerable effect in the 

probabilistic assessment of transient stability. Some of these are: 

1. types of faults, 

2. location of faults, 

3. fault clearing phenomena and 

4. system parameters and operating conditions. 

1. Type of faults: 

There are two basic fault types that occur in power system operation, 

open circuit faults and short circuit faults. The second type is more common 

and has in general, a more severe impact on the system. Short circuit faults 

that affect transient stability can be classified into four categories : 

a. single phase to ground faults, 

b. phase to phase faults , 
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b. phase to phase to ground faults and 

d. three phase faults. 

The probability of occurrence of each of these can vary significantly 

from one system to another as it depends highly on the system configuration, 

weather, and the geographical location of the system. In general the 

probability of occurrence decreases from (a) to (d) . 

2. Location of faults: 

The resulting severity of a given fault tends to diminish as the distance 

between the fault location and the generating units increases. Faults near 

generator buses are the most severe faults in the system. The location of the 

fault is probabilistic, and can be represented by the probability distribution of 

fault occurrence. The probability distribution for fault location will be 

different for each line in the system and from one system to another and can 

be determined only from statistical data on the system. 

3. Fault clearing phenomena: 

Fault clearing time is the most important factor affecting transient 

stability. The more quickly a fault is cleared, the more likely the system is to 

be stable. On the other hand, if a fault remains on the system for a long time 

before it is cleared, the system may experience transient stability problems. 

The operating time of the breakers required to clear a fault is a combination 

of the main protection time, the backup protection time and the signaling 
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time. This combination can be used to create the probability distribution of 

clearing time [5,6]. 

4. System parameters and operating conditions: 

System stability is affected by all of the physical elements in the 

system. Some of the principal factors that affect system stability are: 

a. actual transmission topology and associated impedances and 

admittances, 

b. switching and protection elements, 

c. operating conditions at the time of the fault and 

d. the system load. 

The actual physical system parameters are non-probabilistic. The 

system operation at some time in future, however, is probabilistic in nature 

and affects the system stability. 

4.3. Deterministic Aspects of Stability Evaluation 

The deterministic aspects of stability evaluation include the modeling 

of the network components such as generators, transmission lines, 

transformers, and loads. Deterministic evaluation includes performing load 

flow analysis, forming sequence matrices for different types of faults and 

locations, and finding the system response by solving the associated 

differential equations. 
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4.3.1. Network solution and initial operating conditions 

The steady state pre-fault conditions must be known before conducting 

transient stability analysis. The power output, angle and voltage of each 

synchronous machine can be found through system load flow analysis. There 

are many available methods to perform load flow analysis. The most common 

techniques are Gauss-Seidel, Newton-Raphson and fast decoupled load flow 

methods. The network solution techniques are briefly discussed in Chapter 2. 

In this chapter, the Newton-Raphson technique [17,33] is used. After 

calculating the bus voltages and powers, the internal machine voltages are 

evaluated using synchronous machine models. 

The synchronous machine is an inherently complicated device. A 

complete mathematical model is quite involved and requires a lengthy 

development if it is required to be properly understood. Experience [33,34] 

has shown that certain simplifying assumptions can greatly reduce the 

model's complexity without seriously affecting the accuracy of the transient 

stability calculations. The usual assumptions have been made in this analysis 

such as the representation of the machine by a constant voltage behind the 

transient reactance and constant machine input, etc. The mathematical 

relation between the internal machine voltage and the bus voltage is given 

by: 

+ jX;i i (4.1) 
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where: 

is the voltage behind the transient reactance, 

V is the terminal voltage, 

r is the direct axis transient reactance and 

7 is the machine current. 

The generator equivalent circuit representing the above equation is 

shown in Figure 4.1. This simplified model is used for the analysis in this 

chapter. 

j X'd

Figure 4.1: Equivalent circuit of a synchronous machine 
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4.3.2. Sequence matrices and matrix reduction 

1. Sequence Matrices: 

The positive sequence network matrix can be used if the simulated 

fault is a balanced three phase fault. For unbalanced system faults, both 

negative and zero sequence matrices must be included in the analysis. 

The positive sequence network includes the generator voltages and the 

impedances of the generators, transformers, and transmission lines. The 

negative sequence network is almost exactly the same as that of the positive 

sequence except that the generator voltages are not included and the negative 

sequence reactances of the synchronous machines may be different from the 

positive sequence values. The zero sequence network is basically similar to 

that of the negative sequence but requires special consideration for both 

transformers and generators depending on the type of connection and 

grounding used. The three sequence networks are connected differently for 

each fault type . Table 4.1 shows the required connection for different types of 

short circuit faults. 

Table 4.1: Connections of Sequence network for different types of faults 

Type of fault Connection I 
three phase positive sequence only 

phase to phase to ground the three sequences in parallel 

phase to phase positive and negative sequences in parallel 

single phase to ground the three sequences in series 
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2. Matrix reduction: 

In transient stability analysis, the admittance matrices can be reduced 

to show only the generator buses. The power distribution in the network 

branches is not particularly important. The reduction will simplify the 

solution and decrease the required computation time. The application of this 

technique requires that all loads be represented by constant impedances. If 

the load can not be represented as a constant impedance then its bus can not 

be eliminated. The network current-voltage relation is given by the following 

equation: 

where: 

PG]] ' 117211P d
111111 [y3] [y4] L[EL]i 

[Y/] is an NG x NG matrix, 

[172] is an NG x NL matrix, 

[Y3] is an NL x NG matrix, 

[Y4] is an NG x NG matrix, 

NG is the no. of generator buses and 

NL is the no. of load buses. 

From Equation 4.2, the following equations are obtained: 

(4.2) 
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[IG] = [Y/][[EG] 1721[EL] (4.3) 

[IL] = [Y3][[EG1 4 Y41[EL]. (4.4) 

The current injected at a load bus is zero, i.e. [IL] = 0. Equation 4.4 then 

and 

becomes: 

[EL] = -[Y.3][EG][Y4]-1. 

Substituting the matrix [EL] from Equation 4.5 in Equation 4.3 gives: 

[IG] = [[Yi] A1'2111'31E1'41-1 ] [EG] 

4.4.3. The swing equations and their solution 

(4.5) 

(4.6) 

A synchronous generator is a device that converts mechanical energy 

into electrical energy. The difference between the input mechanical energy 

and the output electrical energy is the kinetic energy of the machine 

components. The machine will not rotate at synchronous speed if there is a 

mismatch between the input mechanical energy and the output electrical 

energy of the machine. This can be formed mathematically by the following 

equation: 

(4.7) 



80 

where: 

M is the angular momentum, 

8 is the torque angle, 

Pm is the mechanical power input corrected for rotational losses and 

Pe is the electrical power output corrected for electrical losses. 

Equation 4.7 is called the "Swing Equation". Such an equation can be 

written to express the dynamic behavior of each machine in the system. For 

an N machine system, N swing equations similar to Equation 4.7 can be 

formulated 

d2 8 D d8 
M1 dt 1 D = el(upuA z,"•,,,A

dt 
d 2 8 d8 

dt 
M2 2 P mt U A  2 , • • • U g 

N'dt  D 
e2 

IA 

d8 d8 2 N ) 

dt dt 

t d82 d8N ) 
dt dt 

d 2 8N - d8 2 d8N
MN

 dt - 7 = rmN r kul'u2"."' dt 
d8 

dt • dt 

(4.8) 

It is clear that solving the above swing equation requires the use of one 

of the available techniques for solving non-linear differential equations. 

There are several methods that can be used for this purpose. In the developed 

computer program used in the analysis, step by step integration is used [32]. 

The change in the torque angle is given by the expression [32] 
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= an--/ 
(At)2 

m(n-1) — Pe(n-1)) 

(At) 2
= A5,1+ M Pa(n-1) 

where P - a(n-1) is the accelerating power (P - m(n-1) Pe(n-1)1• 

(4.9) 

Equation 4.9 gives the incremental change in the rotor angle at any 

time. It is very important to include the discontinuity in the accelerating 

power (Pa) which will happen at time zero. In order to cover the discontinuity 

in the calculations, Equation 4.9 is modified to be 

AS = AS (642n n-1+ 2M • ( Pa(n-1)+ Pa (n-2))

4.4. Differences Between Deterministic and Stochastic 

Approaches 

(4.10) 

The main difference between the deterministic and stochastic methods 

for evaluating the transient performance of a power system is the 

introduction of the probability distributions for different system parameters 

in the stochastic approach. Figure 4.2.a. shows the basic procedure for 

deterministic transient stability evaluation while Figure 4.2.b. presents a 

procedure for probabilistic transient stability evaluation. 
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Determine Initial 
Load Conditions 

Determine Initial 
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Select Disturbance 
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Select Disturbance 
Type 

Determine System 
Response 

(a) 

Statistical Da 
Collection tl 

V 
Determine Initial 
Load Conditions 

V 
Determine Initial 

Network Configuration 

_71 Select Possible 
Disturbance Location 

Weight by the 
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Distributions 
V
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Disturbance Type 

retermine System 
Response 

(b) 

Figure 4.2: (a) Deterministic transient stability procedure 
(b) Probabilistic transient stability procedure 
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One of the important, basic factors that affect probabilistic transient 

stability assessment is the statistical data collection required to determine 

the probability density function for the fault location, type and clearing time. 

After that, transient stability analysis is done at all possible locations and for 

all possible types of faults. The results are weighted by the probability 

density function of each parameter using the conditional probability 

approach. On the other hand, the deterministic approach does not require 

any statistical data. The analysis is usually done only at certain locations and 

for certain fault types (usually the worst case). 

Generally speaking, the probabilistic approach does not eliminate the 

need for the deterministic approach. Rather, it includes both the 

deterministic and the probabilistic procedures and combines the results to 

obtain the required system indices. 

4.5. A Probabilistic Index for Transient Stability 

Section 4.2 proposed that probabilistic factors should be included in the 

evaluation of power system stability. The first and the most difficult step in 

the probabilistic approach is to collect statistical data on system faults such 

as fault types, locations, and clearing times. Each of these three factors are 

mutually exclusive and therefore the conditional probability approach can be 

used to assess system transient stability. 
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Figure 4.3 shows the probability density function for the fault clearing 

time. If the critical clearing time (CCT) is the maximum time in which the 

fault must be cleared, then the shaded area in this figure represents the 

probability of stability Pi* for a fault type i at a location j of line k. Using 

the conditional probability approach, the probability of stability (PST) for all 

fault types ( I ) at all possible locations ( J ) of all lines ( K) is given by the 

following equation: 

K J I 
PST= Il i

K=1 j=11=1 

where: 

Pijk Pi Pi Pk (4.12) 

Puk is the probability of stability if a fault of type i is occurring at 

location j of line k, 

Pi is the probability of having a fault of type i occurring at location j 

of line k, 

Pj is the probability of having a fault at location j of line k and 

Pk is the probability of having a fault at location k. 
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ccr 

probability of system stability 

probability of system instability 

Figure 4.3: Probability density function for the fault clearing time 

4.6. Description for the Developed Probabilistic Transient 

Stability Program 

A digital computer program called PTSE (Probabilistic Transient 

Stability Evaluation) has been developed to simulate the probable faults at 

possible system locations and, hence, calculate the probability of stability 

indices for the system. In the program, all the indicated simplifications to 

reduce the complexity of the power system were utilized. The general flow 

chart of the developed program is given in Figure 4.4. 
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Read the input data 
(load flow, machines and statistical data) 

Initial operating condition is found through 
Newton-Raphson Loadflow 

Form the sequence matrices 
before any fault 

Modify and connect the 
sequence matrices 

Clearing time (CT) = 0 

Perform numerical integration for the swing 
equations to obtain system condition 

Next case 

Find the probability of stability for each case and weight it 
by the probability of occurance to obtain system indices 

Figure 4.4: General flow diagram for the PTSE program 
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The functions of the main parts of the program are as follows: 

1. Reading the load flow, stability and statistical data. 

2. Performing initial load flow for the system using the Newton-

Raphson technique. 

3. Calculating the initial conditions for the system before the fault. 

4. Forming the sequence matrices for the system before any fault. 

5. Simulating the specified fault by doing the following steps: 

a. modifying and connecting the sequence matrices. 

b. Performing step-by-step integration and finding 

the critical clearing time. 

c. Calculating the probability of stability. 

6. Repeating Step 5 for all possible fault types and locations. 

7. Weighting all fault types and locations by their occurrence 

probabilities to obtain the system indices. 

4.7. Probabilistic Transient Stability Evaluation for the 

RBTS 

4.7.1. Including transient stability data in the RBTS 

The published RBTS does not include the data required to conduct 

transient stability studies. The required extension includes the following 

data: 
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1. zero and negative sequence resistances and reactances of 

transmission lines, 

2. probability distribution for fault clearing times. 

3. probability distribution for fault types 

4. probability distribution for the fault locations. 

5. positive, negative and zero sequence resistances and reactances for 

the synchronous machines. 

6. inertia constants for the machines. 

The required additional data are presented jn Appendix A. 

4.7.2. Application of Probabilistic Transient Stability Assessment to 

the RBTS 

The basic configuration of the system shown in Chapter 2 is used in 

this study. The system deterministic and stochastic data (bus, line, and 

generator data) are given in Appendix A. The fault clearing times are 

assumed to be normally distributed and it is assumed that faults occur at the 

ends of a transmission line with a 0.5 probability of occurrence at each 

location. 

Figure 4.5 shows the weighted probability of stability for all the RBTS 

transmission lines and also the overall probability of stability for the system. 

It is clear from this figure that three phase faults and double line to ground 

faults have the lowest probability of stability while single phase and phase to 

phase faults have a probability of stability of unity as the system is stable for 
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any single line or two line fault occurring at any system location. Figure 4.5 

also shows that Lines 2,3 and 7 are the most critical lines in the system. This 

is due to the fact that these lines are connected to the major generator bus #2. 
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Figure 4.5: Weighted probability of stability for the RBTS and its 
transmission lines 
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4.8. Summary 

This chapter describes the basic differences between the deterministic 

approach and a stochastic approach to transient stability evaluation. The 

swing equations which describe the motion of synchronous machines and 

their solution using step by step integration are presented. A probabilistic 

approach to transient stability evaluation is discussed. A digital computer 

program called Probabilistic Transient Stability Evaluation (PTSE) has been 

developed to apply stochastic concepts to the transient stability problem. The 

stochastic technique is illustrated in this chapter by application to the RBTS 

utilizing the developed program (PTSE). The stability indices evaluated for 

the RBTS are presented graphically in Figure 4.5. Stability indices in this 

form are practical and realistic and should prove useful in system planning, 

control and design. 



5. AN APPROACH TO SECURITY EVALUATION OF 

COMPOSITE POWER SYSTEMS 

5.1. Introduction 

There are three fundamental reliability related design considerations 

in system planning, namely: 

1. Adequacy evaluation: this relates to whether the installed 

generation and transmission capacities are sufficient to meet the 

total system load requirements. 

2. Security constrained adequacy evaluation: this relates to whether 

the amount of generation and transmission reserve is sufficient to 

avoid load curtailment under failure events. 

3. Security evaluation: this considers the capability of the system to 

operate under stable conditions when a major change in the 

system occurs. 

The first consideration is referred to as adequacy evaluation and 

Chapter 2 of this thesis presents a description of adequacy evaluation in 

91 
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composite power systems. Studies that take the first two noted considerations 

into account are referred to as security constrained adequacy analyses and an 

example study is presented in Chapter 3. The concepts associated with 

transient performance evaluation are presented in Chapter 4. The inclusion 

of these concepts in the security constrained adequacy evaluation leads to the 

ability to perform overall reliability evaluation which includes both adequacy 

and security. 

In this chapter, the steady state security constraint set presented in 

Chapter 3 is extended by adding a transient performance constraint set to 

form an overall security constraint set. 

5.2. A Security Constraint Set for Composite Power 

System Reliability Evaluation 

Security constraints can be divided into two main parts: steady state 

performance constraints and transient performance constraints. Transient 

performance constraints test the capability of a system to be operated in such 

a way that it remains stable when faults occur. Steady state performance 

constraints test the capability of a system to supply the load without violating 

equipment operating limits. The steady state performance constraints set is 

discussed in Chapter 3. The transient performance constraints set is derived 

from the concept presented in Chapter 4. 
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5.2.1. The transient performance constraints 

A power system is usually designed to ensure that synchronism will be 

maintained under specified system failures such as a three phase fault at 

particular system buses or transmission lines. This "worst case" approach has 

been widely used by utilities. It was noted in Chapter 4 that many other 

contingencies in different locations are also probable and might have higher 

probabilities than the occurrence of three phase faults near generation buses. 

At the same time, different system faults do not have the same impact on the 

system. A stochastic approach is therefore the most suitable way to obtain a 

realistic appraisal of the expected transient performance of the system. This 

can be expressed as: 

PST; >_ PST r (5.1) 

where PST r is the minimum probability of stability for line i. 

The corresponding region that represents all lines is defined as 

RTS {PST : PST, ?.. PST 'in }. (5.2) 
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5.2.2. The security constraint set 

The total security constraints set RT can be found by combining both 

steady state and transient security constraint sets. The power system is 

considered to be operating within limits when there exists a solution in 

(v, 8, t) - space which satisfies the following relation: 

RT •.= R SS n RTS • (5.3) 

The flow chart used for detecting different operating states in Figure 

3.2 and discussed in Chapter 3 can be used here for an overall security 

evaluation. In this case, the total constraint set RT is utilized instead of the 

steady state constraint set Rss. 

5.3. A Security Study for the MRBTS 

The probabilistic indices for the MRBTS have been calculated using 

the comprehensive constraint set. In this analysis, up to the fourth level of 

generator outages, third level line outages and third level of line plus 

generator outages are considered. The analysis covers more than 99.997 % of 

the total sample space. The remaining 0.003 % consists of higher order 

contingencies which are not covered in the analysis. 

The annualized probabilities and frequencies for different operating 

states at 185 MW system load are shown in Table 5.1 and Figure 5.1. The 

selected minimum probability of stability is 70%. This selection was done to 

ensure that the system will remain stable at least under the highly probable 
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faults (single line to ground faults). The probability of the normal state in 

Table 5.1 and Figure 5.1.a is greater than zero which means that there is no 

first level contingency that violates any of the transient performance 

constraints. It can be seen from both Table 5.1 and Figure 5.1 that the 

probability of the extreme emergency state when the transient performance 

constraints are included is equal to that obtained without including the 

transient performance constraints. This is due to the fact that no decision is 

made on load curtailment when the system is considered to be at risk. The 

probability of the emergency state increases considerably by recognizing the 

transient constraint set. There is an increase of more than 12% in the CSOSR 

due to the consideration of the transient performance constraints. 

Table 5.1: Probabilities and frequencies of different operating states 

System 

State 

Excluding Transient 

Performance 

Constraints 

PSTm = 0.0 % 

Including Transient 

Performance 

Constraints 

PSTm = 70.0 % 

% Change in 

the system 

states 

Probability Frequency Probability Frequency Prob. Freq. 

Normal 0.899362 73.494368 0.845798 59.821520 6 19 

Alert 0.091772 35.516126 0.144317 48.062565 57 35 

Emergency 0.000074 0.135088 0.001127 1.309558 1422 869 

Ext. Emerg. 0.008580 3.982606 0.008580 3.982606 0 0 

No Problem 0.000187 0.249639 0.000153 0.201578 18 19 

CSOSR 0.008680 4.117694 0.009733 5.292164 12 28 

Total 0.999975 113.37783 0.999975 113.37783 
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5.4. Effect of Changing the Transient Performance 

Constraints 

The effect of changing the transient performance constraints by 

changing the minimum acceptable limit for the probability of stability 

(PSTm) is shown in Figure 5.2 and Figure 5.3. Figure 5.2 shows the effect of 

increasing the minimum probability of stability on the probability of different 

operating states. It can be seen that the emergency and the composite system 

operating state risk (CSOSR) probabilities increase when the minimum 

probability of stability criterion is increased. The normal state and no 

problem probabilities decrease as the required stability criterion increases. 

The alert state probability increases initially when some of the normal 

probability transfers to the alert state. After that it will decrease slightly 

with the increase in the required stability criterion. Similar observations are 

apparent in Figure 5.3 which shows state frequencies instead of probabilities. 

5.5. Effect of Load Variation and Annual Indices 

The annual indices are calculated using the seven step load model 

described in Chapter 3. The effect of load variation on the different operating 

states probabilities is shown in Figure 5.4. Figure 5.5 shows the effect of 

different load levels on the frequency of the different operating states. These 

figures also shows the annual results using the seven step load model. It can 

clearly be seen that the annual CSOSR is considerably smaller than the 

CSOSR calculated at the system peak load. 
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5.6. SUMMARY 

In this chapter, the framework developed by Billinton and Khan [11] 

has been extended by incorporating the transient behavior of the system to 

form a realistic security constraint set. 

The new constraint set is utilized to obtain security indices for the 

MRBTS. The probabilistic indices for different operating states have been 

calculated considering the constraint set given in Reference [11] and the new 

security constraint set. The effect of varying the transient performance 

constraint demonstrates the importance of taking the effect of system 

dynamics into consideration. The minimum acceptable probability of stability 

of 70% used in this study is approximately equal to the occurrence probability 

of single line to ground faults which implies that the system must be stable 

for at least all single line to ground faults. It is noted that for the example 

considered the effect of considering the transient behavior of the system has a 

significant effect on the risk indices. Both annual and annualized indices are 

presented in this chapter using the developed constraint set. 



6. UTILIZATION OF THE SECURITY EVALUATION 

CONCEPT IN POWER SYSTEM PLANNING 

6.1. Introduction 

Power system planning usually starts with the load forecasting process 

as an accurate estimation of both future demand and energy are essential. 

The forecast demand and energy requirements are used in planning the 

generation, transmission and distribution systems. There is no one particular 

method or approach to load forecasting that works for all power utilities and 

it appears that there are as many valid forecasting methods as utilities [26]. 

In the studies described in this chapter, expansion planning is done based on 

a total increase in the load of 10% in steps of 2%. No attempt has been made 

to relate this to a particular time in the future. 

The domain of power system operation has been divided into four 

operating states namely, normal, alert, emergency and extreme emergency. 

The mathematical model for these states is described in the previous 

chapters. The system does not violate any steady state and/or transient 

constraints if it is working in the normal or alert states. The main objective of 

system planning is to design a system that operates most of the time in these 

two states or, in other words, to operate with a high probability of being in 
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these two states. The risk index (CSOSR) is defined in the previous chapters 

as the probability of not operating in the normal or alert states. This risk 

index is used in this chapter as a criterion for composite power system 

expansion planning. 

6.2. Expansion Planning in the MRBTS 

System expansion planning at HLII is performed by adding 

appropriate generation facilities in order to satisfy the total system load at an 

acceptable level of reliability. The pre-specified risk may be associated with a 

deterministic or a probabilistic criterion. The most common deterministic 

criterion is the loss of the largest unit or some percentage of the peak demand 

[40]. LOLE [40] is the most common probabilistic risk index. The 

transmission facilities are not included in the analysis at HLI. 

In this section, expansion planning for the RBTS is done utilizing the 

Composite System Operating State Risk (CSOSR). As noted earlier, the 

system does not violate any steady state or transient constraints in the 

normal or alert states. System planners, therefore, would like to have the 

systems reside with a high probability in these states. The no problem area 

represents states that belong to neither normal or alert states. The 

summation of normal, alert and no problem probabilities gives the probability 

that the system is operating in a favorable condition. The complement of this 

summation, which represents the risk index (CSOSR), gives the probability of 

unfavorable operating conditions. The risk index (CSOSR) is utilized in this 

chapter to justify the addition of generation and transmission facilities under 

system load growth. An acceptable CSOSR of 0.0125 is used for expansion 
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planning of the MRBTS. This means that the system is considered to be 

reliable if its CSOSR is equal to or less than 0.0125. 

6.2.1. Generation expansion planning in the RBTS 

The objective of this study is to determine at which load level an 

additional generating unit must be added to satisfy the specified risk level. 

Table 6.1 shows the parameters of additional generating units. It is assumed 

that generating units can be added to any system bus in the analysis. In 

order to find which bus is the most suitable for generating unit additions, 

generators are added sequentially to each bus and the study conducted in 

steps up to a 10 % increase in the peak load. Figure 6.1 shows that without 

violating the specified risk level, the system can only carry up to a 3% 

increase in peak load without requiring expansion of the existing generation 

and transmission facilities. Figure 6.2 shows the effect of adding generation 

at different system buses. It can be seen from Figure 6.2 with an addition of 

one generator at bus 2, the system can serve up to an 8% increase in the peak 

load at a specified risk level of 0.0125. If the peak load increases by more 

than 8%, extra generating units must be added. When the units are added to 

Bus #1, the system can carry up to a 9.5% increase in the peak load by adding 

two generating units. It can be seen from Figure 6.2 that the two additional 

generating units are not enough to supply an increase of 10% in the system 

peak load regardless at which bus the units are added. More generating units 

must be added or an expansion of the existing transmission facilities must be 

conducted in order to meet such a load increase. 
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Table 6.1: Parameters of the additional generating unit for the MRBTS 

Pos. See . Ne!. Seq. Zero se. . 

Rating MTTF MTTR H R X R X R X 

(MW) (Hours) (Hours) p.0 p.0 p.0 p.0 p.0 p.0 p.0 

10 1 550 1 75 1 3.0 0.00 0.20 0.00 0.10 0.00 0.05 

0.1000 

0.0875 

0.0750 

0.0625 

0 0.0500 

0.0375 

0.0250 

0.0125 

0.0000 I 

0 

Base Case 

2 4 

—0-- Acceptable risk level 

6 

System load increment (%) 

8 

Figure 6.1: CSOSR variation with peak load increment 

10 
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(A) Unit addition at Bus 1 
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Figure 6.2: CSOSR variation with addition of generation at different buses 
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6.2.2. Transmission expansion planning in the RBI'S 

In the previous section, only extra generating units OW are added to 

the system to reduce the CSOSR. Some of the reliability violations, however, 

occur due to limitations in the capability of the transmission facilities where 

weaknesses in the transmission configuration cause the transient limits to be 

violated. Expansion analysis of the transmission facilities, therefore, must be 

conducted. In order to illustrate the effect of additional transmission 

facilities, selected additions were analyzed. Lines were added to the system 

one at a time. It is also assumed that one new transmission line between any 

two buses has the same parameters as the original line connecting these two 

buses. The following line additions were considered in the analysis: 

Case Addition 

1. line between bus 1 and 2 similar to line 1 or 6, 

2. line between bus 1 and 3 similar to line 2 or 7, 

3. line between bus 2 and 4 similar to line 3, 

4. line between bus 3 and 4 similar to line 4, 

5. line between bus 3 and 5 similar to line 5 and 

6. line between bus 4 and 5 similar to line 8. 

Figure 6.3 shows the effect of adding lines (each of the above cases) on the 

CSOSR. 
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Figure 6.3: Effect of transmission expansion on the CSOSR 

It can be seen from Figure 6.3 that transmission expansion can reduce 

the CSOSR. The figure shows that with the addition of a line between bus 1 

and 3 (Case # 2), the system can carry up to an 8% increase in the total 

system peak load without violating the steady state or transient performance 

constraints. If there is more than an 8% increase in the system peak load, a 

single transmission line addition cannot satisfy the specified load level and 

extra transmission and/or generation facilities must be added. 
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6.2.3. Improving the protection system 

In this section, no transmission or generation facilities are added but 

the circuit breakers that isolate the faulted transmission lines are improved. 

The improvements considered are: 

1. the tripping time of the circuit breakers is reduced by 50% 

and 

2. the standard deviation of the tripping time probability 

distribution is reduced by 50%. 

Figure 6.4 shows how the CSOSR is affected by the above improvements. It 

can be seen from Figure 6.4 that the system can carry up to an increase of 5% 

of the system peak load by improving the system protection. 

The addition of generating units, the addition of transmission lines or 

improving the protection system all lead to a reduction in the CSOSR. The 

addition of generating units alone to the system may lead to a situation in 

which the addition of more units does not significantly improve the CSOSR 

either because of a weakness in the protection system or a capacity limitation 

of the transmission facilities. The addition of only transmission lines to the 

system may also not be a good planning decision if the existing transmission 

system is capable of carrying the energy from the generating stations to the 

major load points. Also, improving the existing protection system may not be 

a good planning decision if the existing protection system is capable of 

isolating the faulted lines before creating any stability problems. 
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Figure 6.4: Effect of improving the protection system 

Table 6.2 summarizes the best alternatives arising in the three 

previous sections and presents a typical planning problem. Valid and 

practical decisions can not be taken by considering isolated reinforcements in 

the generation facilities, transmission facilities or protection systems. 

Planning must be undertaken which considers all possible combinations of 

the three facilities studied and must include consideration of the economics of 

each alternative in addition to the technical considerations. There are many 
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possible combinations of generation and transmission additions which could 

be considered. No attempt has been made in this research work to optimize 

the system investments. The objective was to examine the incorporation of 

security constraints in the evaluation of a system risk index and to illustrate 

its use in facility addition analysis. 

Table 6.2: Comparison between different expansion alternatives 

Facility Addition/Improved Maximum percentage 

increase in the load 

Base Case 3.0 % 

One line is added between busses 1 and 3 8.0 % 

One generator is added at bus 1 8.0 % 

Two generators are added at bus 1 9.5 % 

Protection system is improved 5.0 % 

6.3. Summary 

The Composite Systems Operating State Risk (CSOSR) is defined in 

Chapter 5 as the probability of residing in an undesirable system operating 

state. This index is used as a planning criterion and its utilization in the 

planning procedure is illustrated by application to the RBTS. The selection of 

an appropriate location for new generating units as well as the addition of 

new transmission lines is an important aspect of HLII expansion planning. 

The studies conducted in this research work show that the addition of new 

facilities (generating units or transmission lines) are important 
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considerations and proper selection and location of these facilities can make 

the system more reliable. 

The expansion planning examples considered in this chapter are 

simplistic. There are many other expansion considerations which must be 

included in actual expansion planning studies. 



7. SUMMARY AND CONCLUSIONS 

Composite power system reliability evaluation involves assessment of 

the ability of the combined generation and transmission facilities to supply 

adequate, dependable and suitable electric energy to the major system load 

points. The objective of this thesis is to develop a new technique to evaluate 

the security of composite power systems. This technique takes into account 

both the steady state performance and the transient performance of the 

system. The technique developed in this thesis is illustrated by application to 

the Roy Billinton Test System (RBTS). 

The contingency enumeration approach is the most basic technique for 

composite power system reliability evaluation. The technique involves the 

selection of contingencies, the evaluation of each contingency and the 

assessment of the reliability indices. There are several solution techniques 

that can be used to evaluate contingencies. In Chapter 2, adequacy indices 

are calculated using three network solution techniques: network flow, dc load 

flow and ac load flow methods. The selection of the solution technique 

depends on the intent behind the reliability study and the utilized failure 

criteria. It is noted in this chapter that more comprehensive information on 

the system is provided when ac load flow is used as the network solution 

technique. 

113 
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To simplify the approach used in quantifying the security problem, the 

system performance is divided into steady state performance and transient 

performance. In Chapter 3, a steady state constraint set is proposed and 

illustrated utilizing the RBTS. The system operating states are calculated 

utilizing the steady state constraint set. The system operating states can be 

categorized into two zones. The first zone can be called the no violation zone, 

in which the system is either secure or adequate. The second zone can be 

called the violation zone, in which the system is not adequate and hence not 

secure. The Composite System Operating State Risk (CSOSR) represents the 

probability of the system being in the violation zone. 

The second type of system performance, system transient performance, 

is discussed in Chapter 4. A worst case study such as a three phase fault or 

phase to phase to ground fault near the generator buses is normally 

performed to ensure that the system remains stable after clearing the fault. 

The probabilities associated with different types of faults are , however, quite 

different, and it is not realistic to invest money in building a system that is 

capable of handling faults that rarely occur. The best approach is therefore to 

include the probabilities associated with the influential factors. The 

probability of stability (PST) is a realistic and relatively simple index that 

can be used for this purpose. A digital computer program was developed to 

calculate the system probability of stability indices and has been utilized to 

assess the indices for the RBTS. 

A new constraint set has been developed to quantify the transient 

performance of the system. This constraint set based on the PST index is 
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discussed in Chapter 4. The system, in a certain configuration, is considered 

to be,stable if its probability of stability is less than a threshold value. This 

value can be found from the probability distributions of different types of 

system faults. In order to include the transient performance in the analysis, 

an ac load flow must be used as a network solution technique. The transient 

performance constraint set is combined with the steady state performance 

constraint set to form an overall constraint set that can be used in 

quantifying the security of composite power systems. This concept is 

introduced and illustrated in Chapter 5 when the RBTS is again used as the 

test system. The reliability indices for different operating states are 

evaluated. It was found that considering the transient performance of the 

system provides a realistic approach and that this inclusion has a significant 

effect on the overall reliability indices. 

A system operates without violating any of the steady state or 

transient constraints in both the normal and alert states. Therefore, the 

system operation objective should be to operate the system with a high 

probability of being in these two system operating states. The utilization of 

the complement of these two states , CSOSR, as a simple expansion planning 

criterion to meet future load growth is illustrated in Chapter 6 using the 

RBTS as a test system. It was shown that the selection of new generating 

units or transmission lines is very important. The CSOSR can be used to 

assist in selecting the location which gives the highest reliability margin. The 

expansion planning illustrated in this chapter is simple, as the intention was 

to demonstrate the utilization of the new CSOSR as a planning tool. There 

are many other considerations which must be included in actual expansion 

planning. 
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In conclusion, the inclusion of the transient performance of the system 

is only the initial phase of the development of a quantitative assessment of 

system security. Much work has yet to be done in the area of data collection 

and the incorporation of reliability worth concepts. Finally, it is expected that 

the stability indices and the procedure presented in this thesis will serve as a 

stepping stone to further development in the area of power system security 

evaluation. 
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APPENDIX A. Data of the 6-bus RBTS 

Base MVA = 100 

Table A.1: Line data 

Line 
No. 

Buses 
I J 

R 
p.u. 

X 
p.0 

B/2 
p.0 

I-rat. 
p.0 

x 
Fly

r 
Hrs 

1 1 3 0.0342 0.1800 0.0106 0.85 1.5 10 

2 2 4 0.1140 0.6000 0.0352 0.71 5.0 10 

3 1 2 0.0912 0.4800 0.0282 0.71 4.0 10 

4 3 4 0.0228 0.1200 0.0071 0.71 1.0 10 

5 3 5 0.0228 0.1200 0.0071 0.71 1.0 10 

6 1 3 0.0342 0.1800 0.0106 0.85 1.5 10 

7 2 4 0.1140 0.6000 0.0352 0.71 5.0 10 

8 4 5 0.0228 0.1200 0.0071 0.71 1.0 10 

9 5 6 0.0228 0.1200 0.0071 0.71 1.0 10 

Table A.2: Bus data (pu) 

Bus Pload Qload Peen. Qmax Qmin V Vmax Vmin 

1 0.000 0.000 1.000 0.500 -0.40 1.05 1.05 0.97 

2 0.200 0.000 1.200 0.750 -0.40 1.05 1.05 0.97 

3 0.850 0.000 0.000 0.000 0.000 1.00 1.05 0.97 

4 0.400 0.000 0.000 0.000 0.000 1.00 1.05 0.97 

5 0.200 0.000 0.000  0.000 0.000 1.00 1.05 0.97 

6 0.200 0.000 0.000 0.000 0.000 1.00 1.05 0.97 



122 

Table A.3: Generator data 

Unit 

No. 

Bus 

No. 

Rating 

 MW 

X 

F/y 

r 

Hrs

1 1 40.0 6.0 45.0 

2 1 40.0 6.0 45.0 

3 1 10.0 4.0 45.0 

4 1 20.0 5.0 45.0 

5 2 5.0 2.0 45.0 

6 2 5.0 2.0 45.0 

7 2 40.0 3.0 60.0 

8 2 20.0 2.4 55.0 

9 2 20.0 2.4 55.0 

10 2 20.0 2.4 55.0 

11 2 20.0 2.4 55.0 

Table A.4: Additional line data 

Line 
No. 

Buses 
I J 

R* 
p.u. 

X* 
p.0 

Fault 
Prob. 

CLR 
T- s 

Sdv 
s 

Fault type prob. 
3-L L-g 2L 2L-g 

1 1 3 0.0342  0.1800 1/9 0.3 0.03 .05 .70 .15 .10 

2 2 4 0.1140 0.6000 1/9 0.4 0.04 .05 .70 .15 .10 

3 1 2 0.0912 0.4800 1/9 0.4 0.04 .05 .70 .15 .10 

4 3 4 0.0228 0.1200 1/9 0.2 0.02 .05 .70 .15 .10 

5 3 5 0.0228 0.1200 1/9 0.2 0.02 .05 .70 .15 .10 

6 1 3 0.0342 0.1800 1/9 0.3 0.03 .05 .70 .15 .10 

7 2 4 0.1140 0.6000 1/9 0.4 0.04 .05 .70 .15 .10 

8 4 5 0.0228 0.1200 1/9 0.2 0.02 .05 .70 .15 .10 

9 5 6 0.0228 0.1200 1/9 0.2 0.02 .05 .70 .15 .10 

* This is the negative sequence value. The zero sequence value is three times 
the negative sequence one. 
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Table A.5: Additional generator data 

Positive Sea. I Negative Sea. Zero sea. 

Unit Bus 

No. No. 

R 

p.0 

X 

p.0 

R 

p.0 

X 

p.0 

R 

p.0 

X 

p.0 

H 

sec. 

1 1 0.00 0.20 0.00 0.10 0.00 0.08 5.0 

2 1 0.00 0.20 0.00 0.10 0.00 0.08 5.0 

3 1 0.00 0.10 0.00 0.05 0.00 0.03 3.0 

4 1 0.00 0.15 0.00 0.10 0.00 0.05 4.0 

5 2 0.00 0.10 0.00 0.05 0.00 0.03 1.0 

6 2 0.00 0.10 0.00 0.05 0.00 0.03 1.0 

7 2 0.00 0.20 0.00 0.10 0.00 0.08 5.0 

8 2 0.00 0.15 0.00 0.10 0.00 0.05 4.0 

9 2 0.00 0.15 0.00 0.10 0.00 0.05 4.0 

10 2 0.00 0.15 0.00  0.10 0.00 0.05 4.0 

11 2 0.00 0.15 0.00 0.10 0.00 0.05 4.0 
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