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ABSTRACT 

In the study of materials for electronic devices, there is a continuous search for new materials 

with useful properties. In the early 2000’s, the 2D semi-metal carbon material graphene was 

isolated and characterized experimentally, and found to have a variety of desirable electronic 

properties. Since that time research on graphene and graphene related materials has progressed at 

an ever growing rate as researchers seek to understand, manipulate, and enhance graphene for use 

in electronic devices.  One arm of this research seeks to manipulate the band structure of graphene 

such that it behaves like a semiconductor in devices. This thesis reports a study of four graphene 

systems investigated to attempt to manipulate the electronic structure in graphene; Graphene/Cu, 

Co/Graphene/Cu, Graphene/Co/SiO2, Co/Graphene/SiO2. The properties of these systems were 

investigated using various X-ray spectroscopy and surface science techniques. The analysis 

showed that the band structure of Graphene/SiO2 may be manipulated by depositing cobalt on the 

graphene surface.  At a low concentration, the cobalt is completely oxidized into primarily CoO, 

and the graphene is not heavily damaged.  Oxide groups form on the graphene surface but are 

found to be proportional to the cobalt thickness below 1 nm. Using X-ray spectroscopy a band gap 

of up to 0.30 ± 0.10 eV is observed in graphene 2p states when a low concentration of cobalt forms 

islands on the graphene surface. The mechanism of band gap opening was interpreted using 

electronic structure calculations to have a contribution from both graphene oxide formation as well 

as the presence of CoO. These results have implications for graphene electronics and spintronics 

where magnetic metals can be used to induce a band gap in graphene that is stable at room 

temperature and under atmospheric exposure.  
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CHAPTER 1 

INTRODUCTION 

In the past decade since its isolation, graphene has become one of the most popular topics in 

electronic materials and device research.  Although not officially isolated until 2004 by Novoselov 

and Geim [1], the properties of graphitic materials have been analyzed and studied since the early 

1900’s.  In 1962, the name ‘graphene’ was first coined by H. P. Boehm [2], but the result did not 

garnish much attention at the time. This was partially due to the experimental difficulties of 

isolating a pristine sample of graphene. Without such a sample, graphene’s properties were not 

easily quantifiable, and for more than four decades its unique characteristics remained largely 

unknown. Prior to 2004, several reports can be found detailing the synthesis of graphene-like 

materials and even monolayer graphene [3,4].  Graphite oxide was independently synthesized in 

1959 [5], and monolayer graphene was reported to be found on the surface of silicon carbide after 

annealing at high temperature in 1975 [6].  

However, none of those studies reported discovery of graphene’s unique electronic properties 

until 2004. Since that time, graphene has become heavily studied and attracted the attention of 

much of the scientific community in fields ranging from materials science to medicine. In the 

decade it has been under study since its isolation, graphene has found applications in transistors 

[7,8], photovoltaics cells [9,10], sensors [11],  as a corrosion barrier [12], and in spintronics devices 

[13]. The rate of research and filing of new patents related to graphene has exploded over the past 

decade, as reported by Thomson Reuters (Figure 1.1), with just 33 inventions in 2004 increasing 

to 5,000 in 2013 [14].  With many of these patents published by electronics companies, it has been 
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predicted that graphene will make its way into next generation devices over the next 2 decades 

[15] (Figure 1.2). 

 

Figure 1.1.  Published patents involving the manufacture or application of graphene from 

2004-2013.   

 

Fabrication of devices using graphene still poses many difficulties, often resulting in complex 

and costly fabrication procedures. One consideration is a difficulty in electrically contacting the 

graphene. The unique structure that gives rise to so many interesting properties is a double-edged 

sword in that its low kinetic reactivity makes the pristine graphene surface resistant to covalent 
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bonding.  This results in often poor interfaces between graphene and metallic contacts, making it 

difficult to incorporate without more complex fabrication methods. 

 

 

Figure 1.2.  Applications of graphene in electronics.   Display applications are shown in      

green; electronic applications are shown in blue.  Optical applications are shown in pink; 

optical interconnect applications are shown in brown. The figure gives an indication of 

when a functional device prototype could be expected based on device roadmaps and the 

development schedules of industry leaders. Adapted from Ref. 12.      

 

  For some applications, the use of graphene is also limited by a lack of intrinsic band gap.  

Pristine graphene without defects does not possess an electronic band gap, and introducing one 

that is tunable and reproducible is difficult to achieve.  This thesis presents a study on a method to 

open an electronic band gap in graphene, termed cobalt-mediated oxidation.  This metal-mediated 

oxidation has both advantages and disadvantages compared to other methods, and may have use 
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in graphene based devices.  The following chapters will cover the details of this study beginning 

with the basic properties of graphene and its history in electronic devices, followed by literature 

examples of graphene research for device applications.  Next is details of the experimental and 

theoretical tools used including X-ray spectroscopy, Raman spectroscopy, atomic force 

microscopy, and density functional theory simulations.  The final chapters report the analysis and 

discussion of the results, including conclusions and ongoing future work. 

 

1.1 Graphene: Physical properties and Band Structure 

The name graphene refers a single layer of graphite that has been isolated or grown in isolation.  

Structurally graphene consists of a hexagonal pattern of sp2 bonded carbon atoms in a single layer 

[Figure 1.3(a)]. The atoms are spaced 1.42 Å apart with a bonding angle of 120⁰ to form a 

honeycomb-like structure consisting of a single layer of atoms. This structural arrangement gives 

graphene high mechanical strength as well as interesting thermal, optical, and electrical properties.  

Researchers were quick to quantify the properties of single and multi-layer graphene using modern 

measurement techniques, revealing excellent thermal conductivity (3000 W/m·K), mechanical 

stiffness (1060 GPa), optical transparency (>90%), and charge carrier mobility (2000-20,000 

cm2/Vs) [16-20]. These properties make graphene very mechanically robust and desirable for 

electronic applications requiring transparent or very thin materials. As a short note on naming, 

multi-layer graphene up to several layers is often referred to generally as “graphene”.  For the rest 

of this document, “graphene” refers to only a single layer unless otherwise stated.  
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Figure 1.3. Common carbon allotropes used in electronic devices.  (a) graphite, (b) 

diamond, (c) amorphous carbon, (d) C60 fullerene, (e) carbon nanotube (single wall).   

 

 

Figure 1.4. Graphene unit cell.  On the left is the graphene lattice and unit cell (gray) with 

A and B lattices and primitive vectors marked.  On the right is the Brillouin Zone with k-

points, reciprocal lattice vectors, and high symmetry points marked.  This figure was 

adapted from Ref. [21,22]. 
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The 2D structure of graphene gives rise to a unique band structure that can be derived 

theoretically.   To begin with the derivation of the reciprocal lattice, graphene is broken into two 

sub-lattices A and B (Figure 1.4).  The following derivation has been adapted from references [21] 

and [22]. The structure has a unit cell containing only 2 atoms, allowing the primitive lattice 

vectors to be defined as below where a ≈ 1.42 Å, yielding a graphene lattice constant of |𝑎1| =

|𝑎2| = 2.46 Å.  

        𝒂𝟏 =
𝑎

2
 (3, √3)    ,  𝒂𝟐 =

𝑎

2
 (3, −√3)                                     (1) 

The reciprocal lattice vectors can then be computed as: 

𝒈𝟏 =
2𝜋

3𝑎𝑜
 (1, √3)    ,    𝒈𝟐 =

2𝜋

3𝑎𝑜
 (1,−√3)                              (2) 

To calculate the band structure in graphene p-states, the tight binding model is typically used 

where only nearest neighbor contributions are considered. By constructing the Hamiltonian in 

the tight binding approximation, an energy dispersion relation can be derived, which was first 

derived by Wallace in 1947 [22]. 

 

𝐸𝐷(𝒌) = 𝐸𝐹 ± 𝑡 [1 + 4𝑐𝑜𝑠 (
3𝑘𝑥𝑎

2
) 𝑐𝑜𝑠 (

𝑘𝑦𝑎

2
) + 4𝑐𝑜𝑠2 (

𝑘𝑦𝑎

2
)]

1/2

                (3) 

The value t refers to the nearest neighbor hopping energy and is t ≈ 2.8 eV in graphene, with 

positive and negative values used to represent the bonding and antibonding π-bands. Equation (3) 

can be plotted to visually represent the band structure, showing that the π and π* bands touch at 

the K symmetry point (Figure 1.5), and that the band shape appears linear near the K-point or Dirac 

point.   
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Figure 1.5. Energy spectrum of graphene and around the Dirac point.  On the left the 

energy spectrum of graphene plotted in 2 dimensions. On the right is a close view around a 

Dirac point showing the conical shape. This figure was adapted from Ref. 21. 

 

This linear shape of the dispersion curve near the Dirac point is fundamentally different than 

that observed for typical semiconductors with a parabolic band shape, and is the origin of many of 

the electronic properties of graphene.   As shown in Figure 1.6 (left) the dispersion relation for a 

typical semiconductor is curved near the K-point and can be described by the equation for a 

parabolic band (Equation 4), where m* is charge carrier effective mass).    

𝐸 =
ℏ2𝑘2

2𝑚∗
                                                                 (4) 

The charge carrier effective mass in this case can be determined by deriving the 2nd derivative 

with respect to energy to yield an equation for effective mass of (low energy) electrons in 

semiconductors with a parabolic band (Equation 5). 

 

1

𝑚∗
=

1

ℏ2

𝑑2𝐸

𝑑𝑘2
                                                             (5) 
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Figure 1.6. Dispersion curves for (left) a typical semiconductor, and (right) in graphene.  

This figure was adapted from Ref. 21. 

 

By contrast to a typical semiconductor, the band structure in pristine graphene presents a linear 

dispersion near the Dirac point (Figure 1.6, right). An equation describing the linear shape can be 

derived by expanding equation (3), and is given by equation (6) where 𝑣𝐹 is the Fermi velocity. 

 

𝐸 = ±ℏ𝑣𝐹|𝑘|                                                                  (6) 

 

In the case of a non-parabolic band, the definition of effective mass in equation (5) no longer 

applies.  A more general relationship between total particle energy, E, and charge carrier or particle 

effective mass can be derived by considering wave-particle duality with an  associated group           

(vg ≃ ℏ−1(𝜕𝐸 𝜕𝑘)⁄ ) and phase velocity (vp ≃ 𝐸 ℏ𝑘⁄ ) given by equation (7) [23].  

 

𝐸 ≃ 𝑚∗𝑣𝑔𝑣𝑝                                                               (7)   
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Using the linear dispersion relation in graphene (equation 6) with the definitions of group and 

phase velocity, it can be shown that vg = vp = vf  in graphene [23].  Therefore the effective mass of 

charge carriers in graphene from equation (7) depends on the momentum (ℏ𝑘) of the particle as 

given by equation (8). 

𝑚∗ ≃
𝐸

𝑣𝑔𝑣𝑝
 ≃

ℏ𝑘

𝑣𝐹
                                                              (8)   

 

From the linear band dispersion, the Fermi velocity can be computed to be the same order of 

magnitude as the speed of light in graphene (vF ≈ 1 x 106 m/s) [22]. Inserting this value into 

equation (8) shows that charge carriers in graphene have very low effective mass and behave as 

nearly massless particles near the Dirac point. This linear band shape near the Dirac point means 

that when EFermi = 0, the graphene valence band (VB) is exactly filled and the conduction band is 

empty, with the two bands meeting at the Dirac points.  Therefore graphene is termed a semi metal 

or gapless semiconductor with charge carriers that behave like massless Dirac fermions. For a 

prefect graphene sheet free from impurities and disorder, the Fermi energy lies at the Dirac point.  

The electronic properties of pristine graphene arise from the behavior of charge carriers around 

the Dirac points, but the subject of this thesis is the modification of the graphene band structure to 

form a band gap.  The goal of this research is to induce a semiconducting band gap in graphene 

while preserving as much as possible its electrical and mechanical properties.  Several methods 

have been derived to induce a semiconducting gap in graphene, which are discussed in the 

following sections. 
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1.2 Engineering a Band Gap in Graphene 

The following section outlines some methods that can be found in the literature that have 

successfully opened a band gap in graphene.  Methods not discussed that may of interest to the 

reader concern band gap opening in multilayer graphene using electric or magnetic fields or 

asymmetrical layer stacking [24,25]. In this study, it was assumed that the graphene obtained 

initially is single layer without significant wrinkling or areas of multilayer graphene, and no 

electric or magnetic fields were applied during measurements. Therefore band gap opening effects 

in multi-layer graphene due to electrical or magnetic fields are not considered to contribute. 

 

1.2.1 Chemical Functionalization  

The most straight forward approach to changing the physical properties of any material is to 

introduce other materials to produce a new (better) composite material. Many attempts have been 

made in the literature to functionalize single and multilayer graphene using single atoms or 

molecules deposited on the surface or by substitution. Using multilayer graphene, the top layer of 

bi- or tri-layer graphene may be functionalized with organic molecules in order to break the layer 

symmetry by charge transfer, yielding a typical semiconducting gap of 100-200 meV [26]. A wide 

variety of band gap energies can be obtained depending on the type of organic molecule adsorbed 

and its location on the graphene surface (Figure 1.7). Organic materials can become tightly bound 

to the graphene surface through π-π interaction, in some cases making the band gap permanent and 

insensitive to temperature or charge carrier concentration.  Bilayer graphene modified with organic 

2,3,5,6-Tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4TCNQ) molecules has been used in field 

effect transistors to achieve a mobility up to 1600 cm2/Vs and a tunable band gap from 0 – 300 
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meV [27]. Using organic materials to modify graphene is advantageous in that it is scalable to 

large quantities with a tunable band gap provided a homogenous distribution of molecules can be 

obtained. The main disadvantages with this method are the small range of accessible band gap 

energies, control of the carrier type, and the requirement for a variety of different molecules needed 

to tune the band gap to a desired energy [26]. 

 

 

Figure 1.7. Examples of molecular functionalization.  (a) Bilayer graphene modified with 

adsorbed 3,6-difluoro-2,5,7,7,8,8-hexacyano-quinodimethane (F2-HCNQ) molecule. Red 

and blue regions show areas of increasing and decreasing electron density, respectively. (b) 

High symmetry adsorption geometries for the F2-HCNQ molecule yielding a band gap. (c)  

Bilayer graphene modified with adsorbed dimethyl carbonate (DMC) molecule. This figure 

was adapted from images in Ref [25]. 
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One of the more successful examples using single layer graphene is fluorinated graphene or 

fluoro-graphene [28,29].  This is achieved by the addition of fluorine atoms across the carbon-

carbon double bond, typically starting with highly ordered pyrolytic graphite (HOPG) and reacting 

it with fluorine gas at high temperature, followed by isolation using exfoliation.  Fluoro-graphene 

is mechanically stable with a band gap up to 3 eV depending on the degree of fluorination, and 

can be a high quality insulator with resistivity in excess of 10 GΩ at room temperature. Fluoro-

graphene has been used in devices as an interface modification layer, an insulator, as well as a 

semiconductor in transistor devices [29,30].  Through the clever use of buffer layers, a single sheet 

of graphene can become a transistor through selective fluorination to produce adjacent insulating 

and semiconducting areas.   

The most prolific example of the chemical functionalization approach is graphene oxide (GO). 

GO can be fabricated by exfoliation of graphite in oxidizing solvents, where covalent bonding with 

oxygen forms sp3 and sp2 hybridizations that can open a band gap of 0.02 to 3.5 eV, depending on 

the reduction level and number of graphene layers (Figure 1.8) [32]. GO has been implemented 

successfully in sensors [11,33], transistors [7], and solar cells [9,10].  Typically GO is used as a 

single layer in devices, but there are monolithic examples of all graphene/graphene oxide devices 

[8].  

With implementation of GO (and other graphene derivatives) into devices, the concerns become 

reliable fabrication with reproducible properties in a scalable manner. The use of GO is 

advantageous because it is scalable to large quantities and the band gap is tunable over a wide 

range. The fabrication procedure also can be done without significant high vacuum systems or 

otherwise complicated equipment. However, there are disadvantages concerning the 

reproducibility and yield of GO with the desired properties from a given fabrication run. Impurity 
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sites and defects in the precursor graphite can contribute to non-homogeneous distribution of 

oxygen functional groups, making it more difficult to produce large quantities of GO with 

consistent, reproducible properties. Additionally, to tune the band gap energy thermal annealing is 

required, which can introduce defects and fragment the GO.  But in spite of these difficulties, GO 

production has become scalable to large quantities with many high quality products available 

commercially and used regularly in research.  Similar issues are present such as difficulties of 

homogeneous distribution of additive materials for other functionalized forms of graphene. 

 

 

Figure 1.8. GO transistor and schematic.  (a) An example of a GO transistor employing an 

insulating/semiconducting heterostructure. (b) Conduction pathways through the GO layers 

in this device. On the right the GO structure resulting from exfoliation.  sp3 and sp2 

functional groups including carboxyl (COOH), hydroxyl (C-OH), carbonyl (C=O), and 

epoxide (C-O-C) form non-homogeneously.  This figure adapted from Ref. [8].   
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1.2.2 Quantum Confinement and Edge Effects 

Another method to modify the band gap energy of graphene is to limit the size of a bulk sample 

to a graphene nanoribbon (GNR) or nanofragment.  Ribbons or fragments possessing a width of 

~10 nm can exhibit quantum confinement and edge effects, resulting in band structure that is very 

different from bulk graphene.  Quantum confinement begins to take effect when the size of the 

nanoparticles approaches the exciton Bohr radius of the material.  Therefore the onset of 

confinement depends on properties of the specific material including dielectric constant and charge 

carrier effective masses, which in turn determine the Bohr radius. Below this size threshold, charge 

carriers no longer exist in an effectively infinite lattice, but are confined in a potential well where 

the boundaries are simply the edge of the nanoparticle.  The properties of a potential well are 

known and can be solved using the Schrodinger Equation to show that discrete energy levels exist 

with a discrete energy splitting depending on the size of the well (and charge carrier effective mass, 

m*), given by equation (9).  The energy splitting is seen to increase with decreasing size L, and 

therefore the band gap in nanomaterials can be dependent on their physical size.  

 

𝐸𝑛 =
𝑛2ℎ2𝜋2

2𝑚∗𝐿2
                                                                        (9) 

 

This concept has been utilized to great effect through the development of semiconductor 

quantum dots for numerous applications including commercial applications such as solar cells and 

medical imaging.  The quantum confinement effect can be observed in graphene when GNRs or 

fragments are used, which can be fabricated from graphite, carbon nanotubes (CNTs), or organic 

molecule precursors using chemical or lithography techniques. Studies using molecular precursors 
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have shown GNRs fabricated with a reproducible, controllable band gap of 1.4 or 2.5 eV [34]. 

However the usable yield from this procedure is low because the GNRs grow chaotically, and 

pristine samples must be located, isolated, and measured in situ.  Exfoliation of graphite using 

etching solvents is a less complex method, but at a similar cost in low yields and poor 

reproducibility [35]. For device applications, GNRs have been integrated into devices using metal-

nanowire-etching to fabricate a ribbon-based device in situ, with very good performance of the 

resulting device [36].   

 

 

Figure 1.9. Example of armchair and zigzag graphene nanoribbons.  Adapted from ref 

[37]. 

 

Aside from quantum confinement in graphene nanostructures, edge effects also play a role in 

modifying the graphene band structure. Due to the hexagonal pattern of graphene, two edge types 

are possible: armchair or zigzag (Figure 1.9). Both types of nanoribbon edges are subject to 

reactivity with other species such as hydrogen, where the zigzag edge possesses slightly higher 

reactivity due to an unpaired electron. [38]. The zigzag edge also therefore possesses localized 

edge states that contribute to the density of states (DOS) near the Fermi level.  These localized 
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states can become spin polarized, leading to a magnetic moment in GNRs and other graphene 

based nanostructures. For the purposes of band gap engineering, the type of edge and the 

concentration of defects on the edge, as well as the overall size of GNRs, both play a large role in 

determining the band gap energy.  

Using GNRs is advantageous for semiconducting applications because they can be fabricated 

very reproducibly with consistent characteristics.  To obtain a desired band gap, one need only 

produce a GNR of the desired width.  GNRs are also by definition on the nanoscale, making them 

ideal for thin, nanoscale devices.  The disadvantages mainly stem from difficulties in scalability 

of the fabrication methods.  Growth using molecular precursors generally does not produce a high 

yield of identical GNRs, but rather a range of sizes from a few units wide to larger sheets that do 

not exhibit quantum confinement. Fabrication by unzipping CNTs is by contrast very reproducible 

where the width of the GNR depends only on the diameter of the CNT precursor. The main 

limitation here is the requirement for well-defined CNTs as the starting material.  Similar to the 

case of GO, any non-uniformity or defects in the precursor CNTs can result in GNRs with a range 

of sizes and electronic properties.   

 

1.2.3  RKKY Magnetic Exchange Coupling 

In addition to quantum confinement, magnetic exchange coupling has been identified as a 

method to open a band gap in graphene.  Specifically, Ruderman-Kittel-Kasuya-Yosida (RKKY) 

exchange coupling; pure superexchange and double exchange are not considered in the graphene 

architecture under study here.  RKKY exchange is fundamentally different from super and double 

exchange in that it does not involve actual transfer of electrons across an intermediary atom.  Here 
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the exchange can be visualized by taking an isolated magnetic moment in a sea of conduction 

electrons such as in a metal.  The electrons acquire a spin polarization due to a magnetic moment 

that oscillates in direction with distance from the origin (a magnetic impurity atom or cluster), and 

persists over relatively large distances (3-4 nm). Effectively the electrons are scattered by the 

impurity and such an oscillatory spin rearrangement is more energetically favorable.  Two isolated 

magnetic impurities may be coupled through this electron oscillation, with a strength defined by a 

distance dependent exchange coupling constant J(R) where R is the distance between moments.  

In the Heisenberg form the RKKY exchange Hamiltonian between two spins Si and Sj is written 

as shown in Ref. 39: 

ℋ = −2∑𝐽(𝑅)𝑺𝑖

𝑁

𝑖<𝑗

∙ 𝑺𝑗                                                         (10) 

Next consider the interaction of the spins Sij with the spins s of the surrounding conduction 

electrons to be delta function limited and of the form: 

ℋ = −2𝐴𝛿(𝒓 − 𝑹)𝑺𝑖𝑗 ∙ 𝒔                                                    (11) 

 

It can be shown using equations (10) and (11) (derivation from Ref. 39) that the exchange 

coupling constant takes a form that is oscillatory in R and for the limit of large R is given by (where 

kF is the Fermi wave vector): 

 

𝐽(𝑅) =
2𝐴2𝑚𝑒𝑘𝐹

(2𝜋)3ℏ2
(
cos (2𝑘𝐹𝑅)

𝑅3
)                                                (12) 
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In the case of metallic multi-layer stacks [example, Co/Cu (1-5 nm)/Co], the oscillations are 

found to permeate the non-magnetic interlayer with a 1/z2 dependence where z is the distance from 

the magnetic/nonmagnetic interface. RKKY exchange is therefore unique in that it is the only type 

of exchange coupling that magnetizes the non-magnetic interlayer (intermediary).  The exchange 

coupling strength is defined per unit interface area and takes a form dependent on the spacer layer 

thickness d given by:   

𝐽12(𝑧) = 𝐽𝑜
𝑑2

𝑧2
sin(2𝑘𝐹𝑧)                                                    (13) 

In the research undertaken here, graphene provides the sea of conduction electrons to be 

polarized by either magnetic impurities or layers according to the RKKY exchange models 

outlined above.  It has been predicted using theoretical simulations that randomly distributed 

magnetic impurities on a graphene surface can undergo RKKY coupling [39-41]. In some cases 

antiferromagnetic coupling between impurities on opposite graphene sublattices can result in band 

gap opening.  Hopping from one sublattice to another normally does not flip the electron spin, but 

since neighboring impurities are antiferromagnetically coupled, it costs energy for an electron to 

move between sublattices. This leads to localization of spin polarized charges on the graphene 

sublattices, and a band gap opening in the area of magnetic impurities [42]. The gap size is 

predicted to be on the order of 0.1 eV depending on the exchange coupling strength, and is 

therefore tunable with temperature and external magnetic field.   

Exchange coupling can however be difficult to measure experimentally, and it was not achieved 

in this study.  Rather, this mechanism of gap opening is discussed because it was the main 

motivation for the study of metal/graphene systems.  This is discussed further in Chapter 3 where 
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several sample architectures were developed to attempt to produce RKKY coupling and potentially 

open a band gap in graphene by this method. 

 

1.2.4 Cobalt Mediated Oxidation of Graphene 

The method developed and studied in this thesis is an alternative to chemical or exfoliation 

techniques that uses metal deposition to modify the band gap of graphene.  Many related studies 

appear in the literature concerning work function doping of graphene for device applications, but 

a band gap was not revealed in these metal/graphene systems [43,44].  Indeed, work function 

engineering graphene is well known and has been used successfully to produce graphene contacts 

with a tunable work function, but again a band gap opening is not observed in these cases [45,46].  

Studies involving transition metal clusters deposited on graphene have also not revealed a band 

gap opening using various techniques including scanning tunneling microscopy (STM) and X-ray 

spectroscopy methods [47-49]. Typically these studies are pursued to control magnetic 

characteristics of graphene or induce spin polarization, and are largely performed in situ to prevent 

perturbations such as oxidation.  

Using graphene on SiO2 substrates, it is possible to induce a controllable band gap using cobalt 

deposited on the surface.   When a sub-monolayer of cobalt is deposited on the graphene, it does 

not etch or otherwise heavily damage the graphene.  Exposing such a system to oxygen 

subsequently causes oxygen functional groups to form where cobalt has been deposited in a 

concentration proportional to the cobalt thickness, and also converts all Co to cobalt oxides.  

Through a mechanism similar to production of graphene oxide, the functional groups cause new 

sp3 and sp2 hybridizations, which can induce an opening of a band gap (Figure 1.10).  Additionally, 
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electronic structure calculations of cobalt-graphene systems reveal a contribution from CoO alone 

that may also contribute to the band gap opening by localizing electronic charge near the Co 

clusters. The development and study of cobalt-graphene systems for band gap opening is the main 

subject of this thesis, with full analysis details reported in Chapter 3.  

 

 

Figure 1.10. Schematic of band gap opening using cobalt-mediated oxidation. 
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CHAPTER 2 

EXPERIMENTAL METHODS 

2.1 A Brief History of X-ray Spectroscopy 

Historically X-rays and X-ray spectroscopy have been studied since the evening of November 

8th, 1895 when X-rays were first discovered and named by Röntgen [50].  Study on the interaction 

between X-rays and matter began nearly immediately, with over 1000 papers published on the 

subject in the first year [51]. Studies continued to progress at this rate, and in 1913 a technique to 

measure X-ray absorption was developed, followed by the first published X-ray absorption 

spectrum by Wagner in 1915 of a silver bromide emulsion. Up until this point, only the bright 

“white line” absorption features had been observed due to the measurement technique in use at the 

time; the transmission of X-rays through a sample was measured using photographic film.  A 

systematic study of the various absorption and emission lines was undertaken in England, mainly 

by researcher Charles Glover Barkla over a period of many years, and ultimately published in 

1918.  The naming convention that is now commonly used for X-ray spectra defines the different 

electronic shells (typically in atomic notation) with new letters K, L, M etc. as shown in Figure 2.1, 

and was originally created by Charles Barkla during his studies [51].  Initially Barkla uncovered 

that the X-rays he could produce seemed to be of two types - one type was able to penetrate sheets 

of metal of a certain thickness, while the other was not and seemed to be blocked. Barkla initially 

named the more penetrating one type A and the less penetrating type B, but he then became 

concerned that even more penetrating types of X-ray radiation could be discovered. To avoid a 

potential naming problem, he renamed A and B to K and L, thus leaving room at the start of the 
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alphabet for more penetrating X-rays to be named A through J. As it turns out, no class of more 

penetrating rays was ever discovered, and the naming convention remains today.  The conventional 

K, L, M lettering is used for X-ray spectroscopy measurements in this thesis as opposed to atomic 

notation.   

 

Figure 2.1. X-ray Absorption transition edges and their naming showing K, L, and M 

edges [52]. 

 

The first extended X-ray absorption fine structure (EXAFS) was observed by Wilhelm 

Stenström in Sweden, who published his results in his thesis studying the M-edges of rare-earth 
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metals in 1919.  This was closely followed in 1920 by the observation that energy of a given 

absorption line may shift depending on the chemical environment and valence of the element.  This 

made it necessary for further study to establish beyond any doubt the correct energy locations for 

various absorption edges according to the valence. This work was contributed by many 

researchers, largely by the work of Linus Pauling on ionic materials, published in 1929.      

Most studies on X-ray absorption had been mainly experimental until 1920 when Walther 

Kossel offered an interpretation of X-ray absorption and fine structure from theory. He postulated 

correctly that absorption lines arise from electron excitations from inner shell orbitals to 

unoccupied outer shell orbitals due absorption of X-rays. Kossel’s theory persisted until 1931 

when a modification of the theory was introduced by Kronig to explain details of EXAFS 

oscillations by considering them as alternating forbidden and allowed bands in the DOS. Over the 

next several years Kronig went on to develop the theory of X-ray absorption in crystals and 

molecules, with contributions from many other physicists [51]. Kronig’s theory was advanced 

experimentally over the next 5 years by several physicists including Dirk Coster, Douglas Hartree, 

and Kronig’s PhD student, Hendrick Petersen. This work was also largely contributed to by 

experimental advances in detectors and monochromator crystals that allowed for much higher 

measurement resolution. Several other breakthroughs are noted in the next two decades up to the 

1950’s including ionization chambers becoming standard equipment for transmission X-ray 

absorption. This resulted in measured spectra taking the form seen today by plotting absorption 

cross-section (μ(E)) vs. incident photon energy.  With numerous contributions and changes made 

by other scientists, Kronig’s theory was developed into the theoretical framework used today to 

understand the interaction of X-rays with matter.  For a full account of the history of X-ray 

spectroscopy and X-ray absorption, refer to Ref. 51.  
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2.1.1 Synchrotron Facilities and Beamlines 

To perform X-ray spectroscopy efficiently, a bright, monochromatic source of X-rays is 

desirable.  Some experiments can be successful using a laboratory source, but most modern 

measurements are accomplished at a synchrotron facility.  Without going into great detail, a 

synchrotron produces X-rays by accelerating bunches of electrons to near relativistic speeds 

around a nearly circular path under high vacuum.  When the bunches meet a corner in the nearly 

circular path, their trajectory is changed using magnetic fields, causing the emission of intense 

electromagnetic radiation in a broad energy range.  This is then the basis of X-ray production using 

a synchrotron facility.  In addition to magnets at the bends in the path, special equipment may be 

used along the straight sections to also produce radiation, called insertion devices.  An insertion 

device typically contains an array of magnets with alternating magnetic field direction, with the 

two types used called undulators and wigglers. The specific details of different synchrotron 

facilities may vary in terms of what experiments can be performed, but the basic functionality and 

insertion devices are the same. Near or attached to each insertion device may be one or more 

experimental stations that make use of the X-ray light for experiments, called beamlines. 

X-ray radiation provided by most modern 3rd generation synchrotron facilities may range from 

10 eV – 50 keV depending on the construction of the facility. The energy range of X-rays chosen 

depends on the specific element(s) one wishes to probe.  Examination of elements in this study 

required only soft X-rays which typically range from about 100 eV – 5 keV. X-rays provided by a 

synchrotron facility can also be tuned (very accurately) in energy using mirrors and other optics 

present as part of each beamline.  Due to the lower energy and longer wavelength of soft X-rays, 
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they do not penetrate deeply into matter, and in fact are heavily absorbed by most materials 

including air at atmospheric pressure.  For this reason soft X-ray beamlines at synchrotrons employ 

high vacuum chambers to perform spectroscopy measurements and avoid significant X-ray 

attenuation that may occur.  Samples to be measured are transferred into the high vacuum chambers 

and mounted on a xyz stage that can be freely moved or rotated in or out of the X-ray beam.   

Measurements reported in this thesis were performed at two facilities: the Canadian Light 

Source (CLS) at the University of Saskatchewan, SK, Canada, and the Advanced Light Source 

(ALS) in Berkeley, CA, USA.  At these facilities many beamlines are available, and for this thesis 

measurements were performed at either Beamline 8.0.1 (BL8) at the ALS, or the Resonant Elastic-

Inelastic X-ray Scattering (REIXS) beamline at the CLS. BL8 is a soft X-ray beamline known for 

efficiency and reliability, with an X-ray fluorescence endstation that can perform both X-ray 

absorption (XAS) and X-ray emission (XES).  X-rays are generated at this beamline using an 

undulator to achieve an energy range of 100-1200 eV, further tunable using a spherical grating 

monochromator, and arriving at the sample with a spot size of 100 x 1000 μm [53].  The BL8 

endstation is equipped with both a channeltron fluorescence detector and a picoammeter to 

measure bulk sensitive total fluorescence yield (TFY) and surface sensitive total electron yield 

(TEY).  BL8 also employs a spherical grating spectrometer in Rowland circle geometry to obtain 

XES measurements.  Photons emitted from the sample are collected in the spectrometer using an 

area-sensitive detector to detect energy and intensity.  The resolving power of the spectrometer 

depends on the energy range of X-rays used, and for this study it ranged from 500-1000.   

The REIXS beam line at the CLS is similar to BL8 in that it can perform both XAS and XES 

measurements.  It uses an elliptically polarized undulator as the insertion device with an energy 

range of 80 – 2000 eV, and a spot size of 60 x 10 μm at the sample. REIXS also employs a grating 



 

26 

 

spectrometer for XES measurements similar in operation to BL8, but with significantly higher 

operational energy resolution.  In the energy range for this study, the resolving power was 2000-

2500 [54]. During this thesis research, this beamline was undergoing commissioning, but was fully 

functional.  Unless stated otherwise, X-ray spectroscopy measurements reported here were 

completed at room temperature at 10-7 torr or better (10-8 for XES) with linearly polarized X-rays.  

Samples were affixed to the sample plate using double sided carbon tape, and in some cases extra 

tape was used around the top surface edges to ensure good conduction between the samples surface 

and the plate. 

 

2.1.2 X-ray Absorption Spectroscopy (XAS) 

X-ray absorption spectroscopy was the first technique to be developed to study the interaction 

of X-rays and matter.  XAS provides a measure of the partial density of unoccupied electronic 

states relative to incident X-ray energy. The unoccupied states are probed by first exciting a core-

level electron into previously empty orbitals through absorption of X-ray, leaving a positively 

charged hole in core states. It is important to note that Fermi’s Golden Rule applies, and the density 

of states determined from an XAS experiment is strongly influenced by the presence of the core 

hole, and therefore does not strictly represent the ground state DOS. There are three common 

experimental arrangements used to measure XAS (the number of core holes created): transmission, 

TEY, and TFY (Figure 2.2). Transmission directly measures absorption by simply detecting the 

X-ray attenuation caused by a sample placed in the beam path.  Detectors commonly in the form 

of ion chambers are placed before and after the sample to directly measure the absorption.  This 

arrangement is used often with hard X-rays that easily penetrate through thin samples, but the 
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requirement of full penetration can create a disadvantage in that samples that are too thick cannot 

be measured.  Furthermore, an additional insidious complication occurs for sample thickness near 

the threshold of measurement (typically 100 nm) for complete attenuation. Such a sample may not 

stop all X-rays at all energies in the spectrum, leading to suppression of some absorption peaks or 

otherwise unphysical intensity related artifacts.   

 

Figure 2.2. Schematic representations of common XAS detection techniques where the 

blue region represents the approximate probing depth of each technique.  Transmission 

(left) measures absorption by detecting the fraction of photons absorbed by a thin sample. 

Electron yield (middle) probes the sample surface by detecting electrons ejected from the 

sample surface, or by measuring a current that replenishes the charge on the sample. Total 

fluorescence yield (right) detects fluorescence photons that result from relaxation after an 

absorption event.   

 

A typical transmission measurement is shown in Figure 2.3 of cobalt nanoclusters on graphene 

measured at the Hard X-ray Microanalysis (HXMA) beamline at the CLS.  In general XAS spectra 

have three areas defined in the figure.  The near edge region is often referred to as near edge X-
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ray absorption fine structure (NEXAFS) or X-ray absorption near edge structure (XANES). After 

the near edge, the spectrum may be extended to collect further data at higher energies, often called 

the Extended X-ray absorption fine structure (EXAFS).  Much useful information can be derived 

from the EXAFS region with careful analysis, including the number of nearest neighbor atoms and 

the bond lengths to those atoms.  However, analysis of the EXAFS oscillations is not trivial and 

was not used as part of this study. Measurements discussed in this study focus on the NEXAFS 

region of absorption measurements which contains other useful information about the bonding 

environment of the element being probed.   

 

Figure 2.3. A representative X-ray absorption measurement of Cobalt clusters with the 

three main regions labeled.   

 

TEY measurements are similar to transmission in that a measure of the absorption cross section 

is obtained, but by an indirect method.  After an X-ray absorption event, the system is in a highly 

excited state that will decay over a short time scale to its ground state by releasing energy. First a 
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core electron is excited to unoccupied states by absorption of an X-ray, leaving a positively charged 

hole. This hole will be filled by an electron from the occupied states, releasing energy as a photon 

or transferring it to another electron.  The receiving electron or the photon may escape the sample 

surface.  In practice it is found that the number of electrons or photons produced is proportional to 

the total number of core holes created. In the case of TEY the number of electrons ejected is 

indirectly measured by detecting a positive current flowing from the sample to an electrical ground 

to return the sample charge to neutral (typically done with a picoammeter due to the small current 

values).  This technique is effective when the sample and sample plate are electrically isolated, 

typically in a vacuum chamber.  A disadvantage here is that TEY is a total yield technique, 

meaning it detects all electrons ejected from the sample, regardless of their origin.  This may be a 

significant consideration when considering the probability of various absorption and relaxation 

events in the sample under study.  Not all electrons ejected from the surface may arise from core 

levels of the element that one intended to excite.  Electrons can also be excited from lower energy 

orbitals of any element in the sample – this is the origin of the background signal observed in 

Figure 2.3.  Due to this, in practice TEY absorption spectra may contain artifacts or a strongly 

varying background that is dependent on the specific materials in the sample or its electrical 

properties. Furthermore since the TEY signal depends on current flow, if the sample or its substrate 

are strongly insulating, a net positive charge can be developed on the sample.  This can cause 

subtle artifacts in the spectra such as a slowly varying non-linear background. Lastly, for electron 

yield techniques, the probing depth is only a few nanometers due the short mean free path of Auger 

electrons that must escape the sample surface to be detected (~2-20 nm of the sample surface) [55]. 

A relevant example of artifacts in TEY spectra can appear because of a method commonly used to 

normalize measured absorption to remove fluctuations in the incident beam.  Across the energy 
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range of a measurement, the incoming flux may vary for many reasons dependent on the function 

of the synchrotron facility, which is accounted for by measuring the flux with a gold mesh 

upstream of the sample chamber. Now consider that although soft X-ray beamlines are kept in 

high vacuum (10-8 - 10-9 torr), contamination with common elements is unavoidable.  Carbon in 

particular is ubiquitous and may arrive through the sample garage from the hands of experimenters 

or through outgassing from the samples themselves while they are measured.  Carbon materials in 

the beamline vacuum chambers can be adsorbed onto the mesh, and inadvertently absorb X-rays 

meant for the mesh, causing fluctuations in the flux recorded by the mesh around the absorption 

edge of the contaminant. Figure 2.4 shows an example of the mesh current at the carbon and 

oxygen K absorption edges. A nonlinear variation in the flux recorded by the Au mesh is clearly 

evident at near the C K-edge, which is even more severe at the O K-edge.  Under ideal conditions, 

these fluctuations are much smaller than the recorded absorption from the sample, but this 

background can be an issue for poorly conducting or very dilute samples.    

To avoid the issues of total yield, partial yield techniques have been developed that employ an 

energy selective detector to cut off all detection events that do not arise from the desired core 

level excitation.  Partial yield techniques were not used in this study to collect absorption spectra, 

due to availability and experimental considerations, so they will not be further discussed here.   
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Figure 2.4. Beam current measurements at the carbon and oxygen K-edges.  

Similar to TEY, photons resulting from relaxation events can also be detected.   

 

Collecting all emitted photons and integrating them with respect to incoming X-ray energy is 

termed total fluorescence yield (Figure 2.2).  Practically photons have a much longer mean free 

path (~100 nm in the soft X-ray regime) and are emitted isotropically from the sample.  Therefore 

only a fraction of the emitted fluorescence is captured by the detector, but the fraction of detected 

photons is still proportional to the number of core holes created.  TFY however is not without other 

practical considerations – this technique can suffer from self-absorption effects in high 

concentration samples when using soft X-rays [55].  Self-absorption effects occur when the 

penetration depth of X-rays varies strongly near an absorption edge.  This can cause artificial 

suppression of absorption peaks and a strongly varying background signal.  In TEY, a similar 
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saturation effect can occur when the ratio of absorbed X-rays to ejected electrons approaches unity, 

causing the absorption cross section to be independent of energy. Effectively, the measured 

spectrum plateaus to a straight line as the detector is saturated with counts. This problem can be 

avoided by careful sample preparation and appropriate experimental setup, and techniques also 

exist to correct TFY data affected by self-absorption after completion of measurements [55].   

When deciding which technique is more appropriate, one must consider the samples under study 

and the element edges that are to be probed. Figure 2.5 displays the theoretical fluorescence yield 

plotted vs. atomic number.  From the plot, it is clear that the yield from K-shell excitations elements 

with atomic number below about 20 is very low, making TFY measurements of these elements 

potentially more difficult for dilute samples.   

 

Figure 2.5. Fluorescence yields for K and L shells for 5 ≤ Z ≤ 110.  The L-shell curve the 

average of effective yields from L1, L2 and L3. This data adapted from Ref. 56 and appears 

in the X-ray data Booklet [57].   
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Aside from the yield, one must consider the density of states that is actually recorded from a 

single measurement. A given XAS measurement will provide a picture of the partial density of 

states favoring the orbital transition with the highest probability. A set of general rules can be 

derived that govern which transitions are more probable, or deemed “allowed” or “forbidden”, 

based on a theoretical case.   Called “transition selection rules”, these rules can be used to describe 

electronic transitions such as those in X-ray spectroscopy, and specify the possible transitions 

among quantum levels due to absorption or emission of electromagnetic radiation. To derive a set 

of selection rules, first consider that incident electromagnetic radiation presents an oscillating 

electric field that can interact with an electron. For X-rays the simplification of considering only a 

dipole allowed transition can be made because soft X-rays have relatively long wavelengths 

compared to orbital radii under study. Electric quadrupole-allowed, or magnetic dipole-allowed 

transitions can also occur, but the transition probability in these cases is much smaller than the 

electric dipole. A transition dipole can be defined to model this transition with the dipole operator 

given by 𝜇 = 𝜀̂ ∙ 𝑟. This simplification is known as the electric dipole approximation because it 

simplifies that operator by removing the exponential dependence.  The transition probability before 

approximation is given by [58]: 

 

𝑇𝑖→𝑛 =
2𝜋𝑒

ℏ𝑚2𝑐2
|𝐴|2|〈𝜙𝑓|𝑒

𝑖(𝜔 𝑐⁄ )(𝒏̂∙𝒓⃑ )𝜀̂ ∙ 𝑝 |𝜙𝑖〉|
2
𝛿(𝐸𝑛 − 𝐸𝑖 − ℎ𝜔)                      (12) 

 

Where 𝜀̂ and 𝒓⃑  are the polarization and propagation directions and 𝐴  is the vector potential of 

the radiation field.  If we consider that experiments will be performed with soft X-rays and on 
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elements with small atom sizes (on the order of 0.5 -1 Å), then the exponential term can be 

approximated by the first term of its expanded series.   

𝑒𝑖(𝜔 𝑐⁄ )(𝒏̂∙𝒓⃑ ) = 1 + 𝑖 (
𝜔

𝑐
) (𝒏̂ ∙ 𝒓⃑ ) + ⋯                                                  (15) 

𝑇𝑖→𝑛 =
2𝜋𝑒

ℏ𝑚2𝑐2
|𝐴|2|〈𝜙𝑓|𝜀̂ ∙ 𝑝 |𝜙𝑖〉|

2
𝛿(𝐸𝑛 − 𝐸𝑖 − ℎ𝜔)                             (16) 

 

Taking 𝜀̂ for example along the x-axis, 〈𝑛|𝑝𝑥|𝑖〉 can be calculated using the commutation 

relation: 

[𝑥, 𝐻𝑂] =
𝑖ℏ𝑝𝑥

𝑚
                                                                           (17) 

〈𝜙𝑓|𝑝𝑥|𝜙𝑖〉 =
𝑚

𝑖ℏ
〈𝜙𝑓|[𝑥, 𝐻𝑂]|𝜙𝑖〉                                                    (18) 

〈𝜙𝑓|𝑝𝑥|𝜙𝑖〉 = 𝑖𝑚𝑤𝑛𝑖〈𝜙𝑓|𝑥|𝜙𝑖〉                                                     (19) 

 

With the dipole approximation, we can now write the expression for a single electron transition 

with initial (𝜙𝑖) and final state (𝜙𝑓) wavefunctions as in equation (20).  

 

𝑇𝑖→𝑛 ∝ |〈𝜙𝑓|𝜀̂ ∙ 𝑟|𝜙𝑖〉|
2
𝛿(𝐸𝑛 − 𝐸𝑖 − ℎ𝜔)                                       (20) 

 

Using the single electron excitation approximation makes it possible to rewrite the initial state 

wavefunction as a core wave function, and the final state wave function as a free electron wave 

function. That is, with these wavefunctions constructed, allowed transitions occur according to 

whether or not the matrix elements of the dipole moment operator (along the direction 𝜀̂) are non-

vanishing. When the transition operator vanishes, the transition is deemed forbidden.  However, 
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this is not to say that it cannot occur, but rather will only occur at a much lower probability 

compared to an allowed transition.  

To determine the conditions for allowed or forbidden transitions, the initial and final state 

wavefunctions must be constructed.  These wavefunctions will contain both a spherical and radial 

components and depend on quantum numbers for angular momentum (l), magnetism (m), spin (s). 

A full detail of the derivation will not be given here, but can be found in many quantum mechanics 

texts including Ref. 58. Total angular momentum (J=L+S) should also be considered when there 

is significant spin-orbit interaction (L-S or Russell-Saunders coupling) affecting the transition, 

rather than just L and S. An additional restriction is also when J or L is zero, ΔJ or ΔL, respectively, 

cannot be zero. The parity of two states is another important factor in determining whether or not 

a transition between them is allowed by emitting or absorbing a photon. Rigorously, for a dipole 

transition the parity must change (odd or even), as given by (−1)l . So l determines odd or even 

states, and hence dipole transitions are allowed for s↔p or p↔d, but not allowed for s↔s or s↔d 

by parity. These conditions lead to a set of selection rules for allowed electric dipole transitions, 

shown in Table 2.1.   

Electric Dipole Selection Rules 

ΔJ 0, ±1 

ΔMJ 0, ±1 

ΔL 0, ±1 

ΔS 0 

Δl ±1 

parity (−1)
l
 

Table 2.1.  Electric dipole selection rules where uppercase letters refer to quantum 

numbers for multiple electrons.   
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The selection rules defined above with J, L, and S quantum numbers are appropriate for lighter 

elements where the interactions between the orbital angular momenta of individual electrons is 

stronger than the spin-orbit coupling between the spin and orbital angular momenta.  However, in 

heavier elements (such as rare earth metals) with larger nuclear charge, spin and orbital angular 

momenta of individual electrons may couple to form individual electron angular moment.  In this 

regime, the L-S coupling described above is no longer sufficient to describe the system. The new 

coupling between electrons is referred to as j-j coupling where ji = Li + Si for each electron, with 

an overall angular momentum defined as the sum of individual total angular momenta J = ∑ 𝑗𝑖𝑖 .  

This gives rise modifications to the above selection rules that should be considered when heavier 

elements are under study.  

In the dipole approximation, the absorption spectrum should be the partial density of 

unoccupied states projected onto the absorbing site.  Some broadening of the spectra will occur 

from three sources: the lifetime of the core hole, the lifetime of the excited state, and instrumental 

broadening.   Lifetime broadening effects occur due to the finite life-time of an excited state which 

leads to an uncertainty in its energy.  The amount of lifetime broadening therefore also depends 

on the element and edge.  

This study reports three different element edges, C K, Co L2,3, and Cu L2,3. For X-ray 

measurements we can determine beforehand from selection rules what projection of the density of 

states is represented.  For carbon, the 1s core level is not affected by spin-orbit coupling, so the 

transition is governed by Δl = ±1, 1s  2p.  Therefore C K XAS spectra represent unoccupied 2p 

states without significant perturbation from spin-orbit interaction. Effectively, the presence of the 

core-hole in the final state does not significantly perturb the shape and energy location of K-edge 

spectra compared to L-edge.  
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Co XAS strictly represent 3d4s unoccupied states according to selection rules, but in practice it 

has been found that 2p  3d transitions dominate the spectrum [59]. Cu L2,3 XAS also represents 

3d4s unoccupied states, but due the valence electron configuration of Cu with a filled d-shell 

([Ar]3d104s1) these spectra are dominated by 2p  4s transitions.  Notably for these metal edges, 

there is an energy splitting between the L3 (2p3/2) and L2 (2p1/2) edges. This splitting is caused by 

the 2p spin-orbit interaction, (J = L+S, L=1, S=±1/2, J= 3/2, 1/2) and it increases with atomic 

number in the transition metal series because it is directly proportional to nuclear charge and 

inversely to the orbital radii, ranging from 5 eV for Sc to 20 eV for Cu [59].  The spectral shape 

of L-edge spectra is also largely determined by the crystal field produced by nearest-neighbor 

atoms to the one being probed, which is further discussed in Chapter 2.2.1 in the context of 

electronic structure simulations.   

The polarization of X-rays used also has an effect on the shape of the spectra obtained, 

particularly in the case of graphene. All measurements in this study excluding those discussed in 

Chapter 5 used linearly polarized X-rays. The angle of incidence in this case has an effect on the 

relative intensities of the π* and σ* resonance features for structures that are nearly planar.  

Consider Figure 2.6 showing a benzene ring. The π* and σ* states are localized perpendicular to 

and along the plane of the ring respectively.  The angle of incidence of incoming X-rays (0⁰ for 

normal to the substrate surface) determines the coupling of the linear polarization vector of the X-

ray with the orbital cross section.  When a structure such as graphene is resonantly excited by X-

rays, the observed absorption cross section is dependent on the projection of the X-ray polarization 

vector onto the final state orbitals involved in the transition [60].  Practically this means π* 

intensity will be maximized at 90o (grazing incidence) while σ* is minimized.  Using this effect, 

one can preferentially probe π* or σ* states using linear polarized X-rays and varying the angle of 
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incidence. To effectively view all peaks in planar materials such as graphene, an angle of incidence 

of 35-55o is reasonable.   

 

Figure 2.6. Schematic representation of π* and σ* orbital locations.  Linearly polarized X-

rays can preferentially excite into π* or σ* states by changing the angle of incidence.  

 

2.1.3 X-ray Emission Spectroscopy (XES) 

In addition to probing the unoccupied states, XES can be used as a complementary technique 

to probe the partial density of occupied states.  The simplest form of this measurement involves 

non-resonant excitation where core level electrons are ejected from the system entirely as 

photoelectrons.  As mentioned above for XAS, core holes created by an absorption event can be 

filled by valence electrons in occupied states, releasing energy that may take the form of X-ray 

photons.  In contrast to the case of TFY, these photons may be collected in an energy dispersive 

detector to measure the fluorescence intensity as a function of emitted energy.  In non-resonant 

XES, the incoming X-ray energy is fixed at a value well above the absorption edge of the element 

in question (for example at 320 eV for a carbon measurement) to promote core level electrons 

beyond bound unoccupied states as photoelectrons.  If the core hole is filled by a weakly bound 

valence electron, the spectrum will represent the occupied density of states.  XES is therefore 

 

E

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complimentary to XAS, and the two measurements can be used in conjunction to provide a full 

picture of the partial density of occupied and unoccupied states for a given transition.  XES is also 

bulk sensitive similar to TFY because it detects emitted photons, and due to the lower energy of 

emitted photons (below the absorption edge), self-absorption is not as much of a concern as for 

TFY.  XES spectra can also be acquired using a resonant transition to unoccupied bound states. 

This type of measurement can provide additional information about specific occupied states in a 

material, but has not been used in this study.  

Unfortunately XES measurement capabilities are not as easy to access as XAS due to realistic 

equipment cost and size considerations. XES requires high resolution spectrometers that expensive 

to implement and as well as physically large. Fortunately both BL8 and REIXS have high 

resolution XES spectrometers available, which were used for measurements in this thesis.   

A final note on X-ray absorption and X-ray emission measurements concerns the energy 

calibration of the measurements. Although the monochromator can have a very high energy 

resolution (0.01 eV), the absolute energy of the incident beam varies over time from 1 to up to 100 

eV depending on the energy range.  Therefore, as part of standard practice very well-known 

materials with well-defined spectral peaks are used a calibration samples to correct for the absolute 

energy shift.  However, even these materials have spectral features that subject to broadening, 

usually with a width of 0.1 – 0.5 eV at soft X-ray energies. This calibration procedure is then the 

main source of uncertainty in the energy location of spectral peaks and edges – the finite width of 

the peaks creates an uncertainty in the calibration itself of 0.05-0.1 eV.    
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2.1.4 X-ray Photoelectron Spectroscopy (XPS) 

The third and final X-ray spectroscopy technique discussed in this thesis is photoelectron 

spectroscopy.  XPS is related to TEY in that it measures electrons ejected from the sample surface 

due to the photoelectric effect or Auger electrons.  But rather than measure their charge indirectly, 

XPS measures their kinetic energy directly with an energy dispersive detector.  This is 

advantageous over XES in that energy dispersive detectors for electrons are much more compact 

than X-ray spectrometers. In XPS, X-rays at a fixed energy (ℎ𝜐) excite electrons that are then 

ejected from the surface at a kinetic energy EKin. XPS probes the occupied states by counting the 

number of electrons at an electron binding energy EB, which is determined by the energy 

conservation equation (21) (where φ corrects for the work function of detector and sample) [61]. 

 

𝐸𝐵 = 𝐸𝐾𝑖𝑛 − ℎ𝜐 + 𝜙                                                                     (21) 

 

XPS measurement equipment can be much more compact than XES in that not only is the 

detector typically much smaller, but a high brightness synchrotron X-ray source is not strictly 

required.  In fact the measurements reported in this thesis were completed with a laboratory setup 

using an Al X-ray source emitting photons from the Kα excitation (1486.6 eV).  The spectrometer 

used was a PHI XPS Versaprobe 5000 spectrometer (ULVAC-Physical Electronics, USA) with an 

energy resolution of ΔE ≤ 0.5 eV and 100 x 100 μm spot size.  The measurements are of two types; 

survey spectra primarily used to determine the elements present and probe their edges, and valence 

band spectra that probe only the low energy valence orbitals in terms of electron binding energy. 

By virtue of the fact that XPS detects electrons that must escape the sample, it is a very surface 
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sensitive technique, probing a similar 2-20 nm depth as with TEY.  Therefore, most bulk samples 

must be cleaved carefully to ensure a clean surface prior to measurement.  Luckily graphene is a 

2D material, so the probing depth is not a concern for most of the measurements in this study. XPS 

transitions often use a three letter notation where the first letter indicates the state with core hole, 

the second the state is the origin of the electron that fills the core hole, and the third is the origin 

state of the emitted Auger electron.  For example, LMM notation indicates the Auger transition 

where the core hole is in L-states, and both the relaxing and emitted electron originate from M-

states.   

In this study the XPS data was measured at the Ural Federal University, Yekaterinburg, Russia 

and contributed by Dr. Andery I. Kukharenko, Dr. Seif O. Cholakh, and Dr. Ernst Z. Kurmaev. 

 

2.2 Theoretical Simulations of Experimental Measurements 

2.2.1 Multi-Ligand Field Theory (MLFT) 

As discussed above, the single electron picture is used to derive selection rules for X-ray 

transitions, and can in some cases be a good approximation such as a K-edge excitation where the 

electrons are highly localized and multiplet effects are minimized. It has been found 

experimentally however that the single electron picture does not well represent many other spectra, 

namely the L2,3 edge of transition metals [62]. The reason such simulations deviate from 

experiment is because they fail to account for the overlap of the core wave function with the 

valence wave functions (That is, the 2p and 3d wavefunctions for L2,3 spectra). Of course this 

occurs even in the ground state, but it is minimized because all states are filled with electrons and 

so can be approximated by the electron charge. In the case of XAS the final state contains a 
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partially filled core hole that can significantly perturb the density of states such that the spectrum 

cannot be reliably simulated in the single electron picture without including atomic multiplet 

effects.  Spin-orbit coupling in 3d states of transition metals is also a consideration that causes 

splitting of the 3d envelope into closely degenerate states. One must also consider the effect of 

ligands that are bonded to the transition metal under study.  This is accomplished using the crystal 

field model where the transition metal is modeled as an isolated atom surrounded by a distribution 

of charges that mimic the system around it [63]. The crystal or ligand field created by neighboring 

ligands interacts with the metal d-orbitals, causing them to shift in energy and lose degeneracy. 

The symmetry and strength of the local ligand field therefore has a strong effect on the final energy 

locations of the split d-states. A calculation code that takes into account all of these effects has 

been used in the form of multi-ligand field theory (MLFT) calculations to simulate Co L2,3 XAS 

spectra. MLFT simulations use a single impurity Anderson model, including multiplet eff ects, 

crystal field splittings, and hybridization with ligands. The simulations employ a model 

Hamiltonian approach where adjustable parameters are fit to the experiment. These parameters 

include crystal field splitting parameters (10Dq, Dσ, Dτ), symmetry-dependent hopping integrals 

(Ve, Vt2), charge transfer energy (Δ), the diff erence between the onsite Coulomb repulsion and the 

core hole potential (U−Q), and the ligand bandwidth (W) and shape [63-65]. As a final note, the 

MLFT simulations in this study were contributed by Brett Leedahl using a code developed by the 

Beam Team research group at the University of Saskatchewan.   
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2.2.2 Density Functional Theory using WIEN2K and SIESTA 

In addition to MLFT calculations, the graphene band structure was simulated using the density 

functional theory (DFT) code WIEN2K.  DFT is a theoretical approach that uses approximate 

solutions to the many-body Hamiltonian. WIEN2K is such a DFT code that is also full potential 

and all electron in that it uses the true potential of atomic nuclei and calculates explicitly the 

behavior all electrons in the system.  WIEN2K is a powerful tool that can determine many material 

properties including but not limited to relative stability, chemical bonding, relaxation of atoms, 

phase transitions, electrical, mechanical, optical and magnetic behavior.  Without going into detail, 

the DFT method focuses on computing a ground state density for the entire system that contains 

information about all ground state properties of the system.  DFT was developed by Hohenberg, 

Kohn and Sham in the mid-sixties and is a popular theoretical approach used by many computation 

codes [66,67].  The main parameters one considers are the identity and location (in 3D space) of 

the atoms in the structure to be calculated, the basis sets, and the exchange correlation functional.  

The exchange-correlation functional is a mathematical approximation that accounts for the 

exchange and correlation interactions between electrons.  These functionals are independent of the 

particular material studied, so any that is deemed suitable may be chosen.  The orbitals of the atom 

are represented in the basis sets, which are effectively a linear combination of functions.  Many 

different basis sets are available of varying complexity depending on the system and application 

under study.   

DFT calculations in this study were used to compute the band structure of graphene when Co 

has been deposited on its surface.  However, the calculation results are supplementary to the 

experimental results, and as such a full treatment of the DFT method will not be discussed here. 
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Several texts are available that provide full details of the DFT procedure [68,69], as well as about 

WIEN2K specifically [70].  As with the MLFT simulations, WIEN2K calculations were 

contributed by Adrian Hunt and Eamon McDermott who were part of the Beam Team research 

group at the University of Saskatchewan.   

In addition to WIEN2K, DFT calculations were performed to investigate the electronic structure 

of graphene on copper using the pseudo-potential code SIESTA. Some DFT codes utilize a pseudo-

potential to represent the Coulomb potential of the atomic nuclei including the contribution from 

core states. Well-constructed pseudopotentials can describe ground state properties with similar 

accuracy to a full potential approach such as WIEN2K, but with potentially shorter calculation 

time. SIESTA was used to model several graphene-copper systems for comparison to XAS 

measurements.  Specific details of the methods used to calculate graphene systems can be found 

in refs. [71] and [72]. SIESTA calculations were contributed by Dr. Danil W. Boukhvalov as part 

of a study investigating the use of graphene as an oxidation barrier on copper.  

 

2.3 Raman Spectroscopy 

For surface characterizations of many samples, Raman spectroscopy is an ideal choice with 

many high quality commercial laboratory based Raman spectrometers available.  Since the 

collection of the first Raman spectrum of graphene in 2006, Raman spectroscopy has become one 

of the most popular techniques for the characterization of graphene and many other types of 

materials including fullerenes, nanotubes and polyconjugated molecules [73]. The resonance peaks 

observed in Raman spectra result from low energy excitations to vibrational states, which are 

typically excited using photon scattering with light from a low power laser with a typical spot size 
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of 10 - 50 μm.  As indicated by Figure 2.7, several interactions are possible; elastic Rayleigh 

scattering of photons is the most probable, with a remaining small photon fraction causing 

excitations of electrons at or near the ground vibrational state to higher states.  When this electron 

relaxes to the ground state, the outgoing photon may scatter off of phonons (emitted from holes 

and electrons in the sample), and be shifted in energy (frequency), with a positive or a negative 

shift referred to as Anti-Stokes or Stokes scattering, respectively.  A spectrometer observing the 

scattered light may then measure the frequency shift of scattered photons relative to the initial 

beam.  The number of scattered photons at a measured frequency shift is then proportional to the 

number of vibrational states associated with a given phonon dispersion mode.   

 

Figure 2.7. Schematic of the different Raman scattering pathways. Adapted from Ref. [74]. 

 

To fully interpret the Raman spectrum of graphene, one must consider which modes are Raman-

active according the phonon dispersion in graphene.  Not all phonon modes can couple to incoming 

photons and induce Raman Scattering.  For a given mode or vibration to be Raman active, it must 

have anisotropic polarizability. When an electromagnetic wave (light) is incident on the material, 

a dipole moment may be induced by interaction with the electric field of the wave. This induced 
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dipole may emit or scatter light at the optical frequency of the incident light. In the case of isotropic 

polarizability, the phonon mode oscillates at the frequency of the incident electromagnetic 

radiation and only Rayleigh scattering results.  In order to observe a Raman shift, the polarizability 

must change due to a vibration, causing inelastic scattering of the incident light, and a frequency 

shift that may be measured. The spectral peaks in a Raman spectrum then represent only those 

vibrational modes that experience a change in polarizability, and can therefore inelastically scatter 

light. Recall that the unit cell of graphene contains two atoms (Figure 1.4), resulting in six phonon 

dispersion bands, in which three are acoustic branches (A), and the other three are optic (O) phonon 

branches They are classified by the direction of their vibration as out-of-plane (o) or in-plane (i) 

to the graphene sheet, and longitudinal (L) or transverse (T) according to vibrations parallel with 

or perpendicular to the A–B carbon–carbon bond direction [75].  The six phonon dispersion curves 

in graphene are therefore assigned the labels LO, iTO, oTO, LA, iTA, and oTA. Of the six modes, 

only the LO and iTO modes are degenerate and Raman active, and through first and second order 

processes they produce the peaks seen in Raman spectra of graphene. The in-plane iTO and LO 

optic modes correspond to the vibrations of the sublattice A against the sublattice B and are 

associated with the G-band. The G-band may broaden due to defects, which is shown by 

comparison to C60 powder in Figure 2.8. This sample of C60 shows large broad peaks that signify 

amorphous carbon byproducts that are produced by breakdown of the C60 under the laser light. For 

some materials that are highly absorbing, even low power lasers (0.1 – 0.5 mW) can be damaging; 

fortunately this is not the case for graphene which has high thermal conductivity and is also nearly 

transparent to the 514 nm light used in this study.  The G’(2D) and D-bands originate from second-

order processes, requiring two iTO phonons to produce the G’-band and one iTO phonon plus a 

defect for the D-band. As pointed out by Mallard et al. the G’-band is often referred to as the 2D 
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band because its frequency location is approximately double that of the D-band [75]. In this study 

the G’ notation will be used because the 2D label may suggest the band is in some way associated 

with defects. The G’-band has been found to be very sensitive to the number graphene layers, 

showing significant broadening for bi- and tri-layer graphene. The D-band is due to the breathing 

modes of six-atom rings which require a defect to appear, and has been shown to arise from 

graphene edges and sub-domain boundaries [73,76]. The D-band intensity and FWHM are 

therefore a qualitative measure of the number of defects present per area of the laser spot size. The 

D’-band may also appear as the result of defects, but at a lower intensity than the D-band.  The 

G*(D+ D’’)-band arises from the same double-phonon resonance process as the G’ peak, so it may 

appear without sp3 defects or edges in the graphene.  
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Figure 2.8. Raman Spectrum of Graphene/SiO2 with defects and without, compared to C60 

powder with positions of some relevant bands marked.  Defects were introduced by 

deposition of Co of 1 nm thickness on the surface.   
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Practically, the quality of a graphene sample in terms of number of defects can be quantified by 

calculating intensity or integrated area ratios of Raman peaks.  Ratios are preferred because the 

absolute intensity of Raman peaks may depend on varying experimental factors such as equipment 

alignment or spectrometer efficiency.  Studies have shown that the peak intensities I(D), I(D’) and 

I(G’), depend on the frequency of the exciting laser sources, whereas the integrated peak areas do 

not [73]. 

For this reason intensity ratios calculated from experimental measurements in this study were 

done using integrated peak areas, denoted A(D), A(G) and A(G’). The ratios A(D)/A(G) and 

A(D)/A(G’) is a general measure of the defect concentration, typically ranging from 0.1 for very 

few defects to 4 for highly fragmented or damaged graphene [75]. A(G’)/A(G) is used as a general 

measure of graphene quality as for pristine graphene the G’-band intensity should be at least double 

the G-band, giving the ratio a value of 3 or higher for nearly defect free graphene [76]. From Figure 

2.8, graphene with defects shows this with I(G’)/I(G) ≈ 0.5. In this study Raman spectroscopy was 

used to characterize the condition of graphene after fabrication steps such as transfer to different 

substrates or metal deposition.   

 

2.4 Atomic Force Microscopy (AFM) 

Another popular technique for the characterization of surfaces is atomic force microscopy.  

Along with other imaging techniques such STM, transmission electron microscopy (TEM), and 

scanning TEM using a high-angle annular dark field imaging (HAADF) detector, atomic force 

microscopy (AFM) is commonly used to examine the surfaces of many materials.  Shown 

schematically in Figure 2.9, AFM functions by sensing the motion of a cantilever attached to a tip 
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of small diameter (5-20 nm) moving over the surface.  In its simplest implementation, the tip is 

dragged over the sample surface and is deflected by interactions with the sample surface. 

Depending the particular tip used (insulting, conducting, magnetic) the deflections can measure a 

number of properties including mechanical contact force, van der Waals forces, capillary forces, 

chemical bonding, electrostatic forces, or magnetic forces.  Other measurement techniques have 

also been developed involving tapping of the tip as it is moved, accomplished with an embedded 

piezoelectric element.  In tapping mode, the forces on the tip are measured as a change in the 

oscillation amplitude.  This mode is preferred for sensitive samples to reduce damage and can 

image very thin films or even single molecules.  Non-contact mode may also be used where the 

tip hovers far above the surface to avoid contact in order to measure longer range forces.   

 

Figure 2.9. Basic AFM operation schematic. The tip is deflection can be measured by 

piezoelectric elements in the cantilever, or more accurately using laser light reflected off of 

the polished cantilever surface (Left).  A TEM image of a cantilever (width 100 μm) and 

tip (right).  Adapted from Ref. 77. 

 



 

50 

 

The tip oscillations in tapping mode may be measured by two methods or a combination. The 

tip is connected to a cantilever that is highly reflective and attached to a piezoelectric crystal that 

may act as a strain gauge.  This can be used to coarsely measure tip deflections, but is better used 

in combination with reflected laser light from the cantilever surface.  Practically a small diode 

laser is reflected off of the cantilever surface to land on a photodiode array.  This allows for 

accurate measurement of very small cantilever deflections through the change in reflected laser 

light.  Maps of a sample surface may be produced as changes in the amplitude during tapping mode 

or simply a surface topography map measuring changes in height.  All measurements reported in 

this study are such surface topography maps.   

AFM images in this study were performed in air using a medium range PicoAFM scanner 

(Molecular Imaging). The images were taken using Si tips available from AppNano with 

aluminum coated cantilevers and an average tip diameter of < 20 nm.  Measurements in this study 

were done using tapping mode in a frequency range of 90-130 kHz (tip dependent). This equipment 

was available for use by trained users at the Saskatchewan Structural Sciences Center (SSSC) at 

the University of Saskatchewan.   

2.5 Sample Preparation 

2.5.1  Physical Vapor Deposition (PVD) 

The method used to deposit cobalt on the graphene surface was physical vapor deposition using 

a thermal vaporization source in a vacuum environment. PVD is a family of deposition techniques 

including electron beam evaporation, molecular beam epitaxy, and pulsed laser deposition. In these 

cases the material reaches the substrate along a line of sight with little or no collision with gas 
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molecules in the space between the source and substrate. The vacuum environment exists not only 

to prevent these collisions, but also to limit contamination of the deposited film from gaseous 

molecules that may be present.   Vacuum PVD is typically performed under pressures between  

10-5 and 10-9 torr with deposition rates of 1-100 Å/s.  Films formed by this method will have a 

growth pattern depending on several factors such as substrate surface condition and system 

geometry, deposition parameters including deposition rate and operating pressure, and post-

processing procedures such as annealing.    

 

Figure 2.10. Schematic of the Åmod PVD components. 
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In this study the deposition was performed using an Åmod Physical vapor deposition system 

available from Angstrom Engineering, with the components shown schematically in Figure 2.10. 

This system uses two stage pumping system with a backing rough pump and a liquid helium cooled 

cryopump normally maintained at 10-20 K to obtain high vacuum pressures in the deposition 

chamber over short time scales of 15-20 minutes when pumping from light vacuum.  To vent the 

chamber under vacuum, inert research grade nitrogen gas is used to raise the pressure such that 

contamination of the vacuum chamber is limited. This system in particular is very user friendly as 

all pump down, vent, and other maintenance cycles are pre-programmed and proceed 

automatically without any required user intervention such as switching pumps on and off.  

This system employs 5 different furnace sources: three Radak I tungsten wire furnaces (1 cc), 

one Radak II (10 cc), and one resistive heater [Figure 2.11(a)].  The Radak furnaces use a coil of 

tungsten wire to heat a crucible, which is usually made from an insulting ceramic such as alumina 

(Al2O3).  Crucibles constructed from this material are structurally stable up to a temperature of 

1800 ⁰C and are reusable.  The resistive heater may be fitted with boats of a variety of shapes and 

sizes, made of tungsten (W), molybdenum (Mo), or tantalum (Ta).  Notably no temperature 

feedback is available for the resistive heater (embedded sensors are present for the Radak furnaces) 

so deposition is controlled only by a power percentage applied to the boat. A successful deposition 

depends strongly on user recipes designed to achieve a given film thickness and deposition rate. 

The thickness of evaporated material is monitored continuously using quartz crystal thickness 

monitors, labeled as sensors 1-3.  Quartz crystal monitors are commonly used to measure thickness 

by measuring the change in vibrational frequency of the crystal as material is deposited on its 

surface.  This is possible because quartz exhibits the piezoelectric effect which allows oscillations 
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to be excited and measured in the crystal electrically.  Thus, the deposited film thickness and rate 

of deposition can be very accurately monitored, down to a resolution of 0.01 Å. 

 

 

Figure 2.11. PVD furnace schematic and sample plate. (a) Schematic of furnace sources 

available for PVD. The sensors towers are labeled with sensors 2 and 3 shared between 

two furnaces.  (b) Removing the sample plate from chamber. 

 

A software interface allows for creation of deposition recipes with many variable parameters 

including material type, film thickness, deposition rate, and ramp/soak times and powers. 

Depositions are monitored by control software that employs a proportional-integral-derivative 

(PID) controller to maintain a fixed deposition rate.  The procedure begins by preparing a ramp 

power and soak time where a furnace is ramped to a given power, and maintained at the power for 

a variable soak time.  During the soak time the furnace is under manual (user) control and a shutter 

between the substrate and furnaces remains closed while the furnace heats.  When the furnace 

heats sufficiently and the desired deposition parameters are reached, the shutter is opened and 

control of the deposition is turned over to the PID controller which will attempt to maintain a 

(a) (b) 
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chosen deposition rate, and will automatically close the shutter when the final desired thickness is 

reached.  In this study PVD was used to deposit cobalt as either a substrate or decorating layer on 

graphene.   

 

2.5.2 Fabrication of Graphene 

Graphene used in this study was fabricated using chemical vapor deposition (CVD) at 

Sungkyunkwan University, Korea, at the Center for Integrated Nanostructure Physics. CVD is 

named as such because it uses a mixture of two or more materials at the surface of a substrate to 

form a new material. This process is usually categorized by the specific parameters used such as 

the pressure it is performed at, namely atmospheric, low pressure, or in high vacuum.  CVD may 

be aerosol assisted where the precursors are transported to the substrate using a liquid/gas aerosol, 

or may utilize a plasma to enhance chemical reaction rates of the precursors or deposit at a lower 

temperature.  Many different variations exist for specific applications, but an important detail is 

that for CVD the films or layers are grown from precursor materials on the substrate surface.  

Therefore the choice and condition of the substrate as well as the precursor materials is very 

important for successful deposition.  In this study graphene was grown on copper foil of 70 μm 

thickness.  The Cu was first annealed in the CVD chamber for 1 hr at a temperature of 950 °C in 

an H2 atmosphere. The graphene single layer was synthesized at 950 °C by using a gas flow of 

H2/CH4, 80/250 sccm, for 20 min, followed by cooling of the chamber down to room temperature 

in the same atmosphere. Full fabrication details are available in Ref. [78].  The CVD graphene 

used in this study was fabricated as single layer, and verified using Raman spectroscopy in situ. 
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Graphene/Cu is therefore assumed to by single layer without significant wrinkling or areas of 

multiple layers when it was prepared.    

 

2.5.3 Preparation of Co/Graphene/SiO2 samples 

As discussed above, preparation of the samples in this study began with graphene grown on 

copper substrates using CVD.  Some graphene was transferred to other substrates such as SiO2 to 

decouple it from the copper that it was grown on.  This was accomplished using a known solution 

process, shown schematically in Figure 2.12. First, a polymethylmethacrylate 

(PMMA):chlorobenzene (Microchem, 95,000 MW) solution was deposited by spin coating on top 

of as-prepared graphene/Cu samples.  The PMMA was dripped onto the sample to cover the entire 

graphene surface at rest, and spun at a slow acceleration such that 500 rpm was reached over 30 s, 

and then increased to 1000 rpm for a further 60 s.  The PMMA was allowed to dry for several 

minutes before proceeding. Next the Cu substrate was removed using a ferric chloride copper 

etchant bath.  The PMMA/Graphene/Cu was cleaved with a razor blade to divide the graphene 

sheet into appropriately sized pieces, then placed in the etchant bath (no heating or stirring was 

applied).  After 45 mins the etchant was visually removed the PMMA/Graphene. The samples 

were then transferred to a water bath to wash residual etchant away.  Transfer to cleaned SiO2 

substrates was accomplished by floating the individual PMMA/graphene pieces onto the SiO2 

surface from the water bath. After transfer, the resulting PMMA/Gr/SiO2 samples were dried at 80 

ºC on a hot plate for 20 mins to evaporate any water that may be present.  Last, the PMMA layer 

was removed by immersion in an acetone bath for 5 mins.  The final resulting graphene/SiO2 

samples were further dried in atmosphere at 80 ºC for another 20 mins to remove residual solvent. 
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After the solution transfer procedure, it was assumed that the graphene remained single layer, but 

may now contain defects and is partially functionalized with sp3 or sp2 oxygen functional groups 

from the solution transfer procedure. 

 

Figure 2.12. Schematic of solution transfer process using PMMA and copper etchant. 

 

Deposition of cobalt on the surface was carried out in the PVD system for each graphene 

sample. In this study a shallow, wide, tungsten (W) boat in combination with resistive heating was 

used to deposit cobalt. Co metal powder (99.995% metals basis, Sigma Aldrich) was used as the 
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source material, with the deposition rate fixed at 0.02 Å/s.  The thicknesses examined in this study 

range from 0.06 nm to 3.0 nm of Co deposited on both graphene/Cu and graphene/SiO2 substrates.  

The thicknesses reported are as recorded by the thickness monitor in situ and the Co is not 

considered to be a uniform layer, but rather a submonolayer covering a percentage of the graphene 

surface. This procedure was also used without modification to transfer graphene to Co/SiO2 

substrates.  Notably Co deposition was difficult to achieve at higher deposition rates because under 

high vacuum conditions Co sublimes rather than melting into a liquid. Additionally at high 

temperature Co begins to bond with W, forming a brittle Co-W alloy that can cause the boat to 

form holes or even break apart.   
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CHAPTER 3 

RESULTS AND DISCUSSION 

The results and discussion section is organized into two sections focusing on Graphene/Cu and 

Co/Graphene/SiO2. The measurements were conducted primarily on four sets of samples to make 

up these two studies: Graphene/Cu, Co/Graphene/Cu, Graphene/Co/SiO2, Co/Graphene/SiO2. The 

properties of Grapehene/Cu were investigated concurrently with Co/Graphene systems with the 

aim of understanding the efficacy of graphene as an oxidation barrier for the copper substrate.  

 

3.1 Graphene on Copper 

Along with the study of cobalt-graphene systems, graphene/Cu alone was studied to investigate 

the potential protective properties of graphene in preventing oxidation of the copper substrate.  

Copper is widely used in many industries including modern electronics due its well-known high 

thermal and electrical conductivity, as well as environmental availability. However, the formation 

of an oxide layer on the copper surface even at room temperature results in the creation of trap 

states and significant degradation of its electrical and thermal properties [79,80].  Therefore a 

coating that limits or prevents Cu oxidation without disrupting its properties is highly desirable.  

Graphene could be suitable as an ideal barrier; it is atomically thin, can be easily grown on Cu, 

and is an excellent thermal and electrical conductor.   

There are two possible paths for the penetration of oxygen to the metal surface covered with 

graphene. The first is intercalation when gas molecules leak between the graphene and metal to 

interact with the substrate metal. This model explains why the oxidation requires heating during 
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the intercalation process, but does not account for the dependence of metal corrosion on the quality 

of the graphene (which should not affect the process of intercalation), or why the corrosion starts 

from the sample edges instead of its center [81,82]. The other model describes penetration of 

oxygen through the surface of graphene [81], but according to theory and experiment, graphene 

impermeable to gases unless defects are present to serve as permeation pathways [83-85]. Recent 

studies have shown the possibility of formation of vacancies in one, two and three-layer graphene 

during the process of oxidation, which may result in pathways for oxidation of the Cu [86,87].  

To investigate the oxidation of Cu substrates over time, samples of Gr/Cu prepared by CVD 

were aged in either a low humidity (LH) (dessicator) environment, or in ambient atmosphere at 

room temperature (ATM) for 1 month to 1.5 years.  The graphene in these samples was considered 

to be a single layer without significant wrinkling or areas of multiple layers. Some native oxygen 

functional groups may be present on the graphene due to exposure to ambient atmosphere. These 

samples were investigated using XPS and XAS at the C K and Cu L2,3 edges with measurements 

results compared to DFT calculations performed using SIESTA.   From the results a model is 

proposed that takes into account both oxidation of the graphene and penetration of carbon atoms 

into the Cu during synthesis of the graphene.  

 

3.1.1 XPS spectra of Graphene/Cu 

The spectroscopic characterization of graphene/Cu begins with an XPS survey spectra of the 

elements in the samples. The core level peaks associated with carbon (C K) and copper (Cu L1, Cu 

L2,3, Cu M1, Cu M2,3 and Cu LMM) are clearly seen in each survey spectrum. A small amount of 

oxygen (O K) is detected, but does not vary significantly between samples.  All samples contain 
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some native oxides, but it is not immediately clear from the survey whether the graphene or the 

Cu is oxidized.  Oxygen present in graphene/Cu may be simply due to adsorbed water on the 

graphene surface or oxygen functional groups on the graphene.   To investigate graphene-oxygen 

bonding further, the inset of Figure 3.1 displays high resolution measurements of the C K-edge 

showing a prominent C=C bonding peak that is similar in shape and intensity between the samples.  
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Figure 3.1. XPS survey spectra of Graphene/Cu after oxygen exposure in low humidity 

and ambient atmosphere environments.  The C 1s core level XPS spectra are shown in the 

inset. Graphene is abbreviated to Gr in figure legends. 

 

From the C K-edge, evidence of oxygen functional groups appears as a low intensity feature at 

288.4 eV corresponding to C=O bonding, and a slight shoulder on the high energy side of the main 

C=C peak representing C-O bonds. These initial results suggest the graphene overlayer resists 
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oxidation and subsequently may limit oxygen diffusion into the metal substrate.  Even after 1.5 

years of exposure the oxidation is comparable to recently prepared samples stored in low humidity. 

This suggests that the oxidation present in the samples appears immediately after their fabrication, 

and may be native to the graphene or Cu substrate.  
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Figure 3.2. Cu L2,3 XPS of Graphene/Cu samples compared to copper references.  

 

First to investigate the oxidation of Cu, Figure 3.2 shows the Cu L2,3 edge of graphene/Cu 

compared to copper references. Both graphene/Cu and Cu-foil (polished) have similar spectral 

shape and energy positions for L2 and L3 peaks [88], while the reference spectrum of Cu-metal 

(oxidized) exhibits a shift to higher energy towards binding energies of CuO [89]. Higher energy 

fine structures S1 and S2, which are in the energy location for charge-transfer satellites typical of 
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CuO, are small or not visible in Cu foil.  This demonstrates that both graphene/Cu and Cu-foil 

(oxidized or polished) have no Cu2+ oxidation state. However, only Cu2+ oxidation states may be 

ruled out here because the Cu L2,3 core-level XPS spectrum of Cu metal (polished) is identical to 

that of Cu2O [89]. Therefore, the presence of a monovalent (Cu+) oxidation state in graphene/Cu 

and formation of Cu2O cannot be excluded without looking further at the valence band spectra.  
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Figure 3.3. XPS valence band spectra of graphene/Cu and reference samples Cu-foil after 

exposure to ambient air (oxidized), Cu metal (polished), CuO and Cu2O. 

 

As seen in Figure 3.3, XPS VB spectra show A, B, C and D fine structure features typical for 

Cu metal (polished) which are completely reproduced in spectra of graphene/Cu [90]. Peaks a and 

b of Cu-foil (oxidized) appear closer to that of Cu2O than CuO; that is, no low-energy shift of 
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spectral features is observed.  Additional fine structure features c, d and e also appear, typical for 

the valence band of CuO [89]. Aside from these peaks, several other higher energy features are 

visible in Cu2O and CuO, labeled c, d and e that are not seen in the valence band spectra of any of 

the graphene/Cu samples.  This further indicates that the copper substrate is not oxidized 

significantly to form either CuO or Cu2O.  From the XPS analysis, it appears the surface of the Cu 

substrate has not been significantly oxidized.  To verify this result and also probe deeper into the 

Cu substrate, XAS measurements were performed at the C K and Cu L2,3 edges, which are 

discussed in the next sections.   

 

3.1.2 C K and Cu L2,3 XAS 

To further examine the electronic structure of graphene/Cu, the unoccupied DOS states of 

carbon and copper were also probed.  At the carbon edge (Figure 3.4) graphene/Cu shows a 

splitting of the main π* peak of ~ 0.47 eV relative to graphene/SiO2, with no change in the σ* peak 

position.  This π* splitting suggests a significant change in the graphene/Cu electronic structure 

which may be attributed to charge transfer, covalent bonding, and/or vacancy formation.  Aside 

from the splitting of the main π* peak, peaks between the π* and σ* features are evident in all 

graphene/Cu samples, and is highest in the graphene/SiO2 transferred samples. These peaks 

represent formation of oxygen functional groups such as C-O-C, C-OH, COOH, and C=O.  They 

may be native to graphene, or present from residual solvent or PMMA from the transfer process 

in the case of graphene/SiO2.  These spectral features are further discussed in detail in Chapter 

3.1.2. Evidence of oxidation is well documented in graphene, and the splitting of the π* peak as 
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well as peaks in the range of 287-289 eV indicate that the graphene has been partially converted 

to graphene oxide.  
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Figure 3.4. C K XAS of Graphene/Cu compared to Graphene/SiO2. Significant differences 

in the peaks are evident between the two samples with a splitting of the Graphene/Cu main 

π* peak. 

 

Notably the background and relative peak intensities between the samples on Cu vs. SiO2 is 

significantly different.  This results from a background signal for Cu substrates that is not present 

for SiO2.  Cu has many loosely bound valence electrons that are easily excited at low X-ray 

energies, resulting in a large signal background.  The spectra acquire the skewed shape due to the 
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sudden onset of absorption at the carbon edge causing a drop in the background signal.  

Importantly, the energy positions of the peaks are not affected by this background artifact. 
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Figure 3.5. Cu L2,3 XAS measurements compared to calculated spectra.  

 

The splitting of the main π* peak suggests significant changes to the graphene band structure 

likely due to oxidation, which is further investigated using density functional theory calculations 

with the SIESTA calculation code.  Before discussing those details, the final spectroscopy 

measurements were XAS of the Cu L2,3 edge, shown in Figure 3.5. From comparison to reference 

samples the Cu L2,3 XAS spectra of graphene/Cu is very similar to that of Cu-metal in energy 
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position of the peaks as well as fine structure, and quite different from Cu2O and CuO [91]. 

Spectral features at 937.8 eV and 941.6 eV for polished Cu metal are reproduced in graphene/Cu 

samples, while those features are suppressed in Cu oxides. The spectra of Cu foil (oxidized) is 

found to be in good agreement with Cu2O containing races of CuO as indicated by the peak at 

931.0 eV, in agreement with XPS results. From these measurements it is clear that the Cu 

substrates are not significantly oxidized, even after 1.5 years of exposure.  The graphene itself has 

been oxidized into graphene oxide containing oxygen functional groups, but the contamination 

does not affect the underlying Cu substrate. This shows that graphene in as-grown condition is a 

robust barrier for oxidation under normal atmospheric conditions, even when the graphene itself 

becomes oxidized.  The remaining detail is the origin of the peak splitting observed in C K XAS, 

which was further analyzed using SIESTA calculations. 

 

3.1.3 SIESTA Simulations of C K XAS 

The DFT pseudo-potential code SIESTA was used to simulate the carbon DOS for four different 

Graphene/Cu systems containing different arrangements of carbon and copper. With these 

simulations, the origin of the π* peak splitting in C K XAS can be determined. The arrangements 

simulated were a pristine free standing graphene sheet, graphene with defects on copper, graphene 

on copper with carbon interstitials, and graphene with epoxide impurities and carbon interstitials 

[Figure 3.6(a-d), respectively].  Calculations were performed using the local density 

approximation (LDA) exchange-correlation functional with a full optimization of the atomic 

positions as well as optimization of the force and total energy with an accuracy of 0.04 eV/Å and 

1 meV, respectively. Double-ζ plus polarization basis sets were used to represent the localized 



 

67 

 

orbitals for carbon and oxygen sites. All calculations were carried out with an energy mesh cut-off 

of 360 Ry and a k-point mesh of 4×4×2 in the Monkhorst-Park scheme [92]. The calculated density 

of C 2p unoccupied states for free standing graphene is shown in Figure 3.6(a). It is in a reasonable 

agreement with experimental splitting between π* and σ* peaks (7 eV) in the C K XAS spectrum 

of graphene/SiO2.  

However, the 0.47 eV splitting in the main π* peak is not seen in typical graphene/Cu samples, 

and may be caused by vacancy formation or bonding between the graphene and Cu substrate [93-

95]. In order to determine the origin of the splitting, both bi-vacancies and oxide contamination of 

the graphene are considered. A bi-vacancy is a fairly stable configuration with a vacancy size that 

allows oxygen atoms to penetrate through the graphene to the copper beneath. The presence of this 

type of defect also results in the formation of covalent bonds between the carbon atoms at the 

edges of the vacancies and the copper substrate. These covalent bonds lead to appearance of an 

additional ' peak and high energy shift in the *-peak of 1.3 eV as shown in Figure 3.6(b), which 

is not observed in C K XAS. However, Figure 3.6(d) does reproduce the *-peak splitting (0.7 

eV) in the case where oxygen atoms form epoxide groups (C-O-C), combined with carbon 

impurities in the Cu matrix below. This theoretically predicted DOS agrees with the XAS spectra 

showing a *-peak splitting as well as other peaks indicating oxidation.  
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Figure 3.6. SIESTA simulations of the carbon DOS for four different Graphene/Cu 

systems.  Panel (d) containing epoxide functional groups and carbon interstitials 

reproduces the peak splitting observed in C K XAS.  
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Based on comparison of experimental C K XAS spectra with unoccupied C 2p DOS calculated 

by DFT, we can exclude the formation of carbon vacancies over time which could cause oxidation 

of the Cu. It is more likely that the splitting of *-peak results from sparse epoxide formation on 

the graphene surface combined with interstitial C impurity atoms.  This is reasonable when 

considering that the graphene was grown on the Cu which could produce interstitials, and that the 

Cu foil was very thin (70 μm).  The low thickness of the foil resulted in practical considerations 

where it was nearly impossible not to bend or twist the samples as they were mounted for 

measurements. In this case, unavoidable bending of the samples could produce defects in the 

graphene that promote epoxide formation.  In an attempt to limit bending, some Graphene/Cu was 

mounted on rigid SiO2 substrates using carbon tape, but the results were not significantly different. 

These results show that graphene can be a robust barrier to oxidation of an underlying Cu 

substrate due to atmospheric exposure over long time scales.  The graphene itself may also be 

converted to graphene oxide without affecting its veracity as an oxidation barrier.   

 

3.2 Co/Graphene/Cu 

3.2.1 XPS Survey and Valence band spectra of Graphene/Cu 

Concurrent with the study of Graphene/Cu, work was also begun concerning cobalt deposition 

on graphene samples. Full survey scans of all element edges were completed for Graphene/Cu 

samples both with and without Co.  A representative set of these measurements is shown in Figure 

3.7, identifying the expected elements in the sample by the energy location of their edge. As Co is 

added, peaks become evident (circled) as well as an increase in the O K-edge intensity. Similar to 
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the Graphene/Cu survey scans, a closer look is required at selected edges to identify the functional 

groups forming.  
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Figure 3.7. XPS survey scans of graphene/Cu and Co/graphene/Cu samples. Very little 

change in the spectra is evident for graphene aged as long as 1.5 yrs.   

 

Peak fitting using Voigt functions at the C and O K-edges was performed to identify functional 

groups that form with Co deposition (Figure 3.8). Peak fitting was performed by considering the 

possible functional groups and their energy locations as reported in the literature for graphene 

oxide systems [96]. C=O and C-O bonds are formed and increase with Co thickness, as well as 

carbonate (CO3
-2). Some oxide groups (C=O, C-O) are present in low concentration even on as-

prepared graphene/Cu, which may be due to native oxidation or adsorbed water. It should be noted 
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here that in the O K XPS, there may be a contribution from cobalt oxides in peaks in the range of 

529-533 eV, but they could not be resolved using peak fitting [97].   
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Figure 3.8. XPS scans of (a) carbon edge and (b) oxygen edge. Oxygen functional groups 

form in proportion to the deposited Cop thickness.  

 

The concentration of oxides continues to increase with the thickness of Co deposited, and can 

therefore can be manipulated by finely controlling the deposition rate and final thickness. Various 

thicknesses of Co were deposited (up to 2 nm, Appendix A: Figure A.1) with a clear trend of 

increasing oxide concentration proportional to Co thickness. Spectra of the valence band were also 

recorded for Graphene/Cu and Co/Graphene/Cu samples (Figure 3.9). Comparing VB 

measurements to reference spectra of Co shows CoO and Co clusters when 2 nm of Co is deposited. 

At lower thicknesses (below 0.06 nm), pre-edge features at 0-2 eV are not present, but the main 

peak is clearly split into two (2.6 and 3.5 eV) when any Co is present compared to the smooth 
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single peak of Graphene/Cu.  As cobalt is deposited, Co and CoO contribute additional electronic 

states to the valence band that cause the peak splitting (peak at 3.5 eV in CoO).   
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Figure 3.9. Valence Band spectra of Graphene/Cu and Co/Graphene/Cu samples. After 2 nm 

of Co deposition, CoO and some Co metal are evident.   

 

3.2.2 Raman Spectroscopy of Graphene/Cu 

To characterize the condition of graphene/Cu, Raman measurements were also performed as 

detailed in Figure 3.10. From visual comparison to Figure 2.8, there is clearly a large background 

signal present.  This is caused by low energy fluorescence from the Cu substrate excited by the 

laser light.  Unfortunately fluorescence excitations are much more probable than Raman scattering 
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events, so the background signal makes analysis difficult by nearly overwhelming the G and G’ 

bands.  For this reason, characterization using Raman spectroscopy was focused on Graphene/SiO2 

samples that do not contain such a large substrate-induced fluorescence background.  
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Figure 3.10. Raman spectra of Graphene/Cu and Co/Graphene/Cu. 

 

After completion of XPS and Raman measurements of Graphene/Cu samples, two facts became 

clear.  First, the development of CoO on the surface is directly related to the motivation of 

producing RKKY exchange coupling in graphene.  CoO is antiferromagnetic, and therefore if 

clusters are centered and A and B sublattices, it fulfills the requirements suggested in Ref. 42 to 

achieve band opening.  Second, the effect of the Cu substrate on the graphene DOS cannot be 

discounted.  In addition to the troublesome Raman background signal, any shifting of the graphene 

Fermi level due to unknown charge doping from the substrate could be prevented by decoupling 

the graphene and moving it to a non-interacting surface.  With these points in mind, further 

experiments were performed after transfer to SiO2 substrates. 
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3.3 Co/Graphene/Co/SiO2 

3.3.1 Motivation 

With the motivation of RKKY coupling in mind, the next experimental architecture investigated 

was a stack of Co/graphene/Co where the bottom Co layer was varied between 1 and 10 nm.  These 

thicknesses were chosen to manipulate the surface magnetization direction of the Co.  At 10 the 

Co is effectively bulk with a parallel surface magnetization.  Below approximately 3 nm the layer 

is thin enough for the direction to be perpendicular to the surface, represented by the 1 nm 

thickness.  At the outset of this study, it was unclear which magnetization direction would be more 

favorable. This architecture allows for two exchange processes to occur; first between the cobalt 

under layer and decorating Co clusters to induce a fixed magnetization direction in the clusters.   

 

Figure 3.11. Schematic representation of Co-Graphene trilayer stack. Double or super 

exchange coupling as well as RKKY coupling combine to spin polarize graphene 

electronic states.   

 

SiO2 
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Second, RKKY coupling between the clusters may in turn spin polarize the graphene 

conduction electrons.  This may have the two fold effect of allowing this architecture to potentially 

open a semiconducting band gap in graphene as well as serve in spintronic devices.  With this 

motivation in mind, samples were fabricated as described in the Experimental Chapter with varied 

bottom layer thickness (1-10 nm) and between 0.06-0.12 nm to top Co thickness. 

 

3.3.2 C K XAS and XES 

XAS measurements of a set of cobalt-graphene samples is detailed in Figure 3.12 below. The 

intensity variation between some of the measurements is due to a slightly different angle of 

incidence of linearly polarized X-rays.  Since Graphene is nearly planar to the substrate surface, 

the X-ray polarization results in preferential excitation to π* or σ* states at grazing (90⁰) and 

normal (0⁰) incidence, respectively (See inset). Aside from the main graphene π* and σ* peaks at 

285 and 292 eV, respectively, new peaks are visible between the two.  Peaks at 287.4 eV (A) and 

288.3 eV (B) may be due to the presence of hydroxyl (C-OH) or epoxide (C-O-C), and carbonyl 

(C=O) or carboxyl (COOH) functional groups, some of which may be remnant from the transfer 

process [96,97].  It is possible that peak A does not arise from bonding to functional groups alone, 

but also from carbon sites that have been perturbed by nearby functional groups [98]. This detail 

is important as bonding of epoxide groups (which are in the energy position of peak A) could act 

to break up the graphene over time.  This is supported by the observation that peak A does not vary 

in intensity significantly after the addition of Co. Peak B similarly does not show significant 

intensity variation between the samples. Peak C at 290.2 eV is attributed to a carbonate (CO3
-2) 

structure which is verified by comparison to CoCO3 (Alfa Aesar 99.95 %) reference powder. There 
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is significant change in intensity of the carbonate peak, particularly when Co is deposited on the 

graphene when a Co substrate is present.  
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Figure 3.12. XAS of Co-Graphene samples. Peaks A, B, C are evident representing oxygen 

bonded to the graphene when Co is added to the system.  

 

This is reasonable since Co may bond easily at defect sites as it is slowly deposited on the 

surface to produce carbonates.  The largest intensity of this peak appears for a Co(10 nm) substrate 

with Co(0.12nm) deposited on the surface. From these measurements the carbonate concentration 

is directly related to the amount of Co; carbonates do not form until a threshold thickness on 
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deposited Co is reached at approximately 0.10-0.12 nm. The position of the main π* peak of 

Graphene/SiO2 is marked with the dotted line.  There appears to be some shifts of the main π* 

peak relative to Graphene/SiO2 which may indicate a band gap opening, and are examined more 

closely in Figure 3.13(a).  
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Figure 3.13. XAS and band gap analysis for Co substrates. (a) The main π* peak of Co/Gr 

samples. Some band bending and a shift of unoccupied states to higher energy of about 

0.05 eV is observed for three of the samples containing relatively high amounts of Co. (b) 

Band gap determination for a Co substrate compared to Gr/SiO2.    
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Notably the relative shift of π* and σ*peaks in the same spectrum does not appear to be 

constant.  For example in the case Co(0.06nm)/Gr/Co(10nm), the π* peak is shifted -0.15 eV 

relative to Graphene/SiO2, while the σ*peak shift is -0.32 eV. This difference may indicate 

different hybridization between the Co 3d states with the out-of plane p-orbitals compared to the 

in-plane s-orbitals. 

XES measurements were also performed (Figure 3.13 (b)), primarily to probe the edge of 

occupied states to determine if a band gap is present.  A shift in the unoccupied states alone may 

arise from a shift of the Fermi level due to charge carrier doping, so a full picture of the graphene 

2p states is required.   In a non-resonant XES experiment of carbon, the resulting spectra often 

does not contain many sharp spectral features because carbon 2p occupied sates are very 

degenerate in energy. Without a resonant excitation to promote a specific transition over others, 

the resulting spectra are very broad.  Nevertheless some spectral change is evident by the intensity 

increase of peak at 278.7 eV representing an increase in the DOS due to Co-C bonding.   

The existence of a band gap in graphene/Co/SiO2 samples was determined using line fitting to 

the edge of 2p unoccupied and occupied states, and extrapolating to the baseline to determine the 

conduction-band-minimum (ECBM) and valence-band-maximum (EVBM), respectively (Figure 

3.13(b)) [99].  Line fitting was found to be preferred for band gap determinations in graphene as 

opposed to using 2nd derivatives to locate fluctuations in the spectral line.  This is because the XES 

spectra are dependent on collecting sufficient counts to have a well-defined edge above the noise 

threshold.  For graphene, gathering sufficient counts to meet this condition confidently was very 

difficult, making interpretation of the band gap using the 2nd derivative inappropriate (see 

Appendix B). The fitting with XES measurements for graphene transferred to a Co substrate shows 

for both the 1 nm and 10 nm thickness a closed band gap is evident.  This indicates that the shift 
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observed in XAS is due to charge doping of the graphene from the Co substrate, and does not alone 

open a band gap.  Similar results were observed (Appendix A: Figure A.3) when Co was added to 

the surface to create the sandwich structure shown in Figure 3.11 indicating that the charge doping 

effect from Co is too great for any band gap opening to arise from magnetic exchange coupling 

when a Co substrate is used.  At this point the focus of the study shifted to Co/Graphene/SiO2 

which from Figure 3.13 shows an energy shift to higher energy in the unoccupied states.   

 

3.4 Co/Graphene/SiO2 Electronic Structure 

Before completing the discussion of the band gap in Co/Graphene probed with X-ray 

spectroscopy, the surface characterization using Raman and AFM will be discussed.  In the course 

of the actual study, Raman and AFM were performed before the X-ray band gap characterization. 

Several thicknesses of Co were deposited on graphene ranging from 0.02 – 3 nm, but the discussion 

will focus on the most interesting set ranging from 0.06-0.25 nm where favorable modification of 

the band structure was observed.   

 

3.4.1 Raman Spectroscopy 

Raman measurements were performed to primarily determine the condition of the graphene 

after transfer to SiO2 substrates and Co deposition.  Both of these processes may damage the 

graphene through wrinkling or etching of the surface.  After the transfer, large areas of the 

graphene remain intact with clearly defined G and G’ (2D) bands.  Below 0.25 nm thickness of 

Co, the spectra appear very similar to undeposited graphene/SiO2 while a red shift is observed in 

both G and G’ bands at 0.25 nm of Co. This small red shift of 3.8 - 6 cm-1 in the G’ and G-bands 
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respectively can be attributed to charge transfer from the Co to the graphene, or a strain reduction 

[100-102]. Strain could be induced in the graphene due to transfer to the SiO2, which is then 

reduced by Co deposition. Strain reduction may occur at higher Co thickness where the metal 

begins to etch and break up the graphene into smaller pieces, reducing the overall strain. At 0.12 

nm of Co thickness, broadening of the G-band is visible that develops into a shoulder peak at 1531 

cm-1 for 0.25 nm Co. The similar G-band broadening has been reported for Cr-deposited on 

graphene, and in semiconducting single-walled carbon nanotubes (S-SWNT) [103]. In S-SWNTs 

this band has a Lorentzian lineshape and arises from vibrations in carbon atoms along the 

circumferential direction of the tube. Since only a suppressed D-band is visible, a high level of 

graphene curvature similar to a CNT is unlikely.  In this case this feature arises from a removal of 

degeneracy in the G-band stretching mode due to Co deposition.  This feature is resonantly 

enhanced in intensity due to additional electrons transferred from the Co, causing an increase in 

electron-phonon interaction. The ratio of integrated peak intensity, A(G’)/A(G), is calculated to be 

~ 4 or greater for all cases (Table 2), showing the graphene is indeed a single layer and has not 

become folded or heavily wrinkled from the transfer process.  In addition, very low A(D)/A(G) 

ratio (below 0.1) indicates nearly defect-free graphene.  At thicknesses above 0.25 nm, the number 

of defects on the surface increases and the Raman lineshape begins to resemble the blue curve in 

Figure 2.8 for 1 nm of Co deposited.   
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Figure 3.14. (a) Raman Spectroscopy of Co/Graphene/SiO2 samples showing the region of 

interest with G and G’ peaks.  After 0.25 nm of Co deposited, and shift to lower 

wavenumber in both G (b) and G’ (c) peaks is observed due to charge transfer from Co to 

graphene.    

 

  Peak locations (cm-1) Integrated Peak Area ratios 

Sample D ∆ G D’ G* G’ 
A(D)/ 

A(G') 

A(D)/ 

A(G) 

A(G’)/ 

A(G) 

Gr/SiO2 1353 NA 1593 NA 2455 2689 0.00325 0.0138 4.26 

Co 0.06 nm  1353 NA 1593 NA 2458 2689 0.00108 0.0479 4.44 

Co 0.12 nm 1353 NA 1589 NA 2459 2688 0.0628 0.2504 3.98 

Co 0.25 nm  1353 1531 1586 1634 2458 2686 0.0109 0.0724 6.71 

Table 3.1. Raman band locations and integrated peak area ratios. 
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The good condition of the graphene for low metal thickness is notable because Co and other 

transition metals can produce vacancy-related defects in graphene. The use of metal atoms to etch 

or cleave graphene in a controlled way is a well-known procedure using many metals including 

Ni, Cr, Pd, Al, or Ti in conjunction with oxidation or hydrogenation at elevated temperatures [104]. 

Although we did not anneal the samples, Boukhvalov et al. have predicted that metal adatoms (Fe, 

Co, Ni, or Al) lower the vacancy formation energy in free-standing graphene without assistance 

from heat [105]. In particular, Co is shown to have the lowest energy for vacancy and bi-vacancy 

formation compared to other metals when deposited on graphene. However, the vacancy formation 

in that study was simulated for unsupported pristine graphene, which is not our case. To understand 

the metal behavior, consider several experimental studies using atomic resolution topography 

images showing that regardless of the fabrication method used, the graphene surface contains 

randomly distributed adsorbed hydrocarbon groups [105,106]. Studies on such systems examining 

metal cluster growth with high resolution transmission electron microscope (HR-TEM) report 

metal adatoms deposited on the surface prefer to aggregate at defect or hydrocarbon sites, rather 

than the pristine honeycomb graphene surface [105]. Therefore covalent bonding between 

graphene and metal adatoms may be limited at low thickness, reducing vacancy formation.  This 

is in agreement with the Raman measurements showing a very low D-band for 0.06-0.25 nm of 

Co.  

 

3.4.2 Atomic Force Microscopy 

To gain further insight into the Co distribution on the sample surface, AFM measurements were 

conducted of several Co/Graphene samples. Figure 3.15 shows a representative topography 
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measurement of Gr/SiO2 with a measured height profiles.  The graphene appears to be quite rough 

but note that the contrast is adjusted such that the highest and lowest points are brightest and 

darkest respectively, even if they only differ by 1 nm.  This is reflected by the height profiles where 

even across the defects the root mean square roughness (RMSR) value is < 2 nm.  In the area 

scanned, some larger contaminates such as residual PMMA are evident from the solution transfer 

process. Studies have shown that some residue is unavoidable when PMMA is used as a sacrificial 

scaffold material [107].  
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Figure 3.15. 1.2 x 1.2 μm AFM scan of a Graphene/SiO2 surface. Height profiles are 

shown for x and y directions with RMSR values < 2 nm.   

 

Cobalt was deposited using PVD and similarly imaged, shown in Figure 3.16. In the figures the 

red lines mark the 2D slice that was used for the roughness profiles in Figure 3.17. The Co exhibits 

Volmer-Weber growth on the graphene surface where islands are formed at nucleation sites 

preferentially without homogeneous growth across the surface.  The two other growth modes are 

Frank–van der Merwe where layers form uniformly, one at a time, and Stranski–Krastanov where 
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both islands and layers are formed depending on a critical layer thickness determined by the 

chemical and physical properties of the material.  

At 0.06 nm Co (as measured by crystal thickness monitors), the clusters are small in diameter 

and aggregate in local areas of 2-3 μm2. Some areas (4-5 μm2) were observed that appeared free 

of Co, showing the coverage is non-homogeneous when this thin.  At 0.12 nm thickness, the 

clusters become substantially larger in diameter but are spaced further apart, and still do not 

homogeneously cover the graphene surface. This growth pattern suggest nucleation at defect or 

impurity sites, which would limit the damage to the graphene.  This may explain why the graphene 

appears not to be heavily damaged according to Raman. At 0.25 nm, the Co covers the surface 

more uniformly, presenting as many smaller clusters spaced closely together and beginning to 

achieve homogeneous coverage. As Co is deposited, charge transfer makes the graphene’s surface 

more energetically favorable for uniform wetting, resulting in the more homogeneous coverage.   

 

Figure 3.16. 2 x 2 μm AFM images. (a) Co(0.06 nm)/Gr/SiO2, (b) Co(0.12 nm)/Gr/SiO2, 

and (c) Co(0.25 nm)/Gr/SiO2. Red lines correspond to Figure 3.17 height profiles.   

 

The homogeneity is reflected in the root-mean-square roughness showing the lowest value 

across all samples for 0.25 nm.  Note that some local wrinkling of the graphene in evident in the 
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roughness profile shown in Figure 3.17 where red lines are used to mark the boundary between 

the graphene and Co clusters. 

 

 

 

 

Figure 3.17. AFM Height profiles and RMSR for three different Co thicknesses deposited 

on Graphene corresponding to Figure 3.16 (a,b,c) as (top, middle, bottom), respectively. 

 

Following AFM and Raman characterization, it seemed that thicknesses below 0.25 nm would 

be most promising for band engineering of graphene.  Co thickness below this level is sufficient 

to cover the surface but is not a complete monolayer.  X-ray characterization of the C K and Co 

L2,3 edges was used next to determine if a band gap is formed, and if so by what mechanism.   
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3.4.3 C K XAS and XES 

X-ray absorption of graphene with four representative Co thicknesses deposited on its surface 

is shown in Figure 3.18. The same peaks are observed as discussed for the case of Co substrate, 

with some important differences.  In the case of a Co substrate, peak B (C=O and COOH functional 

groups) was relatively constant and did not vary with substrate thickness, but by contrast there is 

a clear trend for Co deposited on the surface when compared to Graphene/SiO2.  After 0.25 nm of 

Co, peak B overcomes the main π* peak in intensity.  
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Figure 3.18. XAS of Co/Graphene/SiO2. Peaks B and C evolve and increase in intensity as 

Co is deposited.   
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A drastic case of Co (3nm) is shown where the graphene electronic structure has significantly 

changed, indicating damage – the sharp excitonic feature in the lineshape of the σ* peak is no 

longer visible, and the main π* peak is shifted to lower energy.  Peak C arises from CoCO3 

formation, with a concentration that increases dramatically between 0.12 and 0.25 nm of Co.   

Aside from the development of oxide functional groups, a band bending and shift to higher energy 

is evident in the main π* peak for 0.12-0.25 nm of Co.   
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Figure 3.19. Band gap determination for Co/Graphene/SiO2 samples.  Using linear line 

fitting, a band gap up to 0.30 ± 0.10 eV is evident in graphene 2p states with 0.12 nm of 

Co.   
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To determine the band gap XES measurements were performed and plotted with XAS for linear 

line fitting.  The energy splitting between unoccupied and occupied states was determined for 

Co/Graphene/SiO2 samples as shown in Figure 3.19, with a band gap of 0.05-0.30 ± 0.10 eV 

evident for 0.06-0.12 nm of Co.  The uncertainty in the measurement arises mainly from the energy 

uncertainty due to the calibration procedure. An error in energy of 0.05 eV from both XES and 

XAS measurements is reasonable to account for the energy width of spectral features in the 

samples used for calibration. It should be noted here that although there is a relatively large 

uncertainty in the band gap value, the shift of the edge of occupied and unoccupied states between 

measurements with different Co coverage is clearly evident. Apart from a shift of the edge of 

occupied states, there is very little variation in XES measurements across the sample set.  Based 

on these measurements, conditions to support a band gap can be defined where the intensity of 

peak B representing C=O and C-O bonding in the graphene is large compared to peak C, 

representing carbonate (CoCO3). 

After the discovery of a measureable band gap in Co/Graphene, the question of the mechanism 

remained.  A full picture of the graphene 2p states has been provided by C K XAS/XES, showing 

the band opening.  To determine the mechanism the Co L2,3 edge should also be probed.  XAS 

measurements of this edge are detailed in the next section. Due to the dilute nature of Co some of 

the samples, XES measurements were not possible in all cases (Appendix A: Figure A.2).  

 

3.4.4 Co L2,3 XAS and MLFT Simulations 

XAS measurements at the Co L2,3 edge were used to probe the characteristics of Co deposited 

on the graphene surface.  The Co was classified using comparison to reference samples and multi 
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ligand field theory simulations.  Measurements of Co/graphene samples are detailed in Figure 3.20 

below (L3 edge only).  Two peak positions are labeled, A* (776.2 eV) representing the onset of Co 

unoccupied states, and B* (779.4 eV), a characteristic peak of Co+3 in Co3O4. One must take care 

when interpreting the energy position of the edge; due to spin-orbit interaction the core hole in the 

final state has a significant effect on the spectrum.  At first glance, Co/graphene/SiO2 samples 

show sharper multiplet features associated with metal-oxides when compared to a 10 nm metallic 

reference Co film. Metallic films without oxygen have broader XAS features due to the lack of 

oxygen bonding to break the state degeneracy.   
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Figure 3.20. Co L3 XAS of Co/Graphene/SiO2 compared Co3O4 reference and a simulated 

spectrum for CoO in octahedral symmetry.     
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The lack of peak B* in Co/Graphene also qualitatively shows that little to no Co3+ is present. 

Shown enlarged in the inset of Figure 3.20, peak A* shifts to lower energy by 0.15 eV.  From 

comparison to a CoCO3 reference, the shift arises as more CoCO3 is generated as opposed to only 

CoO. Peak A* is a convolution of signals from both CoCO3 and CoO with CoCO3 lower in energy.  

This can be seen by the lineshape of CoCO3 that well matches Co(0.25 nm)/Graphene to produce 

the shift in A*. 

As discussed in Chapter 2, MLFT simulations were used to interpret Co L2,3 XAS spectra of 

Co/Graphene/SiO2 samples.  The simulation was fit to the spectrum for Co (0.25 nm), resulting in 

Co2+ with octahedral symmetry. The slater integral scaling was 86 %, with the other calculation 

parameters reported in Table 3. The positive 10Dq value, which represents the energy difference 

between the t2g and eg d-orbitals, indicates an octahedral geometry (Oh point group), consistent 

with CoO. However, to obtain good agreement with the experimental spectrum, a small Dσ was 

included.  This suggests that the structure is not strictly octahedral, but rather a distorted octahedral. 

This can be interpreted as compression or stretching along one of the crystal axis, possibly due to 

interaction with the graphene/SiO2 substrate. The calculations indicate that Co in octahedral 

symmetry (CoO) is the dominate phase, but other Co2+ phases in other symmetries such as cobalt 

hydroxide (Co[OH]2 P3m1 space group) could also be present.   

 

10Dq Dσ Dτ Δ U - Q Vb1g Va1g Vb2g Veg 

0.4 -0.1 0.0 3.5 0.5 2.0 2.0 0.85 1.0 

Table 3.2. MLFT CoO calculation parameters (eV) 
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From the Co measurements it is clear that a band gap opening is accompanied by the formation 

of not only oxygen functional groups but also CoO and CoCO3.  However from the measurements 

presented, a band gap is observed when the concentration of carbonates is low compared to CoO 

and other oxygen functional groups.  This is possibly because formation of a carbonate requires a 

site at a vacancy, defect or edge, meaning that carbonates initially formed are anchored at defect 

sites natively present on undeposited graphene. This is supported by the Raman measurements 

which do not show evidence of graphene etching after metal deposition until thickness above 0.25 

nm is reached.  From Figure 3.19, the only significant changes to the C K XAS spectral shape 

between 0.12 nm and 0.25 nm are intensity increases in peaks B and C.  This suggests that CoCO3 

contributes to closing a band gap that is induced by other factors such as oxidation of the graphene. 

To further investigate this system, electronic structure calculations were performed to investigate 

oxide formation versus metallic Co cluster formation on graphene.  Metallic Co clusters were 

initially simulated concurrently with the performance of experimental measurements.  After Co 

L2,3 XAS was observed, calculations focused on the effect of CoO because a band gap was 

observed in the Co/Graphene sample where CoO is the primary cobalt compound.    

 

3.5 Theoretical Simulations using Density Functional Theory 

Calculations of the graphene band structure were undertaken using WIEN2k for several sample 

environments including cobalt metal clusters (Figure 3.21) and CoO (Figure 3.22) on graphene.  

The results were spin polarized in both cases and take spin-orbit coupling into account with the 

specific details of each calculation discussed below.  
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3.5.1 Cobalt Metal Clusters on Graphene 

Metallic clusters were the first structure simulation that was attempted.  DFT simulations of 

three different Co/graphene structures were performed using WIEN2k with the calculation 

parameters as follows.  Single layer graphene sheets were used that were isolated from each other 

by 10 Å vacuum. This isolation is necessary because WIEN2K performs the calculation on an 

infinite lattice of repeating graphene unit cells.  In order for the cells above and below to be non-

interacting, a vacuum layer of 10-20 Å is required. Cobalt was added to the system by placing 1, 

4, or 7 Co atoms on a 4 x 4 supercell of graphene, to achieve C:Co ratios of 32, 8, and 4.57, 

respectively. The positions of all Co and C atoms were allowed to relax until all forces were below 

1 mRy/a.u., showing that Co does not significantly perturb the graphene lattice even for 7 atom 

clusters.  For all three structures, the LDA exchange-correlation functional was used.  The C states 

were simulated using a linear augmented plane wave (LAPW) basis set, whereas the Co states used 

an augmented plane wave plus local orbital (APW+lo) basis set, so as to better simulate the Co 3d 

states [68].  A gamma-point centered mesh of 10 x 10 x 1 points was sampled in k-space where 

the number of k-points calculated depended upon the symmetry of the cell.  The plane wave 

expansion was taken up to a RK_max of 7.0, with charge, force, and energy convergence criteria 

set to 0.001 e, 0.5 mRy/a.u., and 0.0001 Ry, respectively. Muffin tin radii for C and Co sites were 

1.32 Bohr and 1.40 Bohr, respectively.  The muffin tin radii are not strictly required to be of a 

certain size; the radii defines where the atomic-like basis set is switched for the planewave basis 

set.  Setting a reasonable value may increase the speed of the calculation, but so long as it is large 

enough to contain the wavefunction it will not affect the calculated DOS.  
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In all cases of metallic Co that were simulated, a band gap is not evident in either spin channel.  

This is because Co metal adds additional conduction electrons to the graphene conduction electron 

sea.  This causes overlapping of the graphene valence and conduction bands, with the effect 

becoming more pronounced for larger clusters.  From these results it is clear that metallic Co 

increases the density of states at the edge of the valence band.  Therefore, metallic Co clusters 

alone cannot open a band gap in graphene. 

276 279 282 285 288 291 294

Structure 3

Structure 2

 Structure 1

 Structure 2

 Structure 3

 Spin 

minority

C K XES/XAS

 

 

Energy (eV) 

 C
a

lc
u

la
te

d
 I

n
te

n
s
it
y
 (

a
rb

. 
u

n
it
s
)

E
F

  Spin 

majority

Structure 1

 

Figure 3.21. Simulated density of 2p states for graphene decorated with Co in three different 

structures.  The marked energy location of the Fermi level shows a closed band gap for all 

cases.  
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3.5.2 Cobalt Oxide (CoO) on Graphene 

Given that XAS has determined that CoO does in fact form on the surface of graphene, 

simulations were also performed for this system. DFT simulations for this system were also 

performed using WIEN2k by a similar process, with the calculation parameters as follows. A 5x5 

supercell of graphene (50 carbon atoms) was constructed, with 20 angstroms of vacuum added as 

isolation between neighboring cells (Figure 3.22). 
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Figure 3.22. Simulated density of 2p states for graphene decorated with CoO monomers 

(Left). Schematic representation of the CoO/Graphene system (right).  
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A single Co was positioned and relaxed until all forces were below 1 mRy/a.u., with the 

relaxation process repeated when an O was added above the Co. A gamma-point centered mesh of 

20 points was sampled in k-space, with a plane wave expansion for up to RK_max of 5.0, and an 

convergence of 0.1 mRy was achieved, with all forces being less than 1 Ry/a.u. Muffin tin sphere 

sizes were C:1.28 Bohr, Co:1.49 Bohr and O: 1.28 Bohr. The PBE functional [87] as well as the 

modified Becke-Johnson potential [88] were used. Dispersion forces were corrected in the force 

relaxation through the use of the DFT-D3 code [68]. 

Notably after force relaxation the underlying graphene sheet does not buckle or otherwise 

become deformed as in the case of Co metallic clusters. CoO molecules were found to 

preferentially occupy the hollow sites above the hexagonally symmetric vacancies in graphene 

rings, as supported by previous studies [89,90]. Figure 3.22 shows the results of a total DOS 

simulation for a CoO decorated graphene sheet. Upon introduction of CoO and force relaxation 

using the Perdew–Burke–Ernzerhof (PBE) functional, a semiconducting gap develops in spin 

channels for both the total and carbon 2p partial DOS. Similar calculations using GGA plus van 

der Waals correction (with the DFT-D3 code) with adsorbed CoO exhibit a band gap opening in 

the total DOS (including the carbon 2p projection) when a Co surface loading above 11% is used 

(for example in the case of one CoO isolated on a 3x3 graphene unit cell). At lower CoO surface 

loading, the graphene layer remains with a closed band gap. Since GGA in the PBE formulation 

is widely known to underestimate band gaps in materials, the Tran-Blaha modified Becke-Johnson 

(mBJ) potential was also applied as a correction.  This results in the band gap of 0.3 eV increasing 

to 0.7 eV due to CoO surface loading alone [91].  The gap is opened by hybridization of Co 3d4s 

with graphene 2p states. Electrons in hybridized orbitals are then partially localized by the Co-O 

bond. This localization effectively makes these electrons unavailable for conduction, resulting in 
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partially filled states near the valence band edge and a band gap opening. Although this system 

was not developed experimentally, it shows that only CoO may be required to open a band gap in 

graphene.  This effect may contribute to the band opening observed in Co/Graphene/SiO2.   

 

3.6 Band Gap opening Mechanism 

With the results presented, we can speculate that the mechanism of band opening is related to 

Co-mediated oxidation of the graphene and formation of cobalt oxides and graphene oxide. For 

single layer graphene, charge transfer alone from metallic impurities does not open a 

semiconducting gap, but rather shifts the Fermi level according to the doping type as in the case 

of Graphene transferred to a Co substrate. In the Co/graphene system, a two-step process takes 

place beginning with charge transfer to the graphene, followed by oxidation of both the Co and 

the graphene. When Co is in close proximity (3 Å) to graphene, minor charge doping of the 

graphene can occur without bonding between Co and C [92]. This results in a higher electron 

charge on the graphene locally, and greater affinity for covalent bonding with oxygen. As observed 

in the XAS, oxygen functional groups form more readily in the presence of Co, but are also 

mediated by it to proportional concentration by formation of CoO. A band gap may be opened due 

to sp3 and sp2 bond formation when a high enough oxygen concentration is reached in the form 

carbonyl, epoxide, carboxyl, or hydroxyl groups.  Effectively the local area of graphene around 

the Co clusters is converted to graphene oxide. Although oxygen functional groups are natively 

present in the graphene after transfer, they are not in sufficient concentration to induce a band gap 

alone. This method of band opening in graphene is well known in graphene oxide, but in this case 

it is controlled using metal deposition.  There is also an effect from CoO formation alone shown 
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by calculation that cannot be discounted and may also contribute to the band opening.  However, 

due to the oxidation of the graphene used as part of the sample preparation procedure, it was not 

possible to experimentally isolate the effect of CoO alone. CoCO3 may also contribute to 

sequestration of oxygen, but as discussed above at nominal Co thickness to produce a band gap, 

carbonates are not present in sufficient concentration to greatly affect the band gap formation.   
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CHAPTER 4

CONCLUSIONS 

In summary, I have discussed the electronic characteristics of Graphene-Copper and Cobalt-

Graphene systems in the context of oxidation protection and band gap opening, respectively. To 

investigate the protective properties of graphene, graphene/Cu samples were prepared and exposed 

to ambient atmosphere for times ranging from 1 month to 1.5 years. Electronic structure 

characterizations of these samples reveal that although graphene becomes contaminated with 

oxygen functional groups, it does provide a long term barrier to oxidation for an underlying copper 

substrate in ambient atmosphere at room temperature.  

For Graphene-cobalt systems, cobalt was deposited by PVD as both a substrate for the graphene 

and as top decorating layer. The surface of these samples was characterized for both the 

distribution of cobalt clusters on the surface and the condition of the graphene.  Raman 

measurements show the graphene does not fragment or become heavily damaged below 0.25 nm 

of Co deposited on its surface.   This is because Co prefers to nucleate at impurity sites in graphene 

to form clusters on the surface that do not break nearby C-C bonds in the graphene.  AFM images 

of the surface support this finding showing cluster growth up to about 0.25 nm of Co when the 

coverage begins to become more homogeneous.  X-ray spectroscopy techniques were used to 

probe the graphene 2p density of states, revealing a band gap of up to 0.30 ± 0.10 eV due to Co 

deposited on the surface.  The mechanism has been proposed to be oxygen functional group 

formation mediated by the Co and cobalt oxides to produce local areas of graphene oxide.  

Electronic structure calculations also reveal a contribution to the band gap opening from CoO 
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alone where graphene 2p electrons in hybridized orbitals are partially localized by the Co-O bond, 

leading to a band gap opening.  

Co/graphene may be attractive for use in patterned electronic devices by using masking to 

deposit on a selected area of a graphene substrate. Cobalt-mediated oxidation is therefore scalable 

to the maximum size of graphene sheets that can be obtained by conventional growth techniques. 

Most importantly, the band gap produced is of sufficient size to be of use in semiconducting 

applications, and is stable at room temperature under exposure to ambient conditions.  Indeed, the 

band gap requires exposure to oxygen to form. This method is unique in that a band gap is formed 

only in the local area where Co is deposited without greatly deforming or damaging the graphene. 

Damage and fragmentation of graphene are a weakness of other fabrication methods that rely on 

solution-based methods with thermal heating to functionalize graphene in a controllable way.  

Disadvantages of this technique centers around the requirement for single layer CVD graphene 

that must be transferred to other substrates. The transfer process using a sacrificial layer 

unavoidably introduces contaminants to the graphene surface that may vary in concentration 

between fabrication runs. The process of opening a band gap using metal mediated oxidation 

depends highly on the condition of the graphene sample in terms of native oxidation and number 

of defects both before and after the solution transfer. Since the growth mode of Co has been 

determined to be nucleation at impurity sites, the homogeneity and size of Co clusters depends not 

only on the Co thickness but also the number and type of defects present.  Therefore, successful 

implementation of this method requires careful preparation of the initial graphene sample and 

testing of its condition at each step in the fabrication process. 

Graphene is and will continue to be an exciting material for use in electronic devices.  Its unique 

electronic structural properties make it applicable in many novel applications including protection 
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of metals from electrochemical exposure or as a semiconductor in electronic and spintronic 

devices.  The potential ways to modify it are also deep and varied, and opening a band gap is 

certainly possible by several methods.  Metal mediated oxidation presents another feasible path to 

modify graphene for its potential use as a semiconductor in electronic devices.   
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CHAPTER 5 

FUTURE WORK 

5.1 X-ray Magnetic Circular Dichroism of Co/Graphene/SiO2 

X-ray spectroscopy studies to probe the magnetic characteristics of Co/Graphene were also 

performed in the form of X-ray magnetic circular dichroism (XMCD) measurements.  XMCD uses 

circularly polarized X-rays to preferentially excite electrons in one spin channel. It can therefore 

be used to probe for ferromagnetism since such materials are not spin neutral.  XMCD can be used 

to probe spin polarization in graphene/metal systems.  Dedkov et al. showed evidence of dichroism 

in C 1s XMCD spectra of a graphene/Ni(111) sample in π* states originating from hybridized C 

pz−Ni 3d and C pz−Ni px,py,3d states [93]. Literature studies employing ab initio calculations of 

Fe, Co, and Mn-Graphene systems show polarization of the graphene DOS and other interesting 

behavior for cases of increased charge carrier concentration or gating [94,40].  This suggests spin 

polarization of graphene pz states which could be used for device applications, with the 

Co/graphene system in this study a potential candidate.  

Figures 5.1 and 5.2 show XMCD measurements (TFY and TEY respectively) performed using 

a magnetic sample plate with B = 0.7 T and circularly left and right polarized light.  TFY 

measurements were performed with the field parallel to the surface plane and TEY with the field 

perpendicular to the surface.  



 

102 

 

Co L
2,3

 XMCD (TFY)

L
2

D
if
fe

re
n

c
e

 

 
N

o
rm

a
liz

e
d

 T
F

Y
 (

a
rb

.u
n
it
s
)

Co(10nm) metal film

L
3

775 780 785 790 795 800

 

 

 

Co(0.12nm)/Gr/SiO
2

Excitation Energy (eV)

 

 

775 780 785 790 795 800

 

 

 

Co(0.25nm)/Gr/SiO
2

 

 

 RC

 LC

775 780 785 790 795 800

 

 

 

 

Figure 5.1. XMCD results for Co/Graphane/SiO2 using TFY and a field parallel to the 

substrate. 5 point FFT smoothing was used on Co/Graphene/SiO2 spectra. 

 

A clear MCD signal is evident for the Co(10nm) thin film, showing clear ferromagnetism from 

the difference spectrum [37]. The interpretation of the other spectra is somewhat ambiguous due 

to the quality of the spectrum. In practice, a parallel field can only be created with a recessed holder 

where the samples sits inside a box of magnets with one opening.  Due to this much of the 

fluorescence that would normally fall on the detector is blocked, resulting is noisy data. Even with 

a 5 second dwell time per data point (normally 1 s is sufficient), a 5 point FFT smoothing was also 

necessary to display the difference spectrum of TFY measurements.  Notably TEY measurements 

were found to be impossible to obtain because of the large magnetic field and location of the 

sample.  It was found that electrons ejected from the surface are accelerated into the sides of the 
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magnet box by the magnetic field (thus neutralizing the sample) faster than the TEY signal could 

be measured. To avoid this difficulty, a perpendicular field arrangement was also used, allowing 

TEY to be more easily collected.  An MCD signal is evident for both 0.06 and 0.12 nm of Co, but 

the difference is very low intensity. This is reasonable when previous results are considered 

showing CoO is the primary phase at this thickness, which is antiferromagnetic.  The small 

difference does however indicate there is some ferromagnetic Co in small clusters.  At 0.25 nm, 

the MCD signal is present but less coherent, similar to the TFY results.   
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Figure 5.2. XMCD results for Co/Graphane/SiO2 using TEY and a field parallel to the 

substrate. 5 point FFT smoothing was used on Co/Graphene/SiO2 spectra. 

 

An MCD signal is evident for 0.06 and 0.12 nm, but is very small in intensity. Future 

measurements on this system should employ X-ray linear magnetic dichroism (XMLD) to probe 

for antiferromagnetic CoO.  This line of work may be promising for device applications because 
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ferromagnetic or antiferromagnetic clusters could be utilized as a spin polarized layer in spintronic 

devices. 

 

5.1 Other Transition Metals on Graphene 

In addition to cobalt, some preliminary work has been planned concerning other transition 

metals deposited on graphene, mainly Mn, Fe, and Ni deposited on Graphene/Cu.  These materials 

were predicted to have similar exchange coupling effects to Co and are also candidates for band 

gap opening.  Graphene/Ni(111) is one of the most heavily studied graphene-metal systems.  When 

graphene is grown on Ni, hybridization between Ni 3d states and graphene can result in a band 

gap of 10-20 meV [44].  Studies of metallic clusters are not as prevalent, but some have examined 

Fe, Co, and Ni clusters deposited on graphene surfaces with many experimental techniques, but 

have not revealed a band gap [45,46]. Future work in this area is planned with deposition of metal 

clusters and analysis by a similar method presented in this study.   

 

5.3 Graphene on Arbitrary Substrates 

In the course of this study it became clear that using Graphene/Cu has significant drawbacks in 

terms of a requirement of transfer to other substrates.  Only certain substrates such as Nickel, 

Copper or Ruthenium are used because graphene growth is a catalytic process. Similar drawbacks 

for substrates other than Cu exist in that the graphene may need to be transferred to another 

material.  Ru is also quite expensive when one is considering materials, and is not appropriate for 

large area or sacrificial substrates. Growing on these substrates by CVD can give high quality, 

large area graphene, but with the added complexity of transferring it for a specific application.  
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One possible route is to devise a method of growing CVD graphene without the requirement for a 

Cu substrate seed to promote the growth.  Studies have shown other substrates are suitable, such 

as hexagonal boron nitride (h-BN) [95,96].  h-BN has an advantage over other metallic substrates 

in that it is non-reactive and according to theory should not perturb the graphene band structure 

[97]. But even this is not ideal as h-BN may also not be the desired substrate – what is needed is a 

method that can deposit graphene onto any arbitrary substrate.  Methods have been proposed [98], 

but an experimental example of graphene grown on an arbitrary substrate remains elusive. 

Alternatively, a more robust transfer method could be used that does not leave contaminants on 

the graphene as the PMMA method is known to do.  Some modifications to the procedure can be 

found in the literature, but they still rely on PMMA or another similar material as a sacrificial layer 

[99].   

For graphene to be successfully integrated into next-generation electronic devices, a versatile 

and robust growth method needs to be developed.  This will allow graphene to be deposited at any 

stage in fabrication of a device, and also increase the graphene quality by avoiding damage due to 

a chemical transfer process. 

 

5.4 Electronic structure calculations of Co-Graphene systems 

In addition to the systems investigated here computationally, further work should be done on 

graphene-cobalt systems with different configurations of Co on the surface.  From the results 

presented here the cobalt clusters on the graphene surface are cobalt oxides, but the exact 

structure is unclear.  A system that would better approximate that under study would be Co 

clusters ranging in size from 10-50 atoms with a generally amorphous structure containing 
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octahedral phases.  Cobalt carbonates and Co[OH]2 groups should also be included in the system 

besides CoO to fully account for all of the phases of cobalt present.  Furthermore a distribution 

of oxygen functional groups should also be added in the vicinity of the Co clusters to ideally 

account for all the changes to the graphene.  Band structure calculations using WIEN2K or 

SIESTA of such a system would provide a more accurate representation of the samples that have 

been studied experimentally. 
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APPENDIX A 

SUPPORTING X-RAY DATA 

Supporting data in this section includes XPS, XES, and XAS data that confirms the main results 

gathered in this study, but is not integral to the conclusions.  Beginning with XPS, peak fitting was 

also performed for Co/graphene samples with thicker Co films, up to 2 nm.  The fitting for a 2nm 

film (Figure A.) reveals similar functional groups as are present as for lower thinner Co films.  

Notably carbonates are present in much greater concentration with thicker Co films, comparable 

to other functional groups.  At this thickness of Co the graphene has also become damaged and is 

likely many small plates covered by a nearly complete layer of Co.   
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Figure A.1. XPS data for Co(2nm) deposited on Graphene/Cu. The same functional 

groups are evident with some shifts in peak position to lower energy.   
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The Co oxidation state can be confirmed by non-resonant Co L2,3 XES measurements. Cobalt 

emission measurements have only been completed for Co(0.12 nm)/Graphene/Cu and some 

reference samples, as shown in Figure A.2. As can be seen, the relative I(L2)/I(L3) intensity ratio 

for Co(0.12nm)/Graphene/Cu is almost the same as that of CoO powder, and much higher than 

that of a Co-metal film.  The I(L2)/I(L3) intensity ratio is related to the number of free d-electrons 

around the element being probed, and is therefore an accurate measure of the oxidation state with 

appropriate reference [120]. Other variations in the d-electron count would produce a significant 

change in the I(L2)/I(L3) intensity ratio, and therefore Co L2,3 XES measurements confirm the 

existence of Co2+ in Co(0.12nm)/Graphene/Cu due to CoO.  Co L2,3 XES measurements were not 

performed for all samples due to difficulties in acquiring the measurements.  Of the beamlines 

visited to conduct this study only Beamline 8.0.1 at the ALS has sufficient flux to measure the 

dilute amount of Co in these samples, and there was not time to complete measurements for all 

samples.  
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Figure A.2. Co L2,3 XES measurements of a Co/Graphene/Cu sample. These results 

confirm the Co+2 oxidation state and CoO formation.     

 

As was discussed for graphene with Co substrate or top coverage, a band gap analysis was also 

performed for the sandwich three layer architecture with Co on both sides (Figure A.3).  

Unfortunately after analysis this architecture does not yield a band gap in graphene 2p states as 

was predicted.  If linear line fitting is used and the cross over point is marked, we see a shift to 

higher energy of the crossing point as Co is added in the substrate or on the surface.  
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Figure A.3. C K XAS and XES of Co/Gr/Co samples to probe for a band gap that may be 

induced by magnetic exchange processes. No band gap is evident using linear line fitting 

for any of the cases tested.  

 

A further observation can be made about the XES near the valence band edge.  Referring to 

Figure A.4, there is a noticeable increase in the DOS around 283.7 eV.  Careful linear line fitting 

reveals a shoulder peak due to hybridization of Co 3d and C 2p states that is not present for 

Graphene/SiO2.   This shows that Co above a low threshold concentration in the substrate or on 

the surface provides new hybridized states near the valence band edge that acts to increase the 

overlap of valence and conduction bands rather than open a band gap.  
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Figure A.4. C K XES of Co/Gr/Co showing a second peak appearing near the valence 

band edge due to hybridization of Co 3d and C 2p states.  
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APPENDIX B 

BAND GAP DETERMINATION USING 2ND DERIVATIVES 

Determination of band gaps in this study was accomplished using linear line fitting as opposed 

to 2nd derivatives mainly due to the low counts that could be obtained from XES of graphene.  In 

some cases the counts collected that represent actual spectral features can be close to the intensity 

of the noise.  Since the 2nd derivative method relies on identifying a peak (or trough) in a plotted 

line, it must be clear which peak one should pick without subjectivity. In the case of a solid state 

or non-molecular system with degenerate and continuous density of states, the edge of the valence 

or conduction band is defined by a point of sharp incline of the spectral line, represented by a peak 

in the 2nd derivative.  In an organic material possessing molecules the density of states is comprised 

of energy localized molecular orbitals, represented by peaks in the X-ray spectra, and therefore 

troughs in the 2nd derivative.  This method has been used by several studies to determine the band 

gap of many materials finding good agreement with other experimental methods [101,102]. With 

that in mind, one need only take the first peak or trough going outward in the 2nd derivative of XES 

and XAS spectra. This presents another problem where a measurement with low counts may not 

resolve enough detail in spectra, resulting in incorrect or unphysical values for band gap.  This is 

observed in Figure B.1 where a band gap of about 1.0 eV is observed for all cases of Co deposited 

on the surface when applying this method. The interpretation problem in limited to the XES; the 

2nd derivative does correctly indicate the shift observed in the main π*peak of the XAS.  
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Figure B.1. 2nd Derivatives of Co/Graphene/SiO2 samples. 

 

 


