RECURSIVE FILTERS AND POLYPHASE DISTANCE RELAYS

A Thesis

Submitted to the Faculty of Graduate Studies and Research
in Partial Fulfilment of the Requirements
for the Degree of

Master of Science

in the Department of Flectrical Engineering
University of Saskatchewan

by

Kulwant Singh Nanuan
Saskatoon, Saskatchewan
July 1981

The author claims copyright. Use shall not be made of the
material contained herein without proper acknowledgement, as
indicated on the following page.



The author has agreed that the Library, University of
Saskatchewan, may make this thesis freely available for
inspection. Moreover, the author has agreed that permission
for extensive copying of this thesis for scholarly purposes
‘may be granted by the professor or professors who supervised
the thesis work recorded herein or, in their absence, by the
Head of the Department or the Dean of the College in which
the thesis work was done. It is understood that due
recognition will be given to the author of this thesis and
the University of Saskatchewan in any use of the material in
this thesis. Copying or publication or any use of the
thesis for financial gain without approval by the University
of Saskatchewan and the author’s written permission 1is
prohibited.

Requests for permission to copy or make any other use of
material in  this thesis in whole or in part should be
addressed to:

Head of the Department of Electrical Engineering

University of Saskatchewan

SASKATOON, Canada.

ii



ACKNOWLEDGEMENTS

The author expresses his gratitude and appreciation to
Dr. M. S. Sachdev for his guidance throughout the course of
this work. His advice and assistance in the preparation of

this thesis is thankfully acknowledged.

Special thanks are extended to his wife, Ravinder, for

her encouragement during the study.
Financial assistance provided by the National Science and

Engineering Research Council through §grant No. A7249 is

thankfully acknowledged.

iii



UNIVERSITY OF SASKATCHEWAN
Electrical Engineering Abstract 81A211
RECURSIVE FILTERS AND POLYPHASE DISTANCE RELAYS

Student: Kulwant Singh Nanuan Supervisor: Dr. M. S. Sachdev

M.Sc. Thesis Presented to the

College of Graduate Studies and Research

July 1981

ABSTRACT
Distance relays, alone and in conjuction with
communication channels, are used to protect modern EHV
transmission lines. These relays check the electrical

distance from a relay location to the fault and decide
whether the fault is inside or outside the relay’s assigned
protected zone.

Presently, distance relays use electromechanical devices
or electronic {(solid-state, analog) <circuits as relay
structures. The cost of both the =electromechanical and
solid-state analog systems has been increasing rapidly during
the last fifteen years. On the other hand, the <cost of
digital processors has Dbeen rapidly decreasing. It seems
that the use of digital processors for control and protection
systems is at the verge of becoming economically viable.

This thesis reviews the developments in the area of
digital relaying and polyphase distance relays. Procedures
for designing digital lowpass and bandpass recursive filters
are outlined. Feasibility of using the designed recursive
filters in digital distance relays is then examined. The
studies indicate that using recursive filters for processing
fault data does not necessarily permit relaying decisions to
be made in shorter times. Lowpass recursive filters do,
however, stabilize the calculated impedances and would,
therefore, be useful in determining the locaticns of faults.
Possibility of using the general -exponential smoothing
technique for processing power svstem voltages and currents
is also investigated. A generic polyphase <distance relay
suitable for implementation on a microprocessor is designed.
Also included is a brief description of the relay software
and logic. The performance of the relay was tested in the
real time-mode; some test results are also included.
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1. INTRODUCTION

1.1 Background

Equipment for generation, transmission and distribution
of electric power in a utility represents huge investments.
For optimum returns the power system must be operated at
peak efficiency and should be protected from avoidable
interruptions and equipment damage. Some eaquipment damage
is generally expected because of inherent defects in the
equipment and external disturbing factors. The inherent
defects. are due to inadequate design, substandard materials
and improper manufacture or installation procedures, The
external disturbances include 1lightning storms, switching
surges and conductor vibrations. Both, the inherent defects
and extermal disturbances manifest in breakdowns which are
in most cases, short circuits from a phase to ground. Thesé
and other types of shunt faults can seriously damage the
equipment of the powér system and cause loss of revenue to
the wutility. These faults can also damage the equipment of

the customers and cause loss of their productivity.

1.2 Protection
The electrical equipment such as generators,
transformers, buses, transmission ~lines and motors are

invariably protected by relays and breakers. The protective

relays are designed to detect the  presence of a fault,



determine its location and initiate opening of circuit
breakers which would isolate the damaged equipment from the

rest of the system.

The philosophy generally used in relay applications 1is
to divide the power system into protective zones; each zone
is protected by a system of relays. A zone of protection
normally 1includes a generator, a transformer, a bus, a
transmission line, a distribution line or a motor. In the
event of a fault in a zone, its relays open circuit breakers
which isolate the zone thus protecting the remaining power
system from being damaged and avoiding complete shutdown of
the system. In addition to primary protection, backup
protection is also provided. Backup relays isolate the
faulted zone and an adjoining zone, in many applications, if

the primary protection fails to isolate the faulted zone.

1.3 Protection of Transmission Lines

A power line can be protected by overcurrent, pilot or
distance relays or by a combination of these relays.
Overcurrent relays are relatively simple devices which are

generally wused for protecting distribution circuits. Two

factors dictate this choice. One of the factors is
economics; costlier relay systems cannot be economically
justified for application on distribution circuits. The

second  factor is that, on distribution circuits, short



circuit currents are considerably larger than load currents

and selectivity can be achieved by using time delay devices.

Many present day generating stations are located ;n
remote areas which are far away from load centres. Long
transmission lines are used to transmit energy from these
geﬁerating stations to the load <centres. For adequaté
transmission <capability, the transmission lines are
generally rated at 500 kV and above (EHV). Economics has
dictated increased energy interchange between power systems
causing them to operate close to their stability limits.
This and other factors have forced the power industry to
develop and wuse fast acting felays and circuit breakers.
Presently one cycle (at 60 Hz) relays and three «cycle
breakers are being commonly used én EHV lines. Distance or
pilot relays are, therefore, used to detect faults instead

of overcurrent relays.

Pilot relays utilize currents and voltages at both ends
of a protected line and communication channels are,
therefore, required for transmitting informationm concerning
currents or power flow direction from one end of the line to
the other end. The information transfer is possible by
using wire pilot, carrier pilot or microwave pilot channels.
Pilot relays can provide high speed protection for 100
percent of the protected line but for security reasons,

intentional time delays are 1incorporated. For long - EHV



lines, admittance relays with communication channels are
generally preferred over the current or power flow

monitoring systems.

A distance relay estimates from 1line voltages and
currents, the electrical distance from the relay location to
the fault. A measured distance is then compared with the
relay setting to determine if the fault is in the protected
zone Or not. If a fault is in the protected zomne, the‘relay
operates and issues a command to trip line breaker/breakers;

otherwise the relay does not issue the trip command.
1.4 Digital Processor’Relays

Earlier distance 'relays were designed using
electromagnetic induction devices, such as, induction cup
and balanced beam. The advent of transistor technology
stimulated the development of solid-state relays. Their

acceptance by the utility industry has Dbeen gradually

increasing. The cost of analog (solid-state) systems has,
however, been increasing during the last firteen years. On
the contrary, the cost of digital systems has Dbeen

decreasing rapidly. It seems that the costs of programmable
digital devices have reduced to a level where processor
based relays <can become cost effective compared to

electromechanical and solid-state relays3z



The protection of transmission lines is known to bhe the
most challenging problem in the area of protection by
programmable digital processors and has received attention
from many researchersB& Walker et. %1.42 showed that the
first and the largest high frequency component of the
voltage and current wave forms during a system fault is the
function of the distance of the fault from a relay location
if the source impedance 1is neglected. ?he concept was
implemented in the form of special purpose hardware which
used bandpass filters to extract components in the 500 Hz to
10 kHz range from the system inputs. The frequency of the
largest high frequency component was measured and used to
determine the iocation of the fault on the protected line.
After the initial phase of this work, a frequency modulated
radar technique was used in the prototype hardware which was
tested by measuring distances to faults on powér lines when
the lines were de—energized and, in one set of experiments,
when the line was energized. Rockefeller34 reported the
feasibility of using a single computer for protecting all
the ~ equipment in an EHV substation and the transmission
lines emanating from it. The problems of using a digital
computer for operforming all the protection functions in a
subststion are clearly stated in this paper. The concept of
using a single computer along with its backup for the
protection of a substation has been discarded in favour of
using individual relaying microprocessors for each major

element. Gilcrest et. al.14 described the first digital



computer based distance relay which was developed as a joint
Pacific Gas and Electric Co. and the Westinghouse Electric
Company project. The relay was installed on the 230 kV
Tesla—Bellota line of the Pacific Gas and Electric Co. A
Westinghouse P-2000 digital computer was used in this system
to provide phase and ground distance protection. Initially
the computer was not required to trip the line but onl&
provided files of the phenomena observed . and decisions
arrived at. Later the computer was allowed to trip breakers
and considerable field experience was gained. Hope  et. 31.17
tested the use of Fourier transform and <correlation
approcaches by calculating impedances as seen from a line
terminal during a simulated fault. A sampling rate of 1440

8 also used

Hz was used in these studies. Carf and Jackson
Fourier transform approach but used 240 Hz sampling rate in
their digital distance relay design. In this design an
attempt was made to coordinate the analog and digital filter
designs. Digitized fault data was used to test the proposed

18 used

approach and to demonstrate its feasibility. Horton
Walsh functions in a digital distance relay. This work did
not proceed beyond the initial exploration stage. In 1971,
the American Electric Power Corporation started their
aigital relaying project jointly with the IBM Corporation.
Feasibility of a substation computer was investigated by
Phadke et. al.3{ Alarm, monitoring, data logging, control,

oscillography and relaying ©programs were developed. The

specific relaying functions developed and tested include



three phase distance protection, high set current relaying,
directional relaying, breaker failure protection and
automatic reclosing. In the second phase, Phadke and
colleagues32developed and tested an 1impedance protection
approach using symmetrical components. The significant
feature of this approach is that a single performance
equation identifies. all types of shunt faults. The
performance of the relay was tested by checking its response
to staged single . phase to ground faults. Sachdev and
Baribeau36 in their distance relay design wused digital
filters which were designed wusing 1least error squares
approach. The relay takes into account the effe;t of
pre~fault load currents on fault currents and detects three
phase, two phase, two phases to ground and single phase to
ground faults. Memory action is included to discriminate
close~in line faults from close-in faults on adjacent lines.
In 1973 the General Flectric Company established a joint
project with the Philadelphia Electric Company for
investigating the feasibility of wusing digital computer
techniques in protecting transmission lines: Breingan
et. al.6 reported the development and design philosophy of
this approach. The relays based on this design were
installed at both ends of a 116 km, 500 kV transmission line
of  the Philadelphia Electric Company system. Over—-reaching
directional trip logic was included. The system remained in
operation in a monitoring mode for a year. Staged fault

tests were conducted to check the adegquacy and  suitability



of the system. Research in this area is being presently

pursued by many utilities, manufacturers and universities.
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Figure 1.1 Functional block diagram of a digital
processor relay

1.5 Functional Blocks of a Digital Processor Relay

A digital processor based relay <can be conceptually
described by functional blocks shown in Figure 1.1. Analog
and digital subsystems,a digital processor, a power supply

and input—-output devices are the major functional blocks in



this system. The analog input subsystem receives low level
signals, which represent system currents and voltages and
transforms them to eqﬁivalent digital numbers. The digital
input subsystem receives contact and voltage sense
information; status changes of switches etc. The decisions
of the digital relay are conveyed to the power system
through a digital output subsystem. The digital ©processor
includes data scratch pad, historical data files and digital
processing unit. Because a failure of power supply would
cause the loss of data and software programs residing in the
processor at that time, use of read only and non~-volatile
memory 1is. essential. It is also essential that the software
programs be automatically reactivated on restoration of
power supply after it has been once interrupted. The work
reported in this project concerns with the design of
filters, their use to process sampled voltages and currents
at the relay location and developing a digital relay 1logic.
These functions would normally be performed by the digital

processor in the conceptual relay shown in Figure 1l.1l.

1.6 Objectives of the Project

The major objectives of the work reported in this

thesis are:

(i) to investigate the suitability of recursive filters
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for digital distance protection of transmission lines,

(ii) to investigate the benefits of polyphase distance

relays and

(iii) to design and implement a generic polyphase

distance relay.

Before commencing work towards these objectives,
previous developments in the areas of digital protection of
transmission lines and polyphase distance relays were

reviewed.

1.7 Thesis Outline

This thesis 1is organized 1in eight chapters and
appendices. The first chapter provides a very brief review
of the areas relevant to the project and outlines the

material presented in the thesis.

Many relaying algorithms have been proposed in the
past. These algorithms process the digitized voltage and
current samples to determine the magnitudes and phase angles
of the voltage and current phasors. Five key algorithms are
briefly outlined in Chapter 2. Procedures for designing
distance relays and the background of polyphase distance

relays are also reviewed in that chapter.
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The algorithms reviewed in Chapter 2 use non-recursive
filters to determine the equivalent fundamental frequency
phasors from sampled voltages and currents. Recursive
filters can also be used to process sampled data.
Procedures for designing lowpass and bandpass recursive
filters are described in Chapter 3. Numerical examples
illustrating these procedures are included. The ©parameters
of some of éhe designed recursive filters are tabulated and

their frequency responses are demonstrated.

Chapter 4 demonstrates the wuse of recursive filters
designed in Chapter 3. Simulated fault voltages and
currents are processed by the designed bandpass filters.
THe outputs of the filters are processed by the sample and
derivative and the 1least error squares algorithms.
Apparent impedances and their phase angles are then
calculated. The effectiveness of lowpass recursive filters
in smoothing the repeatedly calculated impedances is also

demonstrated.

Chapter 5 describes general expomential smoothing and
single exponential smoothing techniques. These techniques
are recursive in character. The genéral exponential
smoothing 1is wused to process the sampled voltages and
currents. Single exponential smoothing technique is used to

smooth the calculated impedances.
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The developments of polyphase distance relays are
outlined in Chapter 6. A generic polyphase distance relay
system is selected and its digital equivaleﬁt is designed.
Flowcharts describing details of the relay logic are
included. The relay was implemented on the PDP 11/60
mini—-computer and was tested in the real time mode. Some

test results are also presented in Chapter 6.

Chapter 7 presents a brief summary and conclusions of
the studies reported in this thesis. A list of references
is given in Chapter 8. The references are listed 1in

alphabetical order of the last name of the first author.

Chapter 9 includes five appendices-. Appendix A
discusses the reliability of the digital relaying
.algorithms. The z-transform technique is briefly presented
in Appendix B. Equations for the three—~sample least error
squares algorithm are derived in Appendix C. Coefficients
of the 6X9 least error squares algorithm and some additional
test results of the studies reported in Chapter 4 are also
given in that appendix. Appendix D presents the derivation
of general exponential smoothing equations and some
additional testb results of the studies reported in Chapter
5. A technique for modifying the filter coefficients to
obtain the phasor IZ, directly from the sampled values of

the current is given in Appendix E.
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2. DISTANCE RELAYS AND DIGITAL RELAYING ALGORITHM

A brief introduction on relays used  for protecting
transmission lines has been given in Chapter 1. The reasoné
for preferring distance relays over the overcurrent relays
for transmission 1line protection have been given in that
chapter.  Developments of electromechanical and solid —state
distance relays and their digital versions have also been
outlined. The objective of this project stated in Chapter 1
is to briefly review the state of the art of distance
protection with specific emphasis on their implementation in
digital processof éoftware packages. This chapter,
therefore, reviews the principles of operation of distance
relays and procedures for designing admittance relays.
Previously published literature on digital distance relaying

algorithms 1s also reviewed.
2.1 Distance relays

A distance relay operates if the impedance (voltage to
current ratio) as seen from the relay location appears to be
less than a pre-specified wvalue. This concept takes
advantage of the fact that magnitude of the voltage (V) to
current (I) ratio is smaller during faults than the
magnitude  of this ratio during normal operating conditions,
The argument of the V/I ratio is usually more "than 40

degrees during faults but is considerably less during normal
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loads.

The magnitudes of impedances seen by relays ©protecting
long EHV lines may not be substantially different during
faults and normal loading of the lines but the arguments of
the impedances are quite different. A.R. van C. Warrington43

used the phase angle criterion to distinguish faults from

normal operating conditions.

Distance relays can be classified by the shape of their
characteristics in the impedance or admittance plane. The

ma jor categories are:

(i) Impedance relay; circular characteristic in the
impedance plane with centre of the circle at the

origin.

(ii) Offset impedance relay; <circular characteristic
in the impedance plane with centre of the circle

offset from the origin.
(iii) Admittance relay; circular characteristic in the
impedance plane with the circle passing through the

origin,

(iv) Reactance relay; straight line characteristic
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in the impedance plane - characteristic is parallel

to the resistance axis.

(v) Other characteristics: such as parabolic,

hyperbolic, quadrilateral etc.

Reactance relays are suitable for protecting short 1lines
whereas admittance and quadrilateral relays are specifically
suitable for protecting long lines. A relay of the type
categorized above  usually monitors one voltage and one
current of a three phase 1line. In distance protection
systems seven relays are usually used for each zone of EHV
lines; three relays monitoring phase to neutral voltages
and line currents, three relays monitoring line to line
voltages and differences between 1line currents of the
corresponding phases and éne relay to detect three phase
faults. These relays usually belong to one of the five
categories listed above. The most commonly used relays on
the EHV transmission lines are the admittance (mho) relays.
Procedures for designing these relays are briefly given in

the following subsection.
2.1.1 Admittance relay design

The development of an admittance relay was first

reported - in 1943&3. This relay consisted of amplitude and

phase comparators. The amplitude comparator checked if the
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magnitude of the apparent impedance was less than the set
value and the phase comparator distinguished faults from
normal load conditions. Figure 2.1 depicts the
characteristics of three admittance relays in the impedance
plane. Each characteristic represents a protective relay;
the circles M;, M, and M5 represent the first, second and
third =zones of the protected line. Normally a relay
operates when the tip of the impedance vector, determined
from_ a voltage and a current at the relay location, is
inside the relay characteristic. Should the tip of the
impedance vector be outside the characteristic, the relay
would block. Since impedance as seen from the relay
location depends on the operating conditions, an appropriate
characteristic enables the relay to distinguish line faults
from other operating conditions. An admittance relay
characteristic can be achieved by systems using either
amplitude or phase comparators. Some of the possible design

alternatives are now discussed.

The characteristics of an admittance relavy have been
shown in Figure 2.1. A characteristic of this form can be

defined by the mathematical inequality:

Zy 2,
- > 7 - - (2.1)
2 2 ’
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Figure 2.1

Operating characteristics of a mho type
distance relay
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where:
Zy is the set reach of the relay

Z 1is the impedance seen by the relay = |V/T]|

Multiplying both sides of this equation by the current, I,

at the relay location, the following inequality is obtained:

12T > 1221 - 241 (2.2)

During a fault ZI is the voltage, V, at the relay location

and Equation 2.2, therefore, transforms to:

1ZyI1 > 12V - 21| (2.3)

Electromagnetic, electric or magnetic amplitude comparison
devices can be used to implement the .design based on

Equation 2.3.

Another alternative approach to admittance relay design
would be to use phase comparison. Consider the impedances Z
and (Zy-Z) shown in Figure 2.1. The angle, ©, between the
impedances is less than 90 degrees if the tip of Z is in the
defined characteristic. The angle © is 90 degrees when the
tip of the impedance Z is on the characteristic circle. 1If
the tip of the impedance Z is outside the characteristic

circle, angle © is more than 90 degrees. The relay
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characteristic can, therefore, be defined as follows:
- 90 < 8 < 90 (2.4)

Since ® is the angle.between Z and (Z;—- Z2), it is also the
angle between phasors IZ and (IZ;3-IZ) which aré V and
(IZ;-V) phasors. A cosine type phase comparator energised
by V and (IZI—V)’can be used to implement the desired relay

characteristic.
2.1.2 Polarized mho relays

Voltages of the faulted phase or phases at the relay
location reduce to zero during close—-in faults. The
impedance measured by the admittance (mho) relay 1s also
zero but it 1is nét possible to directly determine whether
the fault is on bus side or line side of the relay. This
serious shortcoming of mho relays can result in incorrect
relay operations or failures to operate. To alleviate this
problem, polarized mho relays were developed. Brief details
of their design are given in References 10,16, 19, 20, 30
and 44. The general approach in these references is either
to use memory action or to polarize the relay with voltages
of the sound phase or phases. These modifications are quite
effective and during close—in faults, the relays generally

operate only if the fault is on the line side of the relay.
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2,1.3 Polyphase relays

The distance relays which use amplitude or phase
comparators are called single phase relays. Distance relay
systems presently used on EHV transmission lines consist of
six or seven such comparators to cater all types‘ of
transmission 1line faults in one zone. The protection
systems 4using these relays are, therefore, quite complex.
To reduce this complexity, polyphase relays were developed.

29,32

A single polyphase relay unit or a set of two or three

I‘elay unitsa,9’30,35,39

can respond to all types  of 1line
faults. The development of the polyphase distance relays,

their principles of operation, design and digital

implementation are reported in some detail in Chapter 6.
2.2 Review of Literature on the Relaying Algorithms

Distance relays in general and mho relays in particular
have been discussed in the 1last section. Presently,
electromechanical or solid state mho relays are used for
protecting EHV 1lines. The digital technology has rapidly
progressed during the last fifteen years and it seems that
analog systems can now be replaced by digital systems.
Engineers and researchers have suggested digital algorithms
which can form the basis for decision making in digital
relays. The previously suggested algorithms are reviewed in

this section and three of these algorithms are used in the
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work reported later in this thesis.

The relaying algorithms calculate apparent impedances
from the digitized samples of voltages and currents observed
at the relay location. These algorithms either calculate
the magnitude of the apparent impedance and its phase angle
or the resistance and reactance (sometimes inductance) as
seen from the relay location. The algorithms reported so

far can be divided into the following general categories.

(i) Sample and derivative approach

(ii) Sinusecidal curve fitting approach

(iii) Fourier-analysis and walsh-analysis notch filters
(iv) Least error squares curve fitting approach

(v) Differential equations approach

Brief description of these algorithms follows.

2.2.1 Sample and derivative approach

Mann and Morrisonz4

proposed that the peak value of a
voltage or current signal can be calculated from its sampled
value and the rate of change of the signal at the instant

the sample is taken. If the signal is clean and is composed

of a fundamental frequency component only, the desired
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signal and its derivative may be defined as follows:

Vp sin(wt +6y) (2.5)

<
-~
0

i

Vi w Vp cos(wtk+ev) (2.6)

Using trigonometric identities, peak value and phase angle
of the signal can be obtained as follows:
2 2 2
Vpk = {Vpsin(wtk+ 8,)} + {Vpcos(wtk+ GV)}
2 / 2
= (v) + (v /w) (2.7)
-1 sin(wtk+ ev) wv

wt, + 6,= tan ) = tan—l(—- ) (2.8)

/
cos(wty+ 8y) \2

where:. :
Vi is the value of the signal at instant k

!
Vi is the first derivative of v at instant k

If the signals are sampled at regular intervals of time, AT,

the first derivative of v

K can be obtained using the

Stirling’s three point equation:
' 1
i = T (T Vieep) (2.9)
(2AT)
A modification of the sample and derivative approach
was wused in the Westinghouse - Pacific Gas and Electric
Company’s Prodar 70 projectlz. The first and second

derivatives of the signals were used instead of the samples

and first derivatives. If a signal is of a single frequency
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sinusoid (as in Equation 2.5), 1its second derivative is

given by:
v, = — w V_si + (2.10)
X p51n(wtk 8y ) .

The peak value of the signal and its ©phase angle <can be

obtained from Equations 2.6 and 2.10 as follows:

2 Yk k
Vpk= [-} + {-—2] (2.11)
W w

wtk+ e = tan-l(—-) . (2.12)

In this project vk was determined wusing Equation 2.9 and

i
v was calculated using Equation 2.13.

1
i
v, = - (v -2v + v ) ‘ (2.13)
k k+1 k k-1 .
(aT)?
2.2.2 Sinusoidal curve fitting approach

14 of the

This approach was proposed by Gilbert et. al.
Pennsylvania Power and Light Company. In this approach the
input data was considered to contain signals of fundamental
frequency components only. It was shown that the‘peak value
and the real and imaginary components of a signal <can be

obtained from three sampled values. It was further shown

that apparent resistances and reactances can be obtained
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from the sampled data by using the following equations.

2, i - v 1,
k-1 k-1 k k-2
R = = — (2.14)

v, i, - w i
k-1 k k k-
X = — ! (2.15)
(j.k_l - ik__z ik) CSC(Q)

where: 8 = 2XfAT

2.2.3 Fourier analysis

Ramamoorthy33

proposed that fundamental frequency
components can be extracted from the voltages and currents
by <correlating data with reference sine and cosine
functions. The correlation procedure consists of using
Equations 2.16 and 2.17 for obtaining the real and imaginary

components of a voltage. From these components, peak value

and phase angle of a voltage can be obtained using Equation

2.18.
N-1
Vo = _1. (o y+ v + 2m§1 =i/ 2)4m o8 (2R D] (2.16)
N
N-1
" - L 2m§l Vie~(N/2)+m Sin(2rm/N)] (2.17)
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where:
N is the number of samples per cycle
V. is the real component of the voltage signal
V¢ 1s the imaginary component of the voltage signal
2 2 -1
v = Vo + Vg 8, = tan (V3 /%) (2.18)

Similarly the real and imaginary components of currents are
calculated.

From the peak values and phase angles of voltages and
currents, apparent impedances can be calculated. The real
and reactive components can be directly calculated from the
real and imaginary components of voltages and currents. The
following egquations can be used for this purpose.

Vs g+ Ve Ie 5 19
Ig + I
Vs Ie = Ve Ig
X = (2.20)
2 2
Ig + Ig
This algorithm takes a full cycle (60 Hz basis) of the
post—fault data to provide some meaningful results.
2.2.4 Fourier algorithm with shortened window
Phadke et. al.3lsuggested that the response time of a

digital  relay can be reduced by using half cycle Fourier
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analysis. The quality of filtering,  however, deteriorates
due to the decrease of the window size. The basic technique
in this case is the same as the full cycle Fourier method
except that the data window is shortened to one half cycle
plus one sample. The real and imaginary components of a

signal are obtained by using the following equations:

N/2
v - i mglvk_(N/2)+m cos(2nam/N) (2.91)
N
N/2
o o L E ey Bz .
N

The real and imaginary components of the voltage and current
phasors are then used to <calculate impedances and their
phase angles as in the case of Fourier analysis described
above. This approach provides results in lesser time but
the quaiity of the results suffers becéuse the filtering

provided by this method is considerably inferior.

2.2.5 Least error squares approach

21

Luckett proposed the use of the least error  squares

approach for finding peak values and phase angles of power

system voltages and currents. Sachdev and Baribeau36

reported
further developments in this approach. They demonstrated
that computations for the least error squares curve fitting

need  not be performed in the on-line mode and then used the

suggested method in a digital distance relay design.,
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36

Sachdev and Baribeau’s” approach consists of first selecting

a mathematical model for the signals which are required to

be processed. The following model was coﬁsidered in

Reference 36.

- N .
v(t) = K e /T + Y Kp sin(mwt + 8y ) (2.23)

m=1
where:
K is the magnitude of the d.c. offset
T 1is the time constant of the signal
Kn is the magnitude of the mth harmonic

8n is the phase angle of the mth harmonic

The authors assumed that analog filtering would be used to
band limit the inputs to the relay; effectively eliminating
the fifth and higher harmonics from fault currents and
voltages. The second and fourth harmonic components were
assumed to be negligible. The term e— T was expanded using
the first two terms of its Taylor series expansion and the
trigonometric terms were expanded using trigonometric

identities. The substitution reduced Equation 2.23 to the

form when time t = ty .

V(tl) = K - KtyT + Klsin(el)cos(wtl) + chos(el)sin(wtl) +

K3sin(B3)cos(3wt;) + K3cos(63)sin(3wt1) (2.24)

This equation was rewritten as Equation 2.25 by making the
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following substitutions.

x;= K a;=1
Xy= -K/T a,= t;
Xx43= K;cos(8;) ay= sin(wty)
X, = Klsin(el) a,= cos(wty)
Xg= Kycos(84) ag= sin(3wt;)
Xg= K3sin(93) ag= cos(3wtl)
v(it) = a1x1+ a,Xo+ azXgt a,X,+ agxgt agxg (2;25)

After a small interval of time AT has elapsed the time
t, advances to to=t;+AT and another voltage sample 1is
obtained. fhe new voltage sample can also be written in the
form of Equation 2.25. If p samples are obtained and
expressed in the form of Equation 2.25, the following

equation would be available.

[A] [X] = [V] (2.26)

Pxq qxl pxl

where: q is the number of unknowns in each equation and
p is greater than q

The vector of unknowns [X] was determined wusing Equation
2.27. The elements of the left pseudoinverse of [A] were
determined off-line which reduced the on—-line computations

considerably.
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(a1 = [(a17ra1)" ra)” (2.27)

qxp qXp PXq  qXp

T ~1 T
[[A] [A]] [A] is the left psedoinverse of the matrix [A].
The above approach was wused to extract the fundamental

frequency components of voltages and currents from raw data.

A particular case of Equation 2.26 was reported to Dbe
the 6X9 algorithm; p=9 and gq=6. 1In this case a set of nine
equations in six unknowns were established. The unknowns
iﬁcluded two terms for the d.c. offset, two terms for the
fundamental component and two terms for the third harmonic
component. The 6X9 algorithm has been used in this project;

the results are reported in the subsequent chapters.
2.2.6 Differential equations approach
. 25 .

McInnes and Morrison proposed that during faults a

transmission line can be modelled as a series R-L circuit.

The voltage at the relay location should, therefore, satisfy

the following equation:

v = Ri + Ldi/dt (2.28)



-30-

Solution for the R and L parameters can be obtained by
integration over two successive time periods or by solving
two simultaneous equations. Reference‘ 25 used the later
approach and obtained R and L by wusing the following
equations.

(veny F v )y + )=+ v ) By = f )

2 - , (2.29)
(L + 400 ) = 4 )=y + 4 ) = 4 y)

vy * )Gyl + 400 (vy + v )0y + 3 o)

2(1i +

k-1 PRIl T )l ) F

Lep ) (4 = )

In Equation 2.28 the effect of shunt <capacitance has
been neglected. The mddel'is, therefore, not valid for long
EHV lines whose shunt capacitances are large and cannot be
neglected. The algorithm, however, has the advantage that

the d.c. offsets do not affect the results.

The relaying algorithms were tested for reliability;
the test results are reported 1in Appendix A. One cycle
Fourier and the 6X9 least error squares algorithms were also
used 1in the project for caléulating apparent impedances and
their phase angles from fault currents and voltages. The

results are given in Chapter 4.
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2.3 Summary

Distance relays in general and admittance relays in
particular have been described. Procedures for designing
admittance relays using amplitude and phase comparators have
been outlined. Polarized mho relays and the concept of
polyphase distance relays have been briefly discussed.
Digital algorithms developed in the last decade have also

been briefly presented.
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3. DIGITAL RECURSIVE FILTERS

The relaying algorithms reviewed in Chapter 2 use
non—-recursive filters to suppress the undesired frequencies
present in the power system voltage and current signals.
Another possible approach is to use recursive filters for
processing fault voltages and  currents. The theory of
recursive filters and a procedure for designing these
filters are described in this chapter. Design procedures
for both lowpass and bandpass recursive filters are
presented. Coefficients of filters for wvarious cut off
freduencies and sampling rates were calculated; the
calculated coefficients are tabulated. Frequency responses

of some of the digital filters are also given.
3.1 Introduction to Recursive Filter Theory

A digital filter is a process or device which accepts a
sequence of numbers as input and processes it to produce
another sequence of numbers as output. Digital filters can
be either constructed as special purpose hardware devices or
as software algo:ithms for wuse in programmable digital

processors.

Digital filters implemented as computer software have

some advantages over the analogue filters and filters using
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digital hardwarel. A few of the advantages are:

(i) The outputs of digital filters are somewhat
inaccurate due to rounding and truncation errors
but the inaccuracies can be controlled by choosing
suiéable word lengths. On the other hand, the
analogue components cannot be easily made to a
tolerance of less than about one percent which
affegts the accuracy of the outputs and causes

the outputs to contain some noise.

(ii) The design of a digital filter can be altered
by re-writing a section of the software program
and in most cases by changing the coefficients of

the filter.

(iii) The characteristics of a digital filter soft-
ware remain unaltered over the useful life of the

equipment.

Digital filters were, therefore, designed for implementation

as software programs in this project.
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3.1.1 Background

The general equation describing a digital filter can be

written aslsz
N. N
Y, = Z:A'm Xpem = 2:Bm Ynem (3.1
m=0 m=1

where:
Xn 1s the nth input signal
Yy, is the nth‘output signal
Ap and By are the coefficients of the filter

N 1is the order of the filter

It is obvious that a digital filter is a linear
combination of equally spaced numerical values, Xp's of some
function X(t) and the computed values of output Y,'s.  When
a new sample becomes available, the index n is incremented
and a new output ié calculated. If all the An and
Bp coefficients are not zero, the filter is classified as a
recursive filter. Should all the B, coefficients be zero,

the filter is classified as a non-recursive filter.

A desired characteristics (bandwidth) can be achieved
by a recursive filter whose order is much lower than the
order of the non-recursive filter required to achieve the
same effect. Recursive filters are, therefore, more

economical in terms of computation time and computer memory
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than non—-recursive filters of similar characteristics.

Two simple examples of recursive filters arelS:

1
<!
+

|-

(%41 + %) (3.2)

<
o]
+
ot
[
<
o
!
—
+

1 (Xp4q + Xq + Xpe1) (3.3)
3

Equation 3.2 uses the trapezoidal rule and Equation 3.3 uses
the Simpsons formula. These equations indicate that a
recursive filter remembers all the past data because each
new output is obtained by using the previous output and the

latest two or three samples of the input data.

Recursive filters are also  called Infinite Impulse
Response Filters (IIR) because they remember all the past
information and produce from a single input, outputs for

all times in the future.

For practical reasons, only finite length digital
filters are used in practice. It is, however, not possible
to compute the outputs near the ends of the input data
strings. This disadvantage 1is not serious for long
sequences of data points, but presents a serious problem for
fairly short sequences. For example, a full cycle Fourier
filter will start providing output only after one cycle:.
The  practice of supplying a sequence of zero values beyond

one or both ends of data can 1lead to substantially
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inaccurate outputs.

-

3.2 Transfer Function of Recursive Filters

The background of digital filters has been briefly
described in Séction 3.1. Advantages of digital recursive
filters have also been outlined. Filters are usually
described by their transfer functions. In this section

transfer function of recursive filters is derived.

The general equation for a recursive filter is already

given as Equation 3.1 which is reproduced here:
N N :
Yo = zg‘m Xn-m = ZXBy Ynon (3.4)

The input and output of a digital filter can be expressed in

the exponential forms as follows:
(j2xfnAT)

( $2xfn AT>0)

The transfer function, H(f), for the filter can now be

defined as:

N (=j2R fmAT)+ ©
Z Ap e
Co m=O
H(f) = - = (3.6)
Ci N -j2n fmAT
1 + X By e
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where: # is the phase shift by which the output
lags the input

It is obvious from the equation that the gain of a filter of
this kind increases rapidly as the denominator approaches
zero. This results in the recursive filters having a narrow

transition band.

3.3 Design of Digital Recursive Filters

The transfer function of recursive filters has Dbeen
derived in Section 3.2. Using the derived transfer
function, procedures for designing 1lowpass Butterworth

recursive filters are presented in this section.

The most commonly used types of recursive filters are:

(i) Butterworth filters

(ii) Chebyshev filters

The Butterworth and the Chebyshev filters have their own
advantages and drawbacks. The gain of a Chebyshev filter
often decreases more rapidly in the stop band than the gain
of a Butterworth filter of the same order. The gain
characteristics of the Chebyshev filters, however, have
ripples in the ©passband which may be undesirable in many
applications. The gain characteristics of Butterworth

filters do not have such ripples. Because of this property
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of the Butterwoth filters, it was decided to design and test
the performance of such filters. A procedure for designing
Butterworth filters is, therefore, described in this

section.

There are two principle approaches to the design of
recursive digital filters. One method 1is to produce a
suitable analogue filter design and then transform this to
obtain a corresponding digital filter design. This method
is useful for those working in the area of analogue filter
design but otherwise it introduces unnecessary
complications. The other approach, which has been adopted
in this project, 1is to design a suitable digital filter

directly.

Consider Equation 3.4 which can be rewritten in the

form:

B2 Yn_2+ ‘nncnon.onco--) (3‘7)

Using the z—~transform technique, (for brief details of the
z-transform, see Appendix B) the transfer function of the
digital filters can be expressed in the form of Equation 3.8

by substituting Xp-mq with X(z)z ™.
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-l B9 272+ «e)

)

2

z—1+ A9 z “+ (3.8)

H(z), the transfer function of the filter is now given by:
-1 =2
Y(z) (Apg + Ay 2z "+ Ay 2z "+ ceivenns)
H(z) = = ,
X(z) (1 +B) 2714 By 2724 Liiiiiinl)
N ——
L Ap z "
m=0
= ; Bg =1 (3.9)
N -
Y Bp z m
m=0
By definition z-1= emJWAT = cos{wAT) - j sin(wAT). Using

this substitution

be expressed ass:

in Equation 3.9, the transfer function can

N N
Y Ap cos(mwAT) - j Y Ay sin(mwAT)
m=0 m=0
H(w) = (3.10)
N N
Y Bp cos(mwAT) - j Y Bp sin(mwAT)
m=0 m=0
The real parts of the numerator and denominator are

summations of the
AT} and can be expre

imaginary parts

angles which are multiples of wAT.

a product of sin(w

cosines of angles which are multiples of (w

ssed as polynomials .in cos(w AT). The

are, however, summations of sines of the

These can be expressed as

AT) and polynomials in cos(wAT). Making
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substitutions in Equation 3.10, the following equation is

obtaineds:

N N
T cp cosT(WAT)-j sin(waT) ¥ dn cos” (wAT)
m=0 m=0
H{w) = (3.11)
N N
T ep cos™(WAT)=j sin(wAT) T fp cos'(wAT)
m=0 m=0

The magnitude of H(w) can be expressed in the following

form:
N - 2 2 N m 2
( ¥ ep cos (WAT))® + (l=cos™(wAT))( Y dp cos (wWAT))
2 m=0 m=0
PH(w) 1=
N N 5
( ¥ ep cos™(wAT))? + (l—cosz(wAT))( Y fqm cosT(wAT))
m=0 m=0
N
Y Gp cos” (wAT)
n=0
= (3.12)
N
¥ Fp cos™(wAT)
m=0

1 - tanz(wAT/Z) 9
Since, cos{wAT) = 5 - , 1H(w)|“is given by:
1 + tan“(waT/2)

N 2
Y Cp tan MewaT/2)
2 m=0
fH(w) ™ = (3.13)

b 2
¥ Dp tan“™(wAT/2)
m=0

Cm and Dy are real coefficients. The square of the gain of.

the filter can now be expressed as a real rational function
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in tanz(wAT/2). Equation 3.13 <can be re-written .in the

form:
‘ 1
2
fH(w) |~ = R
1 + b P (w)
or
1
[H(w)| = 5 i (3.14)
1 + b P"(w)
where:
a and b are real constants
2 N 2m
P (w) = Y} ap tan  (wAT/2)
m=0
3.3.1 Design of lowpass Butterworth filters

The theory of recursive digital filters has been dis-
cussed in the last section. In this section a procedure for
designing Butterworth digital filters is examined. One of
the options available is to use only the last term of the
polynomial gz(w) in Equation 3.14. This provides a filter

5

whose gain is given by~ :

[H(w) | = (3.15)

1 + a tanZN(wAT/Z)

Since the gain of the filter reduces by 3 dB at the cut off

,

frequency, We the constant ‘a must  be equal to
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-1
{tanZN(wcAT/Z)]. Using this value for the constant “a’, the

gain of the filter is given by:

[H(w) | = : (3.16)
2N

tan({wAT/2)

tan(wcAT/Z)

It is obvious from Equation 3.16 that:

(1) TH(0) 1 = 1
(11) TH(we) 1 = 1/N2
(iii) [H(®/AT)! = O

It can be shown that the gain of the filter described by
Equation 3.16 decregses monotonicallf from unity to zero as
the frequency increases from zero to the Nyquist frequency.
For a digital filter to be stablezz, it is essential that
its poles must lie within a unit circle in the z=plane. To
solve Equation 3.16 under these constraints, the simplest

method is to transform the equation to the p-plane, such

that:

p = o (3.17)



Also p = u + i v;

given by:

when z lies on a unit circle,

-l 3

p is

p = —j tan(wAT/2)
p=1u+ jve=20-3j tan{waT/2)
In the p~plane, the poles of Equation 3.16 are the roots of
the following equation:
. 2N
ip
A - + 1 =20
Ve
or
2N
N [P |
(-1)y |- +1=0 (3.18)
v
where: Ve = tan(w.AT/2)
If N is an even number,
j{(2m+1)/2N}x
pm = Vce H m = 0,1,2,3, * e s 0 ZN-]. (3.19)
and if N is an odd number,
j(mn/N)
Pp = Vee m=0,1,2,3, .cee. N=-I (3.20)

For even values of N, the real and imaginary parts of p, are

given by:

2m+1
u, = V. cos T
2N

(3.21.a)



A

i 4 N m = 0,1,2,3, s e e ZN—'I (3.210b)

For odd values of N, the real and imaginary parts of P

are given by:

m

u, = v, cos|— (3.22.a)
2N
m7

Vm =VC Sin Fam— H m = 0,1,2,3, ¢ e o0 N-l (3.22'b)
2N

Equations 3.21 and 3.22 describe circles of radius v

c and

centre at the origin in the p-plane. A reverse transforma-

tion to the z-plane provides the locus for the poles. From

Equation 3.17, z is given Sy:

1 + p

z =x+ jy-=
1 -p

1 + (u + 3§ v)

1 = (u + j v)
The real and imaginary parts of z are given by:

1 = (uf + v2 )
X = 5 5 (3.23)

y = 5 5 (3.24)
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Since uz + v2 = vg , % and y can be expressed as:
- -
X = 3 (3.25)
1 = 2u + vg
2v
y = ; 2 (3.26)
I - 2u + Ve

It can be shown from Equations 3.25 and 3.26 thata

2 2
5 1 + vg by
v + | x - 5 = (3.27)
I o= v, (1 = vo )
2v,.
This is an equation for a circle whose radius is ‘———~3
1 - vg
1 + vg
and whose centre lies at | —=—=—~ 5 0{. Substituting the
1 = vg
values of U 5 Vg and V. in Fquations 3.25 and 3.26, the
real and imaginary parts of the mth pole are given by:
For even values of N,
9 WCAT
1 - tan
2
xm = - (3‘28)

wCAT 2m+1 9 WCAT
1 - 2 tan cos K + tan

2 2N 2



—li =

(wcAT) (2m+l>
2 tan sin T
2 2N

Ym = (3.29)

(WCAT> (2m+l) z(wcAT)
1 - 2 tan cos ® 4+ tan
: 2 2N 2

For odd values of N,

w_ AT
1 - tanz( < )
2

< = ﬂ (3.30)

w_ AT m7 w_ AT
1 - 2 tan( < vcos(-—) + tan2 <
2 2N 2

(w AT mﬂ)

c .

2 tan sin{=-~—
2 2N

- (3.31)
w AT mn w AT
1 - 2 tan < cos(——) + tan2 c
2 2N , 2

An Nth order Butterworth filter has N zeros which are all

situated at z = -~ 1

3.3.2 Block diagram representation of Butterworth filters

Equations for designing lowpass Butterworth filters
have been developed 1in the last section. From these
equations a procedure for calculating the coefficients of
second order 1lowpass Butterworth filters is developed in
this section. A technique to represent the filters in block

diagram form is then described.
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A Butterworth filter can be constructed either in the
direct or serial forml. It is easy to determine the
coefficients for the direct form as the coefficients in the
transfer function appear directly in the block diagram used
to implement it. This form is, however, not wused in
practice because ' the higher order filters of this form are
very sensitive to the effects of arithmetic rounding. The
recursive filters are, therefore, implemented in the seriai
form, constructed from the products of second order transfer
functions. A simple procedure to construct a block diagram

for a second order lowpass Butterworth filter is described

in this section.

For specified sampling rates and cut off Afrequencies
poles of the second order Butterworth filter can be
calculated using Equations 3.28 and 3.29. The zeros of the
filter are at (-1,0). 1If the poles are denoted by b; and
by , the factorized form of the transfer function of a

second order filter is given by:

(1 + z=1Yy(1 + z=1)
H(z) = Ag (3.32)
(1 = byz=1)(1 = by2~l)

where: Ag 1s the reciprocal of the gain of the filter

The transfer function of a second order recursive filter can

also be written from Equation 3.9 using the first three
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terms of the series.

(1 + Ay 2 14 Ay z"2)
H(z) = Ag (3.33)
(1 + By 271+ By z=2)

The coefficients of the filter obtained by equating the last

two equations are:

Al = 2
A2 = 1
Bl = Re ("" bl"' bz)

v~}
[\
[

Equation 3.33 can also be represented in the block

diagram form shown in Figure 3.1. In this figure
z—lrepresents time delay. The outputs Y, ., and Y .o are
generally assumed to be zero. These can, however, be

initialized to some other values if the output signal can be

estimated using other techniques.
3.4 Design of Bandpass Filters

The procedure described in Section 3.3 is wused for
designing lowpass filters. Frequency transformation
technique is wused for designing highpass, bandpass and
bandstop filtersl. If w) and wo are the lower and upper cut
of f fréquencies for a bandpass filter, the ©poles of the

filter are determined by replacing W by (w2 - Wl) in
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, OUTPUT _ v

Yn-~1
. Yn—2
By

Figure 3.1 Block diagram representing a digital
recursive filter
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Equations 3.28 and 3.29 and replacing each z"lterm in

Equation 3.32 by:

---z"'l(z"1 - d)

-

£(z~ 1)

(3.35)
(1 - dz~ 1)y

cos{(wy+ wy)AT/2)

cos((w,y- yl)AT/Z)

The transfer function for the bandpass filters is

similar to Equation 3.33 but the coefficients of the filter

are:
Al = - (a1+>a2)
Az = alaz
Bl = Re (‘ bl- bz)
Bz = Re (blbz)
where:

a; and a, are the zeros of the filter

by and by are the complex poles of the bandpass
filter

The block diagram of Figure 3.1 used to represent the
lowpass filters is also applicable for bandpass filters. In
fact any type of recursive filter (lowpass, highpass,
bandpass or bandstop) can be represented 1in the block
diagram shown in Figure 3.1 by assigning suitable values to

the coefficients Ay, Ap, By and By . By just changing the
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values of the coefficients, the desired type of recursive
filter can be obtained  without changing the software
program. This is the major advantage of using recursive

digital filters designed in the manner described above.

3.5 Coefficients of Second Order Butterworth Filters

The procedures for designing second order Butterworth
filters have been explained in Sections 3.3 and 3.4. 1In
this section, the parameters of these filters are given.

Some test results are also included.

3.5.1 Coefficients of second order lowpass filters

As stated in Section 3.4, the zeros of a second order
lowpass filter are at (~1,0) and, therefore, the coefficient
Ayis 2.0 and A9 is 1.0. Using the selected cut off
frequency and selected sampling rate, the poles  were
calculated using N=2 in Equations 3.28 and 3.29.  The
coefficients B; and B, were then calculated using Equation
3.34, For example, the poles were <calculated to be
(0.977758 + j0.021757) when a cut off frequency of 5 Hz and
a sampling rate of 1000 Hz were selected. The coefficients
Byand B, were calculated to be -1.955517 and 0.956485. When
the cut off frequency was increased to 10 Hz, the complex
poles were "calculated to be (0.955537 + j0.042568) and the

coefficients Bl and 82 were calculated to be -1.911075 and
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coefficients of filters for cut off frequencies of

25,

coefficients of these

Filters

30,

This

35, 40, 45, 50,

were

procedure

filters
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was

55 and 60 Hz.

are

listed in

Table

also used to calculate the

15, 20,

The poles and the

3‘1.

also designed for sampling frequencies of 720

and 1440 Hz and the previously selected cut off frequencies.

The calculated values of the poles and. the filter
coefficients for these cases are given in Tables 3.2 and
3.3.
Table 3.1 Coefficients of lowpass Butterworth digital
filters - data sampled at 1000 H=z.
Fe POLES By By Ag
510.977758+30.021757 | =1.955517 | 0.956485 {0.00024202
10 | 0.955537+30.042568 | ~1.911075 | 0.914864 | 0.00094724
15 0.933355+3j0.062473 | -1.866709 | 0.875054 [ 0.00208613
20 {1 0.911226+30.081512 | -1.822451 | 0.836976 | 0.00363126
25 | 0.889164+30.099721 | -1.778328 | 0.800557 [ 0.00555723
30| 0.867182+30.117137 | =1.734363 | 0.765725 {0.00784048
35| 0.845287+30.133794 | -1.690575 | 0.732412 [ 0.01045920
40| 0.823490+30.149723 | -1.646981 | 0.700553 | 0.01339318
45| 0.801797+30.164956 | ~1.603594 | 0.670088 | 0.01662373
50| 0.780212+30.179520 | ~1.560425 | 0.640959 | 0.02013354
55| 0.758742+30.193445 | -1.517484 | 0.613110 | 0.02390662
60| 0.737388+30.206755 | =1.474776 | 0.586489 | 0.02792819
For all cases Ay = 2.000000 and A, = 1.000000

F. is the cut off frequency
Ag is the reciprocal of the gain of the filter
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Table 3.2 Coefficients of lowpass Butterworth digital
filters - data sampled at 720 Hz

Fo POLES By By Ag

510.969113+30.029961 | ~1.938227 [ 0.940079 | 0.00046291
10 {1 0.938280+3j0.058126 | -1.876560 | 0.883748 | 0.00179700
15 10.907544+30.084603 | -1.815088 | 0.830793 | 0.00392647
20 | 0.876941+3j0.109493 | -1.753882 | 0.781015 | 0.00678303
25 | 0.846501+30.132888 | =1.693003 | 0.734224 { 0.01030527
30 O.816247tj0.15487i -1.632495 1 0.690246 | 0.01443796
35 { 0.786197+30.175540 | -1.572394 | 0.648920 | 0.01913152
40 | 0.756363+30.194954 | -1,512727 | 0.610092 | 0.02434145
45 |1 0.726756+30.213188 | ~-1.453512 | 0.573624 | 0.03002785
50 { 0.697381+30.230309 | ~1.394763 | 0.539383 | 0.03615501
55 |1 0.668243+30.246375 {~1.336485 | 0.507249 | 0.04269098
60 | 0.639340+3j0.261445 | ~-1.278681 | 0.477110 | 0.04960724
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Table 3.3 Coefficients of the Butterworth lowpass
digital filters - data sampled at 1440 Hz
Fc POLES Bl B2 Ag
510.984553+30.015212 | -1.969106 | 0.969577 | 0.00011750
10 {0.969113+30.029961 | -1.938227 { 0.940079 | 0.00046291
15 | 0.953687+j0.044261 | -1.907374 | 0.911478 | 0.00102598
20 { 0.938280+3j0.058126 | -1.876560 | 0.883748 | 0.00179700
25 1 0.922897+30.071569 | -1.845794 | 0.856861 | 0.00276675
30 | 0.907544+30.084603 | -1.815088 | 0.830793 | 0.00392647
35 | 0.892224+30.097240 | -1.784448 | 0.805519 | 0.00526785
40 | 0.876941+30.109493 | -1.753882 | 0.781015{ 0.00678303
45 1 0.861699+3j0.121372 | -1.723399 | 0.757257 | 0.00846453
50 | 0.846501+30.132888 | -1.693003 | 0.734224 ] 0.01030527
55 | 0.831350+3j0.144053 | =1.662700 | 0.711894 | 0.01229853
60 | 0.816247+30.154877 | -1.632495| 0.690246 | 0.01443796
A study of these tables indicates that the wvalues of

B coefficients decrease and the value of Ag increases as the

bandwidth

frequency

increases.

is increased,

This

means

that as

more weight is given to the

the

cut off

input

data compared to the weight given to the output data.
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3.5.2 Coefficients of second order bandpass filters

The procedure for calculating the coefficients of
second order bandpass filters 1is different from the
procedure for designing lowpass filters. As explained 1in
Section 3.4, bandpass filters are designed from their
prototybe lowpass filters by using the frequency
transformation technique. The order of a bandpass filter is
twice the order of its prototype lowpass filter. To design
second order bandpass filters, first order lowpass filters
were, therefore, designed for specified cut off frequencies
and: sampling rates. The frequency transformation technique
was then used to calculate the poles and the parameters of

the bandpass filters.

For example, if a ©bandpass filter with cut of f
frequencies of 55 and 65 Hz is to be designed, a lowpass
filfer with cut off frequency of 10 Hz (65 Hz - 55 Hz) 1is
first designed. For a sampling frequency of 1000 Hz, the
pole for the first order lowpass filter was calculated to be
(0.938981 + j0.000000). Transfer function of this filter
was calculated to be:

1+ 2z~1

H(z) = ; by= 0.9389810 + j0.000000
1 - bzt

The coefficient - “d’ defined 1in Equation 3.35 was then

calculated to be 0.930235. The transfer function, H(z), of
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1 term

the bandpass filter was calculated by replacing each z
by ~z"1(z'1—d)/(1~dz"l) in Hfz). The desired transfer
function was thus calculated to be:

1 - z—2
H(z) =

1 - 1.803709 z~! + 0.938981 2z~2

In this case A; is 0.000000, A, is =1.000000, Bj 1is
~1.803709 and By is 0.938981. The zeros of this filter are
at 1,0, ~-1,0 and the poles are at 0.901854 + jO.354457.
Bandpass filters with cut off frequencies of (50,70),
(45,75), (40,80), (35,85) and (30,90) Hz were also designed.
The coefficients of these filters are given in Table 3.4.
Filters for these cut off frequencies and sampling rates of
720 and 1440 Hz were also designed. Their parameters are

given in Tables 3.5 and 3.6.

Table 3.4 Coefficients of the Butterworth bandpass
digital filters - data sampled at 1000 Hz

Fi Fo . POLES B By A

55 |65 0.901854+30.354457 | ~1.803709 | 0.938981 | 0.071992
50 ‘70 0.876400+3j0.336730 | -1.752800 | 0.881465 | 0.072520
45175] 0.853162+30.314909 | ~1.706324 } 0.827053 | 0.097836
401 80| 0.831923+30.288627 | ~1.663847 | 0.775402 | 0.119170
35185 | 0.812499+30.257016 | ~1.624997 | 0.726212 | 0.139541

30|90 ) 0.794726+30.218242 | -1.589452 | 0.679219 | 0.160850

*
For all cases Ay = 0.000000 and Ay = =1.000000
F1 and F2 are the lower and upper cut off frequencies
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Table 3.5 Coefficients of the Butterworth bandpass
digital filters — data sampled at 720 Hz

Fl F2 POLES B1 B2 Ag

55 165} 0.830538+3j0.475843 | ~-1.661077 | 0.916220 ] 0.041919

50 {70 | 0.799306+30.447218 | -1.598613 | 0.838894 ; 0.080782

45 | 75 0.7717534+30.414050 | ~1.543507 { 0.767040 | 0.117220

401 80 | 0.747411430.375800 | -1.494822 | 0.699849 | 0.151780

351851 0.725896+30.331244 § -1.,451791 | 0.636647 | 0.184300

30190} 0.706891+3j0.277802 | -1.413782 | 0.576869 ] 0.214100

Table 3.6 Coefficients of the Butterworth bandpass
digital filters - data sampled at 1440 Hz

Fi F2 POLES Bl BZ Ag

551 65| 0.945496+30.251536 { -1.890993 | 0.957234 { 0.052380

50 1 70 { 0.926345+30.241050 | -=1.852690 | 0.916220 { 0.064431

45 1751} 0.908378+30.227303 | -1.816756 | 0.876817 | 0.076758

40 | 80| 0.891510+30.210009 | -1.783021 | 0.838894 { 0.088951

35 | 85| 0.875667+30.188534 { -1.751334} 0.802337 | 0.102701

30 | 90| 0.860779+30.161554 | -1.721558 | 0.767040 | 0.117640
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A perusal of Tables 3.4, 3.5 and 3.6 reveals that the
values of B coefficients decrease and the value of
Ag increases as the bandwidth of the filter increases. As
in the case of 1lowpass filters, increasing the cut off
frequency results in the bandpass filters giving more weight

to the input data compared to output data.

3.6 Response of Second Order Butterworth Filters

The filters designed in Section 3.5 were tested by
checking their frequency response and by simulating response

to the data generated in a computer program.

Figure 3.2 sho&s the frequency response of a seﬁond
order bandpass recursive filter whose cut off frequencies
are 55 and 65 Hz and the data is sampled at 1000 Hz. It 1is
evident from this figure that the gain of the filter is
maximum at 60 Hz and decreases monotonically with the

increase and decrease of frequency of the input signal.

The response of a bandpass filter which has cut off
frequencies of 55 and 65 Hz was also tested with a simulated
sinusoidal input. A computer program was written to
implement the second order bandpass filter of the form of
Equation 3.36. Another computer program Wwas written to
simulate the input data by sampling a sinusoidal signal aﬁ

the rate of 1000 Hz. This data was used as input to the



50

35 +
30 1
25 +
= 20 T
-t
%
15 +
10 +
5 J
O ¥ 1 T ’JL 1) :ll' ? T T Ll
30 40 50 60 70 80 90 100 110 120
FREQUENCY(HZ)
(a)
35 +
30 +
25 +
5 20 +
<
© 15 4
10 +
5 T
0 . F : ,l oy
1 10 100 500
FREQUENCY (HZ)
(b)
Figure 3.2 Frequency response of a second order bandpass
(55-65) Hz recursive filter =~ data sampled at

1000 Hz, (a) Flat scale (b) Semilog scale
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filter whose output was calculated. Figure 3.3 is the block

diagram which represents the described procedure.

INPUT DIGITAL OUTPUT
DATA o +——e—pue!  DATA
GENERATOR FILTER TABLE
Figure 3.3 Block diagram representing a digital

filter, ipnput data generator and output
data table

Yn = 0.07199203(X,~%Xq-2 )+1.803709Y,.; -0.938981Yp- (3.36)
Figure 3.4 shows the manner in which the output of the
filter builds up when the input is suddenly switched on. It
is obvious that the build wup process is slow and takes
approximately three cycles to reach a steady value. This is
because, when the filter 1is switched on, the outputs
Yp~1 and Yp.p in the feedback loop are zero. As the process
continues, the values of the output increase slowly. As
already discussed, a recusive filter remembers the past
information. A consequence of this characteristic is that
spikes in the input signal will affect the output of the

filter for a long time.
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INPUT
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v7 0 —e-TIME (Msec
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FAALI'TdWY ——

Second order bandpass recursive filcer (55-65)

Hz implemented on a digital computer

Figure 3.4
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Figure 3.5 shows the frequency response of the bandpass
filter with cut off frequencies of 40 ‘and 80 Hz and a
sampling rate of 1000 Hz., Figure 3.6 shows the response of
this filter when a simulated sinusoidal input is suddenly
switched on. As expected the frequency response of the

filter 1is not as sharp as the freguency response of (55,65)

Hz filter. However, the filter output builds wup more
rapidly. This 1is Dbecause the input data is weighted more
heavily than the output data. A consequence of this

property 1s that the effect of spikes or irregularities will

be observed in the output for short durations only.

Figure 3.7 gives the frequency response of a lowpass
filter with a cut off frequency of 5 Hz and a sampling rate

of 1000 H=z.

From these studies, it is obvious that the filter
attenuates the conmponents of the undesired frequencies to a
greater extent if the bandwidth of the filter is small but
its response is slow. On the other hand, if the bandwidth
is large, the filter passes some undesired frequencies but
its response would be a bit faster. A compromise between
the desired frequency response and the time delay is usually

necessary.



10 +

GAIN

“f 3

Figure 3.5

FREQUENCY (HZ)

Frequency response of a second order bandpass
(40-80) Hz recursive filter - data sampled at
1000 H=z



e AMPLITUDE

—64 =

INPUT
=m===-= QUTPUT

L A 1

-0.2-

-0.4 A

-0.6 1

-0.84

-1.01

Figure 3.6

i
v 1 T T

30 40 50 60 ——=TIME {(Msec.)

Second order bandpass recursive filter (40=80]
Hz implemented on a digital computer



GAIN

~65~

Figure 3.7
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Frequency response of a second order lowpass
recursive filter (0-5) Hz - data sampled at
1000 Hz
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3.7 Summary

The theory of digital recursive filters in general and
Butterworth filters in particular has been described. The
procedure for determining the poles and ~zeros of 1lowpass
Butterworth filters is then outlined. A frequency
transformation technique which converts a 1lowpass filter

design to a bandpass filter design is also given.

Numerical examples showing the procedure for
calculating poles, zeros and coefficients of second order
lowpass and bandpass filters have been given. Coefficients
of some second order lowpass and bandpass filters have also
been listed. Frequency response of some of thé designed
filters and response to suddenly applied inputs have been

given for some of the designed filters.
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4, RECURSIVE FILTERS APPLIED TO IMPEDANCE MEASUREMENT

In Chapter 3, it was demonstrated that ~the output of
recursive filters builds up slowly. This shortcoming would
be serious in many power system protection applications.
For example protection of EHV lines requires the relays to
operate with minimum possible delay. In digital protection
of transmission lines both voltages and currents are used to
calculate the apparent impedance as seen from the relay
location. If both voltage and current signals are processed
by similar recursive filters, the speed of the filter
response may affect the computation of impedances for short
periods only. It was, therefore, decided to use second
order (55,65) Hz bandpass recursive filters for processing
voltages and currents and then use the filter outputs to
calculate the apparent impedances assuming that the filtered
signals are sinusoids of nominal frequency. The results of
the studies are reported in this chapter. These results
have been compafed with those obtained by using the one

cycle Fourier and the 6X9 least error squares algorithms.
4.1 Fault Data Simulation for Testing Digital Filters
To test the suitability of recursive filters for

distance protection of transmission lines, fault data was

generated using the power system model shown in Figure 4.1.
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In this model the transmission line was represented by a
series R-L model. The parameters of this system are given

in Appendix E.l.

it

X
\AGAL
YT

Relavy
‘Generator Transmission Line Loed
Figure 4.1 Line diagram representing a simple

power system

For a fault at location ‘f° on the line, fault —current

flowing at relay location and the voltage at the relay

location are given by:

Vs VS ("P/L)t
Ip = sin(wt+8f-8) - sin(Bf-6) e (4.1)
Zg+ 71, Ze+ 71
71, Vs (-R/L)t
Ve = sin(wt+6¢-06+01) - Ky e (4.2)
Zg+ Zi,
where:
Z1. Vg sin(©-01,) sin(®Of~-6)
Ky =

Zg+ 2, sin(®)
GL is the line angle at the fundamental frequency

613 and 8y 5 are the line angles at third and
fifth harmonics

ef is the fault incidence angle



9 1is the reference angle for the fundamental
frequency component and ©3 and 85 are the
reference angles at the third and fifth harmonics

Z;y, is the line impedance to the fault point in p.u.
at the fundamental frequency and Zjq and Z;g are
line impedances at the third and fifth harmonics

Zg is the source impedance in p.u.

Vg is the source voltage in p.u.

Vp is the voltage at the relay location

I, is the current at the relay location

Transmission lines are distributed parameter elements of a
power system. Fault currents and voltages, ' therefore,
contain high frequency components. For off line testing of
the filters, it was decided to add third and fifth harmonic
components to Equations 4.1 and 4.2. The augumented

equations are as follows:

Vg Vg © (~R/L)t

I, = sin(wt+6f—6) - sin(8g -0) e (4.3)

ZS+ ZL ZS+ ZL

VS VS

+0.3 sin(3wt+eg-63) + 0.1 sin(5wt+8¢ =65 )

Zg + 71, Zg+ 7p,

21, Vg (-R/L)t
V. = sin(wt+8.-6+81) —- K| e (4.4)

Z + Z

Z13% 4,5 Vg
+0.3 sin(3wt+€& -63+613) +0.1 sin(Swt+68g~05+86 )

Zg+ 71, Zg + Z1, -

In these equations all the parameters except distance to the
fault and fault incidence angle are known for each

application.
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A computer program was written to generate fault data
by varying the distance and the fault incidence angle for an
X/R ratio of 10. The data of the simulated faults was

stored in data files for use in testing the filters.
4,2 Calculating Transmission Line Impedances

Fault data generated in Section 4.1, was used to test
the performance of second order (55,65) Hz bandpass
recursive filters. The generated voltages and currents were
used as inputs to the filters. The outputs of the filters
were then used to calculate the peak values and phase angles
of the 60 Hz currents and voltages wusing the Mann and
Morrison and'the three sample least error squares sine wave
algorithms. From the <calculated peak values and phase
angles of the voltages and currents, impedances as seen from
the relay 1location were computed. The results obtained by
these approaches are presented in this section.

4.2.1 Second order bandpass filters with
Mann and Morrison algorithm

The fault currents and voltages were applied to the
bandpass filters with lower and upper cut off frequencies of
55 and 65 Hz. It was observed that the filters effectively
attenuate the harmonic and decaying d.c. components. The
outputs of the filters were practically pure  sinusoids  of

nominal frequency. Figure 4.2 shows the input and output
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signals of one of the recursive filters.

The Mann and Morrison algorithmza was used to calculate
the peak values and phase angles of voltages and currents.
The following equations were used for this purpose.

17 = 12+ ({/0)? o = tan Ywi/ih (4.5)

where:
i is the instantaneous value of current signal

assumed to be a pure sinusoid and i is its first
derivative

!
fo=1 (i, = i_,)
TR 1

h is the sampling interval

From the peak values and phase angles of the currents and
voltages, liné impedances and their phase angles as seen
from the relay location were <calculated. The calculated
impedances and their phase angles when the fault incidence
was at zero degrees, are plotted 1in Figure 4.3. It 1is
observed from the figure that the calculated impedances and
their phase angles are not sufficiently accurate during the
first one and a half cycles after the occurrence of‘the
fault. This is because the outputs of the filters are
initially 1low and it takes almost one and a half cycles for
the output signals to build wup and overcome the initial
conditions. After the initial one and a half eycle (at 60

Hz) interval, the calculated values are quite accurate.
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Typical numerical wvalues for this case are listed in Table

4.1.

The values of line impedances and their phase angles
were also calculated for fault incidence at 30, 60 and 90
degrees. These are shown in Figures C.l1, C.2 and C.3 given
in Appendix C. It is observed from these figures that in
all these cases the calculated values are not sufficiently‘
accurate for the initial one and a half cycle duration. It
is also observed that the scatter for the <calculated
impedances and their ©phase angles is large when the fault

incidence is at 90 degrees.

4,2,2 Second order bandpass filters with least
error squares pure sine wave algorithm

As observed in Section 4.2.1, the calculated impedances
and their phase angles are not sufficiently accurate for
approximately one and a half cycles immediately after the
inception of a fault. It was, therefore, decided to
calculate the line impedances and their phase angles wusing
the three point least error squares pure sine wave algorithm
and check if it would improve the results. The model is
derived in Appendix C. For 1000 Hz sampling rate, the

equations for obtaining the two orthogonal ocutputs are:
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Impedances and their phase angles
calculated using the Mann and

Morrison algorithm and the outputs
Fault

of bandpass recursive filters.

was incidence at zero degrees.

SAMPLE CALCULATED
NO. IMPEDANCES ANGLES

P.U. DEGREES

24 0.302 69,927
25 0.279 74.090
26 0.277 80.542
27 0.293 84.082
28 0.307 84,266
29 0.314 83.573
30 0.317 83.101
31 0.319 82.730
32 0.318 82.045
33 0.312 82.725
34 0.316 85.295
35 0.334 85.962
36 0.346 83.459
37 0.343 80.586
38 0.333 79.012
39 0.323 78.623
40 0.315 78.544
57 0.315 82.106
58 0.310 82.734
59 0.311 84.377
60 0.319 84.738




-7 6

<3
[¢]
[

1.3582527(V4p = Vo) (4.6)

m<
[

0.340690(V—1+ V41 ) + 0.366430V), (4.7)

From these equations the peak value and phase angle of the

signal are calculated as follows:

2 2 2
Vp = Ve + Vg (4.8)
-1
® = tan (Vg /V. ) (4.9)

Using these equations, the impedances and their phase angles
were -calculated wusing the simulated data. Figuré 4.4
represents the calculated line impedances and their phase
angles when the fault incidence‘was at zero>degrees. It is
observed that the values are not sufficiently accurate for
the initial one and a half cycles in this case also and
there is no improvement in the results as compared to the
results of Section 4.2.1., Typical ‘numerical values
calculated in this case are listed in Table 4.2. For fault
incidence at 30, 60 and 90 degrees, the line impedances and
their phase angles were also calculated and are plotted in
Figures C.4, C.5 and C.6 (Appendix C). Figure C.6 shows
that the calculated values for a fault incidence at 90
degrees are slightly better than the results obtained by

using the Mann and Morrison algorithm.
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Impedances and their phase angles
calculated using the three sample
least error squares pure sine wave
algorithm and the outputs of band-
pass recursive filters. Fault

was incidence at zero degrees.

SAMPLE CALCULATED
NO. IMPEDANCES ANGLES
P.U. DEGREES
24 0.299 85.978
25 0.347 86.097
26 0.354 78.538
27 0.319 76.299
28 0.307 78.565
29 0.309 79.078
30 0.306 78.221
31 0.292 78.673
32 0.288 83.695
33 0.319 87.095
34 0.341 82.547
35 0.320 79.087
36 0.306 80.927
37 0.310 82.053
38 0.313 81.053
39 0.305 79.926
40 0.294 82.371
57 0.297 B4.154
58 0.316 86.580
59 0.330 83.407
60 0.314 81.225
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4,3 One Cycle Fourier and the 6X9 Least Error Squares
Algorithms

Impedances and their phase angles were also calculated

33

from the raw (unfiltered) data using one cycle Fourier and

the 6X9 least error squares36

algorithms. The results were
compared with those obtained by using the bandpass filters.

This section briefly presents and discusses these results.

4,3.1 One cycle Fourier algorithm

The impedances and their phase angles calculated wusing
one cycle Fourier algorithm (Equations 2.19, 2.20 of Chapter
2) are plotted in Figure 4.5. This algorithm starts
providing outputs after one cycle of fault data has been
received. The output of this algorithm contains some
decaying dece and higher harmonic compdnents. As a
consequence of this, the calculated values have a fairly
large scatter in Figure 4.5. Typical numerical values for
calculated impedances and their phase angles are listed in

Table 4.3.
4,3.2 The 6X%X9 least error squares algorithm

The line impedances and their phase angles <calculated
using the 6X9 least error squares algorithm (for details see
Appendix C), are plotted in Figure 4.6. The filter starts

providing output after nine samples of fault data have been
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Impedances and their phase angles
calculated using the one cycle

Fourier algorithm.
incidence was at 15 degrees.

The fault

SAMPLE CALCULATED
NO. IMPEDANCES ANGLES
P.U. DEGREES
14 0.335 79.371
17 0.318 75.450
18 0.293 75.078
19 0.274 78.026
20 0.272 81.852
21 0.276 85.081
22 0.280 88.086
23 0.286 90.825
24 0.304 92.015
25 0.326 90.113
26 0.332 86.804
27 0.324 85.496
28 0.325 85.470
29 0.333 84.726
30 0.333 83.787
31 0.326 83.376
32 0.323 82.956
57 0.308 88.398
58 0.324 86.943
59 0.328 83.734
60 0.314 82.393
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received. The algorithm was not designed for rejecting the
fifth harmonic which, therefore, appears in the output of
the algorithm. Because of this reason, the calculated
impedances and their phase angles are fairly scattered.
Typical numerical values for calculated impedances and their

phase angles are listed in Table 4.4.

Figures 4.3 , 4,4 and C€.1 to C.6 show that the
recursive filters start providing fairly accurate results
approximately one and a half cycles after the occurrence of
a fault. ’ The one cycle Fourier algérithm provides
sufficiently accurate results one cycle after the inception
of a fault. The 6X9 least error squares algorithm provides
the results after nine samples of fault data ‘have been
received but the results are not sufficiently accurate.
Impedances and their phase angles calculated from the
outputs of the bandpass filters one and a half cycles after
the inception of a  fault are more accurate than those
calculated by the Fourier and the least error squares

algorithms.

b4 The 6X9 Least Error Squares Algorithm with
Second Order Lowpass Recursive Filters

It has been shown in Section 4.3 that the 6X9 least
error squares algorithm does not attenuate the fifth
harmonic component adequately. Consequently the calculated

impedances and their phase angles are quite inaccurate. It
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Impedances and their phase angles

calculated using the 6X9 least error
The fault

squares algorithm.
incidence was at 15 degrees.

SAMPLE CALCULATED
NO., IMPEDANCES ANGLES
P.U. DEGREES
9 0.337 80.603
10 0.291 87.636
11 0.338 81.210
12 0.289 87.606
13 0.341 80.293
14 0.290 87.526
15 0.332 79.884
16 0.286 87.291
17 0.332 81.482
18 0.285 88.268
19 0.340 81.184
20 0.290 88.244
21 0.335 80.407
22 0.290 87.542
23 0.336 81.284
24 0.288 87.786
25 0.341 80.534
57 0.334 80.218
58 0.289 87.451
59 0.335 81.356
60 0.287 87.959
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was, therefore, decided to check if the second order lowpass
recursive filters can be used to improve these results. The
calculated impedances and their phase angles were used as
inputs to the lowpass filters which have a cut off frequency
of 10 Hz. Figure 4.7 shows the <calculated and smoothed
apparent impedances and their phase angles for a fault
incidence at zero degrees. This figure reveals that the
lowpass filters smooth the impedances and their phase angles
considerably. Typical numerical values of the <calculated

and ‘smoothed impedances and their phase angles are given in

Table 4.5.

The calculated impedances and their phase angles for
fault incidence at 30, 60 and 90 degrees were also smoothed
with second order lowpass filters. These are plotted 1in
Figures C€.7, C.8 and C.9. Figure C.l10 shows the calculated
and smoothed R and X for a fault incidence at 120 degrees.
The figure shows that the smoothed R and X are also quite
accurate. Typical numerical values for this case are listed

in Table 4.6.

4.5 Conclusions

It has been shown that the output of recursive filters
builds wup slowly when the dinput 1s suddenly applied.
Transmission line distance type relays are generally

required to operate in one cycle or less time if the fault
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Table 4.5 Impedances and their phase angles
calculated using the 6X9 least error
squares algorithm and the impedances
after smoothing by 10 Hz lowpass
recursive filters. The fault
incidence was at zero degrees.

SAMPLE CALCULATED SMOOTHED ‘
NO. IMPEDANCES ANGLES IMPEDANCES ANGLES
P.U. DEGREES P.U. DEGREES
11 0.345 83.841 0.316 84.188
12 0.283 84,988 0.316 84,186
13 0.349 83.133 0.316 84.184
14 0.285 84,995 0.316 84,181
15 0.341 82.433 0.316 84,175
16 0.282 84.360 D.316 84,165
17 0.339 83.854 0.316 84.152
18 0.279 85.509 0.316 B4.142
19 0.346 83.973 0.316 84.136
20 0.285 85.773 0.316 84.136
21 0.344 83,171 0.315 84.138
22 0.285 84.788 0.315 84,140
23 0.343 83.844 0.315 84.142
24 0.282 85.130 0.315 84.144
25 0.348 83.361 0.315 84.147
26 0.285 85.204 0.315 84.150
27 0.341 82.631 0.315 84.151
57 0.342 82.905 0.313 84.183
58 0.284 84.634 0.313 84.184
59 0.342 83.848 0.313 84.182
60 0.281 85.267 0.313 84,182
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Table 4.6 Resistances and reactances calculated
using the 6X9 least error squares
algorithm and resistances and reactances
after smoothing by 10 Hz lowpass
recursive filters. Fault incidence
was at 120 degrees.

SAMPLE CALCULATED SMOOTHED
NO. RESISTANCES |[REACTANCES |[RESISTANCES |[REACTANCES
P.U. P.U. P.U. P.U.
11 0.0008 0.3023 0.0302 0.3104
12 0.0629 0.3152 0.0301 0.3104
13 0.0031 0.3023 0.0301 0.3104
14 0.0582 0.3182 0.0301 0.3103
15 0.0032 0.3010 0.0301 0.3103
16 0.0646 0.3210 0.0301 0.3102
17 0.0034 0.3009 0.0301 0.3102
18 0.0636 ° 0.3120 0.0301 0.3102
19 0.0034 0.2994 0.0302 0.3101
20 0.0564 0.3162 0.0303 0.3100
21 6.0094 0.2998 0.0303 0.3099
22 0.0619 0.3216 0.0303 0.3098
23 0.0015 0.3019 0.0304 0.3097
24 0.0672 0.3144 0.0305 0.3097
25 0.0032 0.3015 0.0305 0.3096
26 0.0577 0.3177 0.0306 0.3095
27 0.0026 0.3007 0.0306 0.3095
57 0.0017 0.3002 0.0318 0.3086
58 0.0628 0.3214 0.0318 0.3086
59 0.0022 0.3015 0.0318 0.3086
60 0.0633 0.3007 0.0318 0.3086
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is in the first zone. Recursive filters are, therefore, not
suitable for wuse in first zone relays. These filters are,
however, useful when limited computer memory 1is available
and lower relay speeds <can be tolerated, such as second,

third or reverse zone relays.

Due to the ©presence of a large fifch harmonic
component, the impedances calculated wusing the 6X9 least
error squares filters are also not very accurate.
Processing the <calculated 1impedances by lowpass recursive
filters improve the quality of the results considerably.
Lowpass recursive filters effectively cope with the adverse
effects of the presence of higher order harmonics in the

fault currents and voltages.
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5. EXPONENTIAL AND GENERAL EXPONENTIAL SMOOTHING

Procedures for designing lowpass and bandpass
Butterworth recursive filters have been presented in Chapter
3. Coefficients of second order lowpass  and bandpass
Butterworth filters calculated wusing these procedures are
also reported in that chapter. Power system voltages and
currents were processed wusing the second order bandpass
recursive filters (55-65 Hz). The outputs of these filters
were then wused to calculate apparent impedances and their
phase angles. The results of these studies are reported in
Chapter 4. It was observed that the calculated impedances
agd their phase angles are not sufficiently accurate during
the dinitial one and a half cycles after the inception of a
fault. It was, therefore, decided to investigate 1if the
results could be improved by using smoothing techniques,
such as single exponential smoothing. The suitability of
general exponential smoothing technique7 was also

investigatéd.

Exponential and general exponential smoothing
techniques are briefly described in this chapter. The
suitability of these techniques for computing apparent

impedances from the system fault data is also discussed.
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5.1 Exponential Smoothing

A common method of smoothing is to calculate the output
by averaging the past observations. This technique becomes
cumbersome when output is to be revised each time a new
sample of the input data is obtained. To avoid this
problem, exponential smoothing technique7is generally used.
This technique <consists of calculating the weighted moving
averages; the heaviest weight is assigned to the most
recent data. By a suitable selection of the smoothing
constant, the technique can be applied to provide weighted
averages of all the past observations. If the process is
repeated after each successive observation of the incoming

data, the smoothing function can be defined as:
a * (1=a) S, (5.1)

where:
Sn is the nth (recent) output of the process
Sqp~1 is the (n-1)th output of the process
Xpn is the nth data input

a is the smoothing constant

To examine the effect of past observations on the output,
Equation 5.1 can be expanded and expressed in terms of

previous observations. For this purpose Sp-] can be
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expressed as follows:

The following equation is obtained by substituting Equation

5.2 into Equation S.I.
Sn = a X5 + (1-a){a Xpx; + (1=a) Sp-2} (5.3)

In this equation Sp.p can be replaced by a function of

Xp-2 and Sp-~3 leading to Equation 5.4.
2
Sp =a X, +a(l-a)Xp-1 +(1l=a) {a Xp-p +(1-a)Sp-3} (5.4)

The general form of the single exponential smoothing process
for the 'past N observations obtained by the procedure
described above is given as:

n-1

S = fa T (1=a) X, y } + (1-a)"x, (5.5)

,

The value of the smoothing constant ‘a’ is selected to be in
the range 0.0 - 1.0. The weight given to previous
observations, therefore, decreases geometrically with age.
For a selected value of the smoothing constant, the number
of previous observations (N) effectively taken into account
for smoothing is given by N=(2/a)—17 For small values of

smoothing constants, the number of past observations
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affecting the output is large and the output responds slowly
to the changes in the recent inputs. For large values of
the smoothing constants, the number of past observations
affecting the output is small; the output responds quickly

to the changes in the recent input data.
5.1,1 Implementation of single exponential smoothing

An ideal algorithm with good filtering properties will
provide results which will be free from noise and the
calculated impedances and their phase angles will be
invariant. The impedances énd their phase angles calculated
by using recursive bandpass filters and reported in Chapter
4, are considerably scattered; .the scatter is large during
the first one and a half cycles after the inception of a
fault. The impedances and their phase angles can be
considered to be step functions superimposed with noise.
These values were, therefore, processed wusing single

exponential smoothing represented by Equation 5.1.

Impedances and their phase angles <calculated wusing
recursive filters ana the Mann and Morrison algorithm when
the fault incidence angle was zero degrees have been
depicted 1in Figure 4.3. The voltages and currents in this
case were filtered using (55-65 Hz) second order bandpass
recursive filters. The impedances and their phase angles

calculated in Chapter 4 and depicted in Figure 4.3 were



smoothed using the single exponential smoothing process and
a smoothing constant of 0.300. The smoothing process was
started one c¢cycle after the inception of the fault. The
smoothed impedances and their phase angles are plotted in
Figure 5.1. This figure reveals that during the first half
cycle after the commencement of the smoothing process, the
effect of smoothing on the calculated values is negligible.
For the later smoothed values, the scatter .is reduced

considerably.

Mean value and standard deviation for the unsmoothed
and the smoothed iﬁpedances and their phase angles were also
calculated and are lis§ed in Table 5.1. It is observed from
this table that the standard deviation for the smoothed
values 1is 1less than the standard deviation for the
unsmoothed values. This shows that the scatter for the
calculated impedances is considerably reduced by the use of
the single exponential smoothing process.

Table 5.1 Mean value and standard deviation of the

unsmoothed and smoothed impedances and
their phase angles - data processed by

recursive filters and the Mann and
Morrison algorithm

IMPEDANCES PHASE ANGLES
UNSMOOTHED SMOOTHED UNSMOOTHED SMOOTHED
MEAN VALUE 0.321790 0.32137 84.12864 84.11808
STANDARD 0.01474 0.00912 3.28470 2.43729
DEVIATION
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The 1impedances and their phase angles were also
calculated using recursive filters and the Mann and Morrison
algorithm for fault incidence angles of 30, 60 and 90
electrical degrees. The results are plotted in Figures C.1,
C.2 and C.3. These impedances and their phase angles were
also smoothed wusing single exponential smoothing process
described abovg. The smoothed impedances and their phase
angles are plotted in Figures D.l1, D.2 and D.3. The
conclusions drawn from Figure 5.1 are reaffirmed by the

results depicted in Figures D.l, D.2 and D.3.

The impedances and their phase angles, which were
calculated from the voltages and currents processed by
second order (55-65 Hz) bandpass recursive filters and the
least error squares sine wave model, are shown in Figure
4.4, The fault incidence angle in this <case was zero
electrical degrees. The calculated wvalues depicted in
Figure 4.4 were also smoothed wusing single exponential
smoothing process described earlier in this section. The
smoothed impedances and their phase angles are plotted in
Figure 5.2.° This figure reveals that smoothed values are
less scattered but the improvement in the values during the
first half «cycle after the commencement of the smoothing
process is negligible. After this period, the scatter 1is
considerably reduced. Mean value and standard deviation for
the unsmoothed and the smoothed impedances and their phase

angles were also calculated for this case and are listed in
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Table 5.2. It is observed from this table that the standard

deviation for the smoothed values is less than the standard

deviation for the unsmoothed values. This reaffirms that
the use of the single exponential smoothing process.
considerably reduces the scatter of the calculated

impedances.

Table 5.2 Mean value and standard deviation of the
unsmoothed and smoothed impedances and
their phase angles - data processed by
recursive filters and the least error
squares sine wave model

IMPEDANCES PHASE ANGLES
UNSMOOTHED SMOOTHED UNSMOOTHED SMOOTHED
MEAN VALUE 0.31555 0.31703 83.84975 83.98075
STANDARD 0.01365 0.00870 2.85923 1.89225
DEVIATION
The impedances and their phase angles were also

calculated wusing recursive filters and the least error
squares sine wave model when the fault incidence angle was
30, 60 and 90 degrees. The results are plotted in Figures
C.4, C.5 and C.6. The calculated impedances and their phase
angles were smoothed usiﬁg single exponential smoothing and
the smoothed values are plotted in Figures D.4, D.5 and D.6.
The conclusions drawn from Figures 5.1 and 5.2 are

reaffirmed by the results depicted in Figures D.4, D.5 and

D.6.
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5.2 General Exponential Smoothing

Power system voltages and currents during faults can be
counsidered to be composed of sine and cosine functions of
various frequencies. Generally, the fault currents also
contain decaying d.c. components. The objective of many
relaying and instrumentation devices 1is to extract the
information pertaining to the fundamental frequency voltages
and currents only and use it in decision making. For this

7 can be applied for

purpose general exponential smoothing
processing the fault data. This section briefly outlines
the general exponential smoothing technique and its

application for calculating line impedances and their phase

angles.

In general exponential smoothing, the smoothing
coefficients are revised each time a new set of samples of
the input data becomes available. The initial conditions
are also predicted frequently to improve the results.
Equation 5.6, whose derivation is given in Appendix D, can

be used to estimate the coefficients at a specified time.
| .
Apn = [1] A5(a-py+ b %y = Spoy) (5.6)

where:
Ai is the ith coefficient at the time nth sample
is received

n
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|
[L] is the transpose of the transition matrix
h is the smoothing vector

Sp~-11is the (n=1)th output

The values of different terms in the state transition matrix
‘L’ and the smoothing vector ‘h’ depend on the type of model
used to represent the input, value of the smoothing constant
and the inter—sampling interval. Numerical values for the
state transition matrix and the smoothing vector for

different types of models are given in Reference 7.

5.2.1 Fault data model

As already mentioned, power system voltages and
currents during faults may be represented by the following
equation:

-t/T M
v(it) = Kpe + Zle sin(mwt + ©p) (5.7)
m=

where:
Kg is the magnitude of the d.c. offset at t=0 seconds
T 4is the time constant of the system
Knh is the magnitude of the mth harmonic
®p 1s the phase angle of the mth harmonic
The term e"t/T can be expanded wusing the Taylor series

expansion and the sinusoidal terms can be expanded using the
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trigonometric equation:

sin(mwt+e, ) = cos(em) sin(mwt) -+ sin(em) cos{mwt)

To simplify the calculations, the harmonic terms in Equation
5.7 were assumed to be negligible. Representing the
exponential by the first two terms of the Taylor series
expansion and wusing the fundamental frequency components,

Equation 5.7 reduces to:

V(t)=Kg=- Kot/T + K;sin(8))cos(wt) + chos(ﬁl)sin(wt) (5.8)

This equation reduces to Equation 5.9 if the following

substitutions are made.

b
e
[

¥o

[

! Ko/T

>
w
[

K, sin(el)

b
£
#

Ky cos(el)
V(t)=A;+ Apt + Agsin(wt) + Ajzcos(wt) (5.9)

This equation represents voltages and currents during power
system faults if the effects of system capacitances are
neglected. The coefficieﬁts Ay through A, can be calculated
using Equation 5.6. The values of these coefficients are

revised each time a new set of samples is obtained.
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5.2.2 Implementation of general exponential smoothing

A computer program was written to implement the general
exponential smoothing explained in the preceding paragraph.
Model represented by Equation 5.9 was used to calculate the
real and imaginary components of the fundamental frequency
current and voltage phasors. These values were then used to
calculate the apparent line impedances and their phase
angles. Fault data generated in Chapter 4 was used as
input. The impedances and their phase angles calculated by
this procedure are plotted in Figure 5.3. This figure shows
that the scatter for the calculated impedances and their
phase angles is large at the start of the process. The
values are not sufficiently accurate for approximately one
and a half cycles after the inception of a fault. This 1is
because the coefficients Ai(n-Dand output S;..; in Equation
5.6 are not known when the process is started. These values
are generally initialized to zero. It takes almost one and
a half cycles for the coefficients to overcome the initial

conditions and stabilize to give sufficiently accurate

results.

From the above discussion, it is observed that there
are two major drawbacks in the general exponential smoothing
technique. First drawback is that the output builds up
slowly during the first one and a half cycles after the

process is started. Because of this drawback, general
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exponential smoothing technique is not suitable in
situations where initial conditions cannot be predicted and
where rapid and accurate response is desired. The second
shortcoming is that all the <coefficients 1in the model,
selected to represent the input data, have to be revised
each time a new set of input data 1is obtained. As  a

consequence of this, the computation time is large.

These drawbacks cannot be tolerated in power system
protection applications. General <exponential smoothing
technique is, therefore, not suitable for application to
digital protection of ©power system components. Further

study on the subject was, therefore, abandoned.

5.3 Conclusion

The general exponential smoothing is a recursive
process like digital recursive filters. It seems that this
technique cannot be applied for power system protection
where rapid relay response is desired. A comparison reveals
that the results obtained by this technique are not better
than those obtained by the use of recursive filters
discussed in Chapter 4. Moreover, the general exponential
smoothing technique requires more computation time because
the coefficients have to be calculated in the real time mode
and have to be revised each time a new set of samples 1is

obtained.
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Single exponential smoothing can be applied to improve'
the results (impedances and their phase angles or R and X)
calculated by various relaying algorithms. This technique
requires one addition, one subtraction and one
multiplication. The improvement in the results obtained in
this manner is substantial while the additional

computational requirements are minimal.
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6. POLYPHASE DIGITAL DISTANCE RELAY

Various kinds of distance relays have been briefly
described in Chapter 2. The previously published relaying
algorithms. have also been presented in that chapter.
Procedures for designing digital recursive filters havg been
presented in Chapter 3 and the performance of a few designed
filters has been reported in Chapter 4. In Chapter 5,,
exponential and @ general exponential smoothing techniques
have been presented. To select the design for a generic
polyphase distance relay system for digital processor

implementation, past developments of polyphase distance

relays are reviewed in this chapter. The selected design
was implemented on PDP 11/60 mini-computer and 1its
performance tested in the laboratory. " The implementation

and some test results are also presented.

It is well known that 10 types of shunt faults can be

experienced in a three phase power system:

(i) Single line to ground faults - three possibilities
(phase A to gréund fault, phase B to ground
fault and phase C to ground fault)

(ii) Two phase faults - six possibilities (phase

A to phase B fault, phase B to phase C fault,
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phase C to phase A fault, phases A and B to
ground fault, phases B and C to ground fault
and phases C and A to ground fault;

(iii) Three phase fault - one possibility (three

phase fault with or without ground)

Electro—mechanical and solid state distance relay systems
presently wused on EHV transmission lines consist of six or
seven impedance measuring units. A similar approacﬁ has
been wused in digital impedance relays developed so far.
This approach - required that the impedance measuring
algorithm be executed six times after each ‘new set of
voltage and current samples is received. This increases the
computation burden considerably. To reduce this burden two
distinct approaches can be  used. One, a switching type
logic <can be used to select the faulted phase/phases and
then <calculate the apparent impédance of the selected
phase/phases only. The second approach 1is to use a
polyphase type distance relay design. A comparison of the
two approaches revealed that the polyphase approach would
require fewer computations. It was, therefore, decided that

a digital polyphase relay be developed.
6.1 Development of Polyphase Distance Relays

Development of polyphase distance relays was first

reported by W. XK. Sonemann and H. W. Lenser39. In  the
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proposed system two relay units were ﬁsed; one unit was
designed to operate for phase to phase faults and the other
unit was designed to operate for three phase faults. It was
also shown by the authors that one of these units would
operate for two phases to ground faults. The commercial
version of the reported system (XK~DAR relays) consists of
two phase comparators. Bus voltages are compensated for the
voltage drops in the transmission line upto the required
reach of the relay. Two of the three compensated voltages
are then wused to decide if the fault is in the protected
zone. These voltages are in phase when a fault occurs at
the far end of the protected zone; no output is produced in
such cases. For faults 1inside the ©protected zone, the
voltages are shifted such that a command to trip the line
breakers is generated. Similarly, for faults outside the
protected zone, the sequence of the compensated voltages is
reversed. This phase reversal is used to generate a
restraint signal. The basic elements used in the K-DAR
relays are induction cups whose direction of rotation depend
on the sequence of the applied voltages. These relay
elements continuously monitor the phase sequence of the
compensated voltages at the relay terminals and decide if
the system is experiencing a fault or not. As already
stated, the two induction cup elements can detect all two

phase and three phase faults.
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G. D. Rockefeller reported the development of a "Zone
Packaged Ground Distance-Relay"35. This system consists of
an amplitude comparator which responds to all single ophase
to ground faults. A system consisting of the K~DAR phase to
phase and three phase relays and a zone packaged ground
distance relay would be normally adegquate for detecting all

shunt faults on a protected line.

The concept of polyphase relays progreésively became
more popular during the late sixties and early seventies.
References 4,9,19,28,29 and 39 discuss the key developments
in this area. Like the K-DAR concept, Reference 4 describes
a solid-state polyphase distance relay which operates for
all shunt faults except the three phase faults. 1In a
similar approach the authors of Reference 9 designed a
polyphase distance relay which uses the principle of phase
coincidence. This relay operates for all single phase to
ground and two phases to ground faults. The relay does not
operate for phase to phase and three phase faultrs.,
Reference 29 describes a single polyphase distance relay
which responds to all types of faults.

In the AEP digital relay development project32,
symmetrical c¢omponents approéch was used 1in designing a
polyphase digital distance relay. The relay responds to all
types of shunt faults. It is a useful concept except that

the computation burden 1is large when the relay is
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implemented on a digital processor for on line application.

It is obvious that a digital relay which requires fewer
arithmetic operations and simple logic will require less
computation effort and time. Arithmetic §perations required
for digital implementation of the polyphase distance relays
listed above were, therefore, checked and are listed ‘in
Table 6.1. A review of this table reveals that a
combination of the solid state polyphase relay of Reference
4 and the K-DAR three phase relay would be less demanding
computationally. This combination of the relay units was,
therefore, selected for impleménting on a digital processor.
These relays are inherently directional in <character and
their operating characteristics, when plotted on the R~X

plane, are circular - similar to that shown in Figure 2.1.

6.2 Principles of the Selected Polyphase Distance Relays

The principles of the polyphase relay unité’Bg

selected
in Section 6.1 are briefly presented in this section. The
relay performance for single phase to ground, phase to

phase, two phases to ground and three phase faults is also

examined.
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6.2.1 Unbalanced faults

As stated in the last section, one impedance measuring
unit can detect single phase to ground, phase to phase and
two phases to ground faults. The operating principle of

such a relay can be explained as follows:

Consider the three compensated line to line voltages as

defined in Equations 6.1, 6.2 and 6.3:

Ve = Vo = (Ig+ XK315)2, (6.1)
Vy = Vy = (Ip+ K3Ig)Z, (6.2)
VvV, = Vo = (I.+ K3Ig)Z, (6.3)
wWwhere:
Ves V and V, are the three compensated voltages at

the relay location

Vg, Vp and V. are the three phase voltages at the
relay location

I, Iy and I, are the three line currents at the
relay location

Ip is the zero sequence component of the fault
current

Z, is the impedance of the line from the relay
location to the set reach
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ZoL- 211

3Zgy

Zypand Zppare the positive and zero sequence

impedances of the transmission line from the relay

location to the end of the protected zone
It has been shown in Reference 4 that a phase comparison of
Vx and Vy can detect all types of faults except the phase C
to ground, phases A and B to ground and three phase faults.
The comparator operates if Vy leads Vy. It is also shown in
that reference that a phase comparison of Vy and V,
detect all faults except the phase A to ground, phases B and

can

C to ground and three phase faults. In this case the
comparator operates if V, leads Vy. Two phase comparators,
one using Vy, and Vy and the other wusing Vy and V,, can,

therefore, detect all types of shunt faults except three

phase faults.

The performance of the relay described above was
examined for faults inside and outside the protected zone.
For this purpose a single transmission line protected by the
selected polyphase relay was considered. The line
interconnects two power systems as shown in Figure 6.1. The
relay reach and the fault locations considered in the study
are also shown in the figure. Parameters of the selected

system are given in Appendix E.
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During a fault the sequence voltages at the relay
location can be expressed by Equations 6.4 through 6.6 if

the fault resistance is neglected.

Va1= Ea = Ia12)4 (6.4)
Va2= ~ Ia2%2¢ (6.5)
Vao= = TaoZos (6.6)
where:
E is the source voltage

a

le, zZs and ZOs are the equivalent positive,
negative and zero sequence impedances of the
power system behind the relay

The compensated positive sequence voltage at the relay

location is given by:

Substituting for Val from Equation 6.4 provides the

following equation:

Vx1= Ea - (le+ Zr)Ial (6.8)

Similarly, the compensated negative and zero sequence
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voltages at the relay location can be expressed as:

V2= = (Zog+ Zy)Igo (6.9)

Veo= — {Zggt+ (RK+1)Zp1}1I,0 (6.10)

In Equations 6.8 through 6.10, all the parameters eXxcept
Iao1, Izo and I,0 are known. The values of these currents
depend wupon the type and 1location of the fault. To
illustrate the relay performance during different types of
faults, the values of these currents were calculated for
each type of fault at the selected locations. The sequence
voltages Vy1, V47 and V49 were then computed. From these
voltages, the compensated <voltages at the relay location

were determined using the following equations.

Ve = Vg1t Vgo+ Vyo (6.11)
Vg = a? V1t a Veo+ Uy (6.12)
Vz = a Vx1+ a2 VX2+ on (6.13)
Q
where: a = 1/120

The performance of the selected relay for single phase to
ground, phase to phase and two phases to ground faults on
the selected system 1is illustrated 1in the following

subsections.
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6.2.1.1 Single phase to ground faults

41
It can be shown that for a phase A to ground fault ~:

a
Zl + 22 + 20
Iaz= Ia0= Ia1‘= Ia/3 (6.15)

where: zl = le+ ZlL’ 22 = ZZS+ ZZL’ ZO = ZOS+ ZOL

Substituting for I ;, I 5 and I;p in Equations 6.8, 6.9 and
6.10, the compensated sequence voltages at the relay

location are given by:

(le+ Zr)
V%1 Ea - Ea
Zy + 2y + 2
(Zy + 2y + Zg = Z1g= Zp)
- 2 AN (6.16)
Z, + 2y + Zg
(Zzs+-2r)
V2= - Eq (6.17)

Zl+ZZ+ZO

ZOS+ (K+1)Zr
VXO= - E (6.18)
Zl + 22 + ZO

Using these equations Vg, , Vyo and V,g were calculated for
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the selected - faults. From these sequence voltages,
compensated voltages Vy, Vy and V, were determined. Four
fault 1locations were considered; one selected location was

on the pus side of the relay, the second location was in the
protected zone of the relay, the third location was at the
end of the protected zone and the fourth selectéd location
was beyond the set reach of the relay. The calculated
compensated voltages for these faults are listed 1in Table
6.2, Phasor diagrams for the compensated voltages at the
relay location are depicted in Figure 6.2. This figure
reveals that the wvoltage Vy leads the voltage Vx when the
fault is in the protected zone of the relay. For faults at
the other three locations, the voltage Vy lags the voltage

V¢ and the relay, therefore, does not operate.

Figure 6.3 shows that the comparator using the
compensated voltages Vy and Vy operates for phase B to
ground faults in the protected zone only. Similarly Figure
6.4 shows that the comparator does not operate for phase C

to ground faults.

Similarly it can be shown that the phase comparator
using the compensated voltages Vy and Vj will operate for
phase B to ground and phase C to ground faults. It can also

be shown that this comparator will not operate for phase A

to ground faults.
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(a)

(d)

Phasor diagrams of the relay inputs during
a phase A to ground fault occurring
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(b) within
{(c) at the
(d) beyond
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(a)

Phasor diagrams
a phase B to ground fault occurring

(a) behind the
{(b) within the
(c¢) at the set
(d) ©beyond the

(d)

of the relay inputs during

relay
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(e) X (d)

Figure 6.4 Phasor diagrams of the relay inputs during
a phase C to ground fault occurring

(a) Dbehind the relay

(b) within the set reach point
{c) at the set reach point

(d) beyond the set reach point
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6.2.1.2 Two phase faults

For a phase B to phase C fault, the positive  and

. 4
negative sequence currents are given by 1:

Ey
Ia1= (6.19)
Zy + 2o
Iao2= - I3 (6.20)

By substituting for Isjand I;» in Equations 6.8 and 6.9, the
compensated sequence voltages at the relay location are
obtained as follows:

Z1gt+ Zy

a Ea
Zy + 29

x1=

Zy + Z3 - Z1g- Zp

]

E (6.21)

. a
Zl+22

Zog+ Zy

Eq (6.22)
'ZI+ZZ

Vg1 and Vyp were calculated for phaée B to phase C faults at
the four selected locations. From these sequence voltages,
compensated vbltages V¢, Vy and V; were determined. The
calculated voltages are listed 1in Table 6.2. Phasor

diagrams showing the compensated voltages at the relay
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location are depicted in Figure 6.5. An examination of this
figure reveals that the voltage Vy leads the voltage Vq only
when .a phase B to phase C fault is in the protected zone of
the relay. For faults at the other three locations, the

voltage Vy lags the voltage Vg and the relay, therefore,

does not operate.

Figure 6.6 shows that the voltage Vy leads the voltage
Vx when a phase C to phase A fault occurs in the protected
zone of the relay. Similarly Figure 6.7 shows that voltage
Vg leads the voltage Vyx when a phase A to phase B fault
occurs in the relay’s protected zone. Figures 6.6 and 6.7

also show that the voltage Vy lags voltage Vyx for faults

outside the relay’s protected zone.

Similarly it can be shown that V, would lead Vy when a
two phase fault is experienced in the protected zone of the
relay. Should the fault be outside the relay’s =zone,
Vz would lag Vy.

6.2.1.3 Two phases to ground faults

Positive, negative and zero sequence currents during a
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(a)

Phasor diagrams of the relay inputs during
a double line (B-~C) fault occurring
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(c)
(d)

behind
within
at the
beyond

the
the
set
the

relay

set reach point
reach point

set reach point



-126=

(a)

Figure 6.6 Phasor diagrams of the relay inputs during
a double line (C-A) fault occurring

(a) behind the relay

(b) within the set reach point
(¢) at the set reach point

(d) beyond the set reach point
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(a)

Phasor diagrams of the relay inputs during
a double line (A-~B) fault occurring

(a) behind
(b) within
(c) at the
fd) beyond
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reach point

set reach point
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phase B and phase C to ground fault are given by41:
Ea
I,1° . : (6.23)
ZoZ2
Z; +
Zg + 29
Zo
I,9= =1, . (6.24)
Zg + Z9
Z9 !
To= -Ia1 (6.25)
Zg + Iy

Substituting for I}, Is2 and I, in Equations 6.8, 6.9 and
6.10, the compensated sequence voltages at the relay

location are given by:

(le+ Zr)(ZO -+ 22)

21(20 + Zz) + Zozz

(le+ Zr)(ZO + Zz)
= 1 - Ey (6.26) -
21(20 -+ 22) + Zozz

ZO(ZZS+ Zr)

Ea (6.27)
Zl(ZO + Zz) + Zozz

Zyo{Zgg+t (K+1)Zp}
V0= E, (6.28)

Sequence voltages Vg, Vyxo and Vyo were calculated for phase

B and phase C to ground faults occurring at four selected



~129-

locations of the system shown in Figure 6.1. From @ these
values compensated voltages Vy, Vy and V, were determined
and are listed in Table 6.2. Phasor diagrams for the
compensated voltages at the relay location are depicted in
Figure 6.8. An examination of the figure reveals that the
voltage Vy leads the voltage Vyx when a phase B and phase C
to ground fault occurs in the protected zone of the relay.
For faults at the other three locations, the voltage Vy lags

the voltage Vy.

Figure 6.9 shows that the voltage Vy leads the voltage
Vx when a phase C and phase A to ground fault occufs in the
relay’s protected zone only. Figure 6.10 shows that the
voltage Vy lags the voltage V4 for a phase A and phase B to
ground fault inside or outside the protected zone of the

relay.

Similarly it can be shown that V, would 1lead Vy for
phase C and phase A to ground faults and phase A and phase B
to ground faults in the protected zone of the relay. For
these faults outside the protected zone of the relavy,
V, would lag Vy. It can also be shown that V, would lag
Vy for phase B and phase C to ground faults inside or

outside the protected zone of the ralay.
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Figure 6.8 Phasor diagrams of the relay inputs during a
double line to ground (B-C-G) fault occurring

(a) behind the relay

(b) within the set reach point
{(¢) at the set reach point

(d) beyond the set reach point
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Figure 6.9 Phasor diagrams of the relay inputs during a
double line to ground (C—~A-G) fault occurring

(a) Dbehind the relay

(b) within the set reach point
{(¢) at the set reach point

(d) beyond the set reach point
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Figure 6.10 Phasor diagrams of the relay inputs during a
double line to ground (A-B-G) fault occurring

a) behind the relay
b) within the set reach point
) at the set reach point

) beyond the set reach point
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6.2.2 Detecting three phase faults
.39 '
A three phase K=-DAR wunit” responds to three phase

faults. For these faults, the equations for the compensated

voltages at the relay location are:

v, = Ve (6.31)

From these equations, phase to phase compensated wvoltages

are obtained as follows.

Vey= Vx = Vy (6.32)
Vyz= Vy - VZ (6:33)
The three phase comparator operates if Vyz leads Vygy-. In

this case, the phase sequence of the compensated voltages is
XZY when the fault is in the protected zone of the relay.
The phase sequence is, however, XYZ if the fault is outside
the protected zone of the relay.

It can be shown that for a three phase faule39:

Ia1= Ia = ' (6.34) B
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Va1 = Va = 131211

(6.35)

The compensated positive sequence voltage Vyj3is given by

Equation 6.36 as:

This equation reduces to the following form if V

(6.36)

X 3

V, are substituted from Equations 6.29, 6.30 and 6.31 and

V, is substituted from Equation 6.35.

Vep= L1 (Vg =I,2 .+ a Vy + a? Vo )

3
IaZy
= Va—-
3
Zy
=1Z1L” ~ {la
3

Substituting for I; from Equation 6.34;

to:

ZiL- Zr/3
x1~7 Ea

Z1s% 211,

v

(6.37)

Equation 6.37 leads

(6.38)

Similarly the compensated negative sequence voltage is
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given by:
Vyp= 1(V, + a2 v, + a V,)
x2 3 X y z
= 1V ~IaZe+ a% ¥ + a Ve)
3
Ia Zy
= - (6.39)
3

Substituting for I, in Equation 6.39, negative sequence
component of the compensated voltage at the relay location

is obtained as follows:

Vgo= - (6.40)

Similarly the zero sequence component of the compensated

voltage at the relay location is given by:

EaZr

Vyo= - (6.41)
3(le+ ZIL)

From the sequence voltages, Vy is determined. The phase to

phase sequence voltages Vxy and Vy, are then calculated.

Using this procedure, the compensated voltages Vg ,
Vy and V, were calculated for the faults at the four
selected locations of the system shown in Figure 6.1. The

calculated values are listed in Table 6.2 and the phasor

diagrams are depicted in Figure 6.11. This figure reveals
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(e)

Phasor diagrams of the relay inputs during
a three phase fault occurring
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that the voltage Vyz leads the voltage Vxy when the fault is
in the protected zone of the relay. For the faults at the

other selected locations Vyz lags Vxy.

6.2.3 Summary

A system consisting of a solid state polyphase distance
relay and a three phase K-DAR unit will detect all types of
shunt faults on the protected transmission line. Arithmetic
operations required to implement the protection system
(excluding the arithmetic operationg required for digital
filtering) are listed in Table 6.3.

Table 6.3 Arithmetic operations required for digital
implementation of the polyphase relay

algorithm
SOLID STATE DISTANCE K~DAR THREE

RELAY PHASE UNIT TOTAL
ADDITIONS 12 0 : 12
SUBTRACTIONS 6 5 11
DIVISIONS 0 0 0
MULTIPLICATIONS 4 2 6
BIT SHIFT 2 - 2
OPERATIONS
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6.3 Implementing the Digital Polyphase Distance Relay

In the last section operation of the polyphase relay
during various types of faults was analysed with the aid of
phasor diagrams. The relay was programmed on the PDP 11/60
mini-~computer and its performanc; was tested in the
real-time mode. Test circuit representing a three phase
transmission line was set up in the laboratory for obtaining
fault data which was used to test the relay. The relay was
also tested by using fault data obtained from the
Saskatchewan Power Corporation. The relay software and the

test results are briefly presented in this section.

Two approaches can be used in implementing a polyphase
relay. The first approach consists of continuously
calculating‘ system voltages and currents ¢to determine
whether the system 1is experiencing a fault or not. This
approach requires fewer computations for each decision made
by the relay but the total computations would be very large
because the compensated voltages would have to be calculated
on a éontinuous basis. The second approach which has been
implemented in this project, is to include a fault detector
in the polyphase relay. The fault detector would supervise
the system and initiate the relay algorithm only if there 1is
a fair chance that the system is in an abnormal operating
state., Many fault detection approaches have been reported

in the 1iterature3’6’25’32- The criterion wused in this
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project consists of comparing the magnitudes of the 1line
currents with specified threshold values. If the magnitudes
of the line currents are less than the threshold, the relay
logic is not implemented. The program remains in the fault

detection mode in which a few computations are required.

6.3.1 The relay logic

The relay logic consists of subroutines which perform
specific tasks such as fault detection, digital filtering,
fault apalysis and trip routine. The developed software 1is
described in the flowchart given in Figure 6.13. Details of
different segments of the software are described 'in the
flowcharts given in Figures 6.14 to 6.22. Major segments of

the logic are briefly outlined in this section.

6.3.1.1 Initialization and interrupt routines

The logic starts with the initialization of data
buffers, specifying the total number of buffers, number of
channels, theAstarting channel and the data sampling rate.
Maximum value of load current (maximum threshold) and a
permissible maximum change of current are specified. The
change of current is defined as the differeﬁce between the
" values of the recent current samples and the samples taken
one cycle wearlier. A program counter and a zone indicator

are initialized to zero.
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lSTARTl

[ INITIALIZE VARIABLES |

[START A/D SWEEP |

1

D
1

[READ 6 SAMPLES | STORE PRE-FAULT
N VALUES
ETECT FAUL
YES
READ NEXT MULTIPLY BY CORRESPONDING PASS SAMPLES
SET OF FILTER COEFFICIENTS AND THROUGH FILTER
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Y

| [SUBTRACT PRE-FAULT CURRENTS |

READ NEXT
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<G-0,0-0~G FAULT I

TRIP LOGIC

A 4

TRIP

Figure 6,13 Flowchart showing implementation of a Polyphase
Digital Relay on a Digital Computer
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After the buffers are released and the <clock 1is set,
A/D sweep is initiated. Six channels are sampled at 720 Hz;
three channels for voltages and three channels for 1line
currents. The acquired data is placed in eight data buffers
which are arranged in the form of a ring to enable
continuous sampling. Everytime six A/D channels are read,
the digitized values of the signals are stored in six
circular data arrays. The data buffers are then emptigd
releasing them to be filled again. In the mean time A/D

conversion continues filling the empty buffers.

6.3.1.2 Fault detection routine

After a set of data has been read and  stored in the
data arrays, the program enters the fault detection routine.
The saﬁpled values of the currents and their change from the
values observed one cycle earlier are checked. 1If either
value exceeds the threshold, the relay logic 1is activated
otherwise the prefault voltages and currents are stored for
future use and the program waits for the next set of data

samples to arrive.
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6.3.1.3 Storing pre—fault voltages and currents

If neither of the threshold 1limits specified in
subsection 6.3.1.2 1is &exceeded, the real and imaginary
components of the voltages are stored 1in one cycle long
arrays. The recent sample of each variable is considered to
be the real component whereas the sample taken one quarter
¢ycle earlier is considered to be the imaginary component.
The sampled values of the components of current phasors are
multiplied by the impedance representing the first zone of
the relay; the resulting phasor components are also stored
in one <c¢ycle 1long arrays. The prefault voltages are used
for memory action and the prefault IZ, products are later

subtracted from the post-~fault IZ . -products.
6.3.1.4 Digital filtering

When the fault detection routine indicates an abnormal
operating condition, the fault analysis logic is initiated.
The fault voltages and currents contain high frequency and
decaying d.c. components. The sampled data is, therefore,
processed by digital filters. The 6X%9 least error squares
digital filters have been wused. for this purpose. The
sampled values of the voltages are multiplied by the first
terms of the orthogonal digital filters and stored in
separate arrays. The sampled .values of the three 1line

currents are also multiplied by the first terms of the
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3
ik

digital filters which provide the IZ,. outputs. (The
coefficients of the 6X9 1least error squares filters are
given iﬁ Appendix C and the technique for modifying the
filter coefficients is given 1in Appendix E). After
processing the first set of samples, the relay 1logic waits
for the second set of samples to arrive. On receiving the
second set of samples, the sampled values are multiplied by
the second terms of the orthogonal filters. The products
are added to the previous products of the sampled values and
digital filter <coefficients. The summations are stored in
circular arrays. The process continues until processing of
nine sets of samples is completed. At this stage the first

set of the real and imaginary components of the voltages and

IZ, phasors are available.

When the next set of samples is received, the second
estimate of the real and imaginary components of the
voltages and IZ_. phasors are calculated. Recent set of
samples and the ©past eight sets of samples are multiplied
sequentially with the nine terms of the orthogonal filters.
The procedure is repeated every time a new set of samples
becomes available. In this manner the data window 1is

advanced one intersampling interval at a time.



~145-

6.3.1.5 Load currents

In many cases load currents are comparable to fault
currents. It is, therefore, desirable to compensate for the
prefault load currents. The stored compensated prefault
currents are subtracted from the compensated post—~fault

currents in this subroutine.

6.3.1.6 Close~in faults

The voltages of the three phases are compared with a
threshold value. If one or more voltages are less than the
threshold value, the voltages observed one quarter cycle
earlier are checked. In case, both the recently observed
and one quarter cycle earlier observed voltages are less
than the threshold, it is concluded that the fault is close
to the relay. Pre-~fault voltages are then used to determine

the directionality of the fault location.

6.3.1.7 Overall relay logic

The relay software executes the following logic for

determining the type and location of a fault:

(i) Program counter and zone indicator are initialized;

the program then proceeds to step (ii).
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The program counter keeps track of the number of times
the fault analysis logic is executed. Similarly, the
zone indicator keeps track of the relay zone in which
the fault is detected to be. The zone indicator is set
to one if a fault is in the first zone of the relay.
The indicator is set to two for second zone faults,
three for third zone faults and four for faults

outside the three zones of protection.

(ii) Digitized values of the voltages and currents

are obtained.

(iii) Fault detection routine detects if a fault is
being ‘experienced. If yes, the program advances to
step (iv); otherwise records the sampled values and

reverts to step (ii).

(iv) The voltage and current samples are processed by
the digital filters; real and imaginary components of

the voltage and current phasors are now available.
(v) The logic checks if the fault is a close—in fault;
if yes, prefault voltages are retrieved for generating

memory action.

(vi) Pre—fault currents are subtracted from the
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post—=fault currents.

(vii) The program checks if a single phase to ground, a
phase to phase or a two phases to ground fault exists
in the first zone of the relay or not. If yes, the
zone indicator is set to one and the program proceeds
to step (xiii); otherwise it continues to step (viii).

(viii) The program checks if a three phase fault exists

in the first zone or not. If yes, the zone indicator
is set to one and the program proceeds to step (xiii);

otherwise it continues to step (ix).

(ixj The program checks if a single phase to ground,
phase to phase and two phases to ground fault exists
in the second zone of the relay or not. If yes, the
zone indicator is set to two and the program proceeds

to step (xiv); otherwigse it continues to step (x).

(x) The program checks if a three phase fault exists
in the second zone of the relay or not. If yes, the
zone indicator is set to two and the program proceeds

to step (xiv); otherwise it continues to step (xi).

(xi) The program checks if a single phase to ground,

phase to phase or two phases to ground fault exists
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in the third zone of the relay or not. If yes, the
the zone indicator is set to three and the program
proceeds to step (xv); otherwise it continues to

step (xii).

(xii) The program checks if a three phase fault exists
in the third zone of the relay or not. If yes, the
zone indicator is set to three and the program
proceeds to step (xv); otherwise the zone indicator

is set to four and the program proceeds to step (xvi).

(xiii) If the value of the program counter is equal to
or more than three, the program proceeds to step

(xviii); otherwise it proceeds to step (xvii).

(xiv) If the value of the program counter is equal to
or more than 215, the program proceeds to step (xviii);

otherwise it proceeds to step (xvii).

(xv) If the value of the program counter is equal to
or more than 300, the program proceeds to step (xviii);

otherwise it proceeds to step (xvii).

(xvi) If the value of the program counter is equal to
or more than 300, the program reverts to step (ii);

otherwise it continues to step (xvii).
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(xvii) The value of the program counter is incre-
mented and the program waits for the next set of
samples to arrive. As soon as the next set of

samples arrives, the program goes to step (iv).

(xviii) The program proceeds to the trip routine.

Steps (ii) to (vi) are executed by subroutines which
have been described earlier in this section. Steps (vii) to
{(xvii) form the distance analysis and time delay logic
subroutine. The last step, step (xviii) is executed by the

trip routine which is described in the next subsection.

6.3.1.8 The trip routine

Once a fault is confirmed to be in a protected zone of
the relay, a trip signal is generated. This signal would,
in a power system, open the line breaker/breakers. In this
application, the program execution is terminated at the
generation of a trip signal. The date, the time of day, the

value of the program counter and the zone indicator are then

printed.

6.3.2 Real time implementation on PDP 11/60

The relay 1logic described 1inm Section 6.3.1 was

programmed on the PDP 11/60 mini—-computer which is available
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Figure $§.15 The Flowchart used to store pre-fault
Voltages and Currents
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Figure 6.16 The flowchart used to filter the fault

voltages and currents
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Figure 6.18 Flowchart used to subtract pre-fault currents
from post-fault currents and calculate the
zero sequence currents
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CALCULATE THE REAL AND IMAGINARY
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Figure 6.19 The flowchart used to implement the polyphase
relay logic for the first zone of protection



-156~-

CALCULATE THE REAL AND IMAGINARY
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Figure 6.20 The flowchart used to implement the polyphase
relay logic for the second zone of protection
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CALCULATE THE REAL AND IMAGINARY
PARTS OF THE PHASE A COMPENSATED
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Figure 6.21 The flowchart used to implement the polyphase
relay logic for the third zone of protection
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Figure 6.22 The flowchart used to implement the trip logic




-159~

in the Department of Electrical Engineering of the
University of Saskatchewan, Saskatoon, Canada. The circuit
shown in Figure 6.12 was set up. Faults were <created at
different locations of the simulated transmission line by
shorting a line to ground, two lines or all the three lines.
Data obtained from each test was processed by the relay
software. The digital polyphase relay operated for all
single phase to ground, phase to phase, two phases to ground
and three phase faults. Some of the test results are listed
in Tables 6.4 through 6.11 and are discussed 1in this

section.

Table 6.4 lists the three compensated voltages regorded
during a phase A to-ground fault. The cross products of the
compensated voltages (Vg X Vy; vyx vV, and V,X V,) are also
given. A study of this table reveals that the cross
products VgX Vy and V,X V., are positive during the fault.

This 1indicates that the phasor V, leads the phasor V, which

y
in turn leads the phasor V,. The software logic, therefore,
indicates that the relay is required to operate. The cross
products of Vy and V, are negative which reaffirms the
theoretical analysis presented in Section 6.2. Single phase
to ground faults were also applied to phases B and C. As in

the case of phase A to ground faults, the relay operated

during the phase B to ground and phase C to ground faults.
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Compensated voltages and their cross products for two
phase, two phases to ground and three phase faults are

listed in the following tables.

Table 6.5: phase A to phase B fault
Table 6.6: phases C and A to ground fault

Table 6.7: three phase fault

All these faults were in the zone protected by the relay and
the results reported in the tables indicate that the relay

generated trip decisions correctly.

The relay was also tested with fault data recorded at
the Regina South Switching Station of the Saskatchewan Power
Corporation. The fault data is ©presently stored on a
magtape, PLDATA. Compensated voltages and their «cross
products were calculated by the relay software using data
from four faults. Table 6.8 lists the compensated voltages
and their cross products calculated wusing the} fault data
stored in file AP1067A.DAT, line one. Similarly Table 6.9
lists the compensated voltages and their «cross products
calculated using fault data stored in file AP1093A.DAT, line
two. These faults are in the protected zones of the relay
which generated the trip command correctly. Data from other
two faults was also used to test the software. File
AP1067A.DAT, line two, contains voltages and currents during

a fault on the bus side of the relay. The four sets of
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Table 6.4 Compensated voltages and their cross products
at the relay location for a phase A to ground
fault - data obtained from the test circuit
SAMPLE COMPENSATED VOLTAGES
NO. Vi v v, CROSS PRODUCTS
REAL IMAG.] REAL %MAG. REAL}IMAG., VX Vy Vysz V,x Vg
9 1719 -1469) 19791-1528] 856 |-1901 280971-245575 | 201189
10 2204 =331 2465 ~174 16801-1132 434121=-249817 | 193835
11 2086 912 2261} 1196] 2037-55 43264|-256362 | 197584
12 1438 1871) 1490} 22394 1884 1025 430781=269124 1 205256
13 430 2349{ 333 2695] 1234 1827 374761=-271761 | 211509
14 -704 21991-919 24161 249 2156 32141(-258523 | 206667
15 ~-1669 14681 -1943} 1522|-822 1906 31309]=-245319 | 197515
16 -2188 348 [ -2451] 193 1-1675] 1142 432361-247682 | 191511
17 -2165 -888 }-2322}1-1174{-20971 75 478881—-263911 ] 202822
18 -1508 -1877|-1547]-2250]|-1936|~-1024 488701-277366 | 209137
19 =410 -23981-316 {-2732]|-1223}-1864 361421-275385 | 217002
Table 6.5 Compensated voltages and their cross products
at the relay location for a phase A to phase B
fault - data obtained from the test circuit
SAMPLE COMPENSATED VOLTAGES
NO. Vo Vy v, CROSS PRODUCTS
REAL {IMAG. REAL | IMAG., REAL |IHMAG. VXxVy Vysz Vox Vg
9 3988 |-9783{~779 {-11029| 897 |-8230{516116{163183]1240406
10 7266 {—-5336] 3448 |-8277 3899 |=~5557 4175331131143 ]1195798
11 8871 280 6906 |-3522 6037 ]-1584331827{103241]|157458
12 7899 6040f 8392 2417 6429] 29941315953]95835 |151846
13 49441101641 7701 7769 5175] 6796{398675(121286]190066
14 749 [11437] 4983) 10851} 2584 8644 [488701(150387 1230795
15 -3922} 97081 770 110061-879 8198 |506477]1598891236234
16 =7271| 5346(-3494) 8291 |=3929| 5571|4160201131071}195283
17 -8904)-269 |=6930| 3500 |-6067}| 1578330367 ]102955}156962
18 ~7941|=6051|-8410|=2449 | -6449|=-3016]314464}1956899}150805

*

The cross products in Table 6.4 and the compensated voltages in
Table 6.5 have been divided by 10 and the cross products in Table
6.5 have been divided by 10000.
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Table 6.6 Compensated voltages and their cross products
at the relay location for a phase C to phase A
to ground fault - data obtained from the test
circuit
SAMPLE COMPENSATED VOLTAGES
NO. Ve v V., CROSS PRODUCTS
REAL|IFMAG. | REAL|{NAC.| REAL]IWAC. VX Uy | Vyx ¥, VXV
_____________ S N s i ettt EE L
9 7781 1=14141]1 58491 40 5542) 41621859188 [2411797 |-4022681
10 7286 3117 4833) 3631| 2604] 6813|1138904|2348003|-4153041
11 4736 6791} 2427} 6212|-1137} 764911295965{2563770(=4395910
12 996 8610 |~564 71281-4505] 640211195926{2850591 |-4517300
13 -2988| 8092 |-3408| 6111|-6680| 3446[932303 [2907841|-4376351
14 -6106| 5407 |-5260] 3435|-6947|-472 |746811 |2635621 |~4045714
15 -7701f 13451-5796]-81 -5527|-4168|842718 12371348 |-=3954244
16 ~7166|=3129{-4741{-3649|-2548}-6800{1131371{2294389|-4076005
17 -4751{-6756|-2424{-6206} 1135{-7645{1310863]2558468-4400423
18 -1164}-85221 422 |=7070] 4393 -6346{1200953 2825683 |-4484004
————————————— e e e e 30 ey e s et e s 3k s 0 2t e Tt 2t e i e e 1t 20e s s v e 2eie SR s e e e vy o ol T S i T S o Sk T W oy T St S e
Table 6.7 Compensated voltages and their vector products
at the relay location for a three phase fault
- data obtained from the test circuit
SAMPLE COMPENSATED VOLTAGES CROSS
NO. Vo Vy z PRODUCTS
REAL IMAG. REAL IMAG. REALJIMAG. nyxvyz
9 -387 |-1763 |-11628]1-9223 5294 |~-364 112673
10 42121-15298|-11729}-13538} 463 2509 112691
11 7820|-8768 [ —-8826 | —~14042]-4217}) 4789 111468
12 9066 187 -3428 |-10758|-8068} 5881] 112354
13 7986] 8908 2673 | -4710 |=-9773| 5293} 110852
14 47181 15169} 8089 2425 |-8797| 3144 111679
15 251 17505 11373} 9189 |-~5603} 336 111794
16 -4069] 15131} 11713| 13394|-549 |~2655] 111049
17 ~7547| 8665 9105 138681 4462|-4981| 112020
18 -8934{-202 3682 10659 8354|-6002| 113689
The cross products in Tables 6.6 and 6.7 have been

divided by 10 and 100 respectively.
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Table 6.8 Compensated voltages and their cross products
at the relay location for a phase C to ground
fault - data obtained from the Saskatchewan
Power Corporation (file AP1067A.DAT, line one)
SAMPLE COMPENSATED VOLTAGES
NO. Vx Vy Vo CR0OSS PRODUCTS
REALIMAG. REAL| IMAG. REAL} IMAG. VXxVy Vysz szVx
9 -1238]|-2710{-2285{=2091|-2097}-2570|=360583{148754|250282
10 266 |~-2833|=971 |=-2765{~-548 |~-3155{~348859]|154917]239412
11 1651]-2216| 562 |=2709| 1081|=-2890{-322746({130572|237477
12 2588|-1022} 1932 -1925| 2403|-1880|=300844(99402 |241031
13 2873 427 2833} -677 3129 =416 |=315850194210 253360
14 2395 1769] 2994 754 3041) 1155]-349108{116583|261246
15 12761 2623) 2343] 1989 2151| 2414}-360922(137807|256345
16 -158 27801 1093| 2699 715 3037{=346774}139094{246920
17 -1618} 2191}-528 2695§-999 28531 -320354]118496|242842
18 -2619f 990 |=-1983| 1933|-2432| 1892{=~309923[94804 |254901
19 ~2906|-470 |-2898| 648 }|-3192] 396 |=325055|92097 }|265698
20 -2399|-1806{-3013| =816 |=3077|-1201]~-3483321110691|267579
21 -1248]-2649]=2307}-2053]-2129]~24701=355061}132748)255833 |
22 233 |-2783{~-1004}-2728|~613 |=3073]-343335]|141471]242355
23 1623{-2179] 546 | -2689] 1027|-2852|-317521]1203911239239
Table 6.9 Compensated voltages and their cross products
at the relay location for a phases A and B to
ground fault - data obtained from Saskatchewan
Power Corporation (file AP1093A.DAT, line two)
SAMPLE COMPENSATED VOLTAGES
NO. Vi i v, CROSS PRODUCTS
REAL IMAGJ] REAL IMAG. REAL IMAG/ VXxVy Vyx V, V, % VX
9 -619 ] 1180)] 3011} 2591 | 68 1470 1-196056 | 26740 99062
10 -323 |-36 13411359 109 | 508 |=43523 {-69717 18662
11 60 {~=1166{-70 212 135 {~407 }-=9553 5763 13312
12 415 1-1964{-271 |~1738 | 108 |~1312|=125557 | 54432 33242
13 669 [~2205{-397 |~2667 | 56 |=1746|=266332| 84450 104551
14 730 -1825(-428 |-2886 {-30 |-1721|-288965| 64879 131307
15 637 |~-1017{=-307 {=2389 |-70 |-1316|-183629| 23644 91119
16 331 230 135 {1092 |-134 {~384 }-33075 |-=95165 9646
17 -28 130141 98 b4 =132 561 |-14126 11451 |=15692
18 -383 1 2133 309 1959 {-9¢6 1427 j-141160) 63173 34054
19 -659 ] 2439} 424 | 2975 j-51 1957 {=299733] 98345 116591
20 ~746 | 2010} 4257 31481 17 1897 {—-32680 75225 145192
21 -632 | 1087 318 2531 ] 82 1378 [-194843 ] 22954 96201

*

"The cross products in
divided by 10

the above tables have been
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cross products and the compensated voltages are listed 1in
Table 5.10. This table indicates that operation of the
relay is blocked consistantly. File AP1067A.DAT, line one,
contains data for a fault beyond the reach of the relay.
The compensated voltages and their cross products calculated
in this <case are 1listed 1in Table 6.11. A study of this
table reveals that the relay does not generate a trip signal

in this case.
6.4 Summary

The development of polyphase distance relays has been
outlined in this chapter. A polyphase relay unit comprised
of a solid~state relay and a K-DAR three phase relay was
found to be less demanding computationally and was,
therefore, selected for implementation as a digital relay.
Phasor diagrams have been included to illustrate the
operation of the relay for various types of in-zone and out
of zone faults. A digital version of the relay was
developed and the essential details of this development have
been Treported. Flowcharts have been included to show
details of the relay logic. The relay software was tested
in both the on-line and off-line modes. The results of
these tests have been briefly reproduced. 1In all the cases

the relay operated/blocked correctly.
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7. CONCLUSIONS

One of the objectives of this thesis was  to
design, implement and test a digital processor based generic
polyphase distance relay. Before proceeding with the design
of the relay, published literature was searched. Previously
published literature on digital relaying algorithms and
polyphase distance relays was obtained and reviewed. Study
of the digital relaying publications showed that the line
relaying algorithms proposed in the ©past wuse digital
non—recursive filters to extract fundamental frequency
phasors from sampled voltages and currents. A possible
alternative would be to use recursive filters 1instead of
non—-recursive filters. Procedures for designing lowpass and
bandpass recursive filters were, therefore, examined and are
briefly opresented in Chapter 3. Coefficients of digital
lowpass and bandpass recursive filters for various cut off
frequencies and sampling rates were calculated and have been
tabulated in that chapter. Also reported are the frequency
responses of some of the designed filters and responses of
the filters when sinusoidal inputs are suddenly applied. It
was observed that the output of a recursive filter builds up
slowly after the input is suddenly applied. Because of the
slow increase of the output level, the impedances and their
phase angles calculated during the first one and a half
cyeles (at 60 Hz) are not sufficiently accurate. The

recursive filters are, therefore, not suitable for
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implementing first zone relay elements., These filters are,
however, useful when limited computer memory 1is available
and slow relay speeds  can be tolerated, such as, second,
third or reverse zones of distance relays and overcurrent

and directional overcurrent relays.

The studies presented in Chapter 4 demonstrate that
impedances <calculated from the outputs of the 6X9 least
error squares filters are not sufficiently accurate 1f the
power system voltages and currents include fifth and higher
harmonics. It is shown in that chapter that the wuse of
lowpass recursive filters <can considerably improve the

quality of results.

General exponential and single exponential smoothing
techniques have been outlined 1in Chapter 5. It has also
been shown that the general exponential technique can be
used to process sampled voltages and currents for
determining their phasor equivalents. It was observed that
the <calculated impedances and their phase angles are not
sufficiently accurate during the first one and a half cycles
after the inception of a fault. This technique is also
computationally more expensive than the recursive filters.
General exponential smoothing technique cannot be,
therefore, used for implementing first zone relay elements.
It has also been shown in Chapter 5 that single exponential

smoothing is quite suitable for ©processing the impedances
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and their phase angles calculated from voltages and currents
processed by bandpass recursive filters. The studies
reported in Chapter 5 show considerable stabilization of the

impedances computed from voltage and current samples.

The development and design of a generic polyphase digital
distance relay has been presented in Chapter 6. Phasor
diagrams have been included to illustrate the expected
performance of the selected relays during various types of
transmission line faults. Flowcharts and brief descriptions
of the software routines have been provided to explain the
relay logic. The relay was programmed on the PDP 11/60
mini-computer which is available in the Department of
FElectrical Engineering. A transmission line model was set
up and the designed digital relay was used to monitor it in
the real time mode. Faults were applied on the 1line model
and the relay response was recorded. The relay was also
tested using fault data obtained from the Saskatchewan Power
Corporation. In all the tests, the relay operated
correctly. Some of the responses of the 7relay have Dbeen
outlined and discussed in Chapter 6. It was also observed
that the computation time required by the relay 1is small
compared to inter-sampling time of 1.4 milli~seconds when
the data is sampled at 720 Hz. It is, therefore, possible
to implement a polyphase distance relay on a Qigital
processor whose ocperating speed is similar to the speed of

the PDP 11/60.
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In conclusion, the studies presented in this thesis
demonstrate that a software based digital polyphase distance
relay can be designed and implemented. Digital recursive
filters can be used to stabilize the impedances calculated

by digital distance relays.
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9. APPENDICES

A. FEVALUATION OF RELAYING ALGORITHMS FOR RELIABILITY

Developments in digital processor technology stimulated
interest in using digital ©processors as programmable
protective relays. Design of distance relays received
considerable attention from many researchers. Different
algorithms for calculating impedances, (V/I) ratios, from
digitized voltage and current samples have been proposed.
Each algbrithm listed in Table A.l has its own merits and
demerits. Selection of an algorithm for use in a distaﬁce
relay design 1is influenced by the performance required of
the relay. At times, the power system data is such that
some algorithms encounter computer software overflow,
underflow or division .by zero when the data is processed.
The relay algorithms listed in Table A.l were tested wusing

the fault data stored in files listed in Table A.Z2.

A.l Reliability of the Relaying Algorithms

A computer program was written to test the algorithms

listed in Table A.1l. Each algorithm forms a separate
subroutine in the main prwogram. Fault data contained 1in
files 1isted in Table A.2 was used for testing the

algorithms. The results are presented in this section.
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Table A.l Digital distance relaying algorithms
tested for reliability
NO. ALGORITHM SAMPLING
RATE Hz
1 Rockefeller,Udren,Gilcrest 1440
2 Rockefeller,Udren,Gilcrest 720
3 Mann ~ Morrison 1440
4 Mann - Morrison 720
5 Miki - Makino 1440
6 Miki - Hakino 720
7 Gilbert - Shovlin 1440
8 Gilbert - Shovlin 720
9 Full cycle Fourier analysis 1440
10 Full cycle Fourier analysis 720
11 Full cycle Fourier analysis 120
12 Half cycle Fourier analysis 1440
13 Half cycle Fourier analysis 720
14 Breingan 1440
15 Breingan 720
16 Breingan 3rd. Harmonic 720
17 McInnes - Morrison 1440
18 McInnes - Morrison 720
19 7X7 least error squares 720
20 7%9 least error sauares 720
21 6¥9 least error squares 720
22 4X7 least error squares 720
23 4X9 least error squares 720
24 6¥9 least error squares 720
25 6X12 least error squares 720
McInnes = Morrison 3rd. Harmonic

720
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Table A.2 Fault data files used for testing
the relaying algorithms

NO. DATA FILE VOLTAGES CURRENTS
(A) AP3071A.DAT 6 6
(Rr) AP1071A.DAT 6 6
(¢) AP1072A.DAT 3 3
(D) AP2072A.DAT 3 3
(E) AP1093A.DAT 6 6
(F) AP2093A.DAT 6 6
(G) AP3093A.DAT 6 6
(") AP1067A.DAT 6 6
(1) AP2061A.DAT 6 6
(3 AP2063A.DAT 6 6
(K) AP3063A.DAT 6 6
(L) AP2068A.DAT 6 6
(M) AP3068A.DAT ) 6
(N) AP4LO6BA.DAT 6 6
(0) AP5068A.DAT 6 6
(P) AP6068A.DAT 3 3
(0 AP7068A.DAT 3 3
(R) AP80A8A.DAT 3 3
(s) AP3062A.DAT 6 6
(T) AP4LO62A.DAT 6 6




Each algorithm was tested with the data listed in Table
A.2. It is not convenient to determine the number of times
an algorithm fails when operations such as divisions by zero
are encountered. An algorithm was, therefore, considered to
have failed once if a division by zero was encountered while
processing a set of data. The number of failures per data

file for the algorithms are listed in Tables A.3 and A.4.

From the results listed in Tables A.3 and A.4, the

reliability of the algorithms was calculated as:

Reliability = 1 =~ p.u. failures

tatal failures

p.u. failures =
total number of data sets used

The p.u. failures and the estimated indices of reliability

of algorithms are listed in Table A.5.

Table A.5 shows that the least error squares and the
Fourier —algorithms are generally more reliable than the
other algorithms. This is because these algorithms use long
data windows ~and hence provide good filtering. Algorithms
using short data windows have poor filtering characteristics
and are more likely to encounter computer software overflow,

underflow or division by zero.
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Number of algorithm failures -
while processing data files

Table A.3
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Number of algorithm failures
while processing data files

Table A.4
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Table A.5 Results for reliability of relaying
algorithms
ALGORITHM TOATL DATA| TOTAL FAILURES |RELIABILITY
NUMBER TESTED FAILURES P.U."
(1) 105 24 0.22857 77.142
(2) 105 8 0.07619 92.380
(3) 105 4 0.03809 96.190
(4) 105 2 0.01904 98.095
(5) 105 4 0.03809 96.190
(6) 105 2 0.01904 98.095
(7) 105 29 0.27619 72.380
(8) 105 13 0.12380 87.619
(9) 105 0 0.00000 100.00
(10) 105 0 0.00000 100.00
(11) 105 1 0.0095238 99.047
(12) 105 0 0.00000 100.00
(13) 105 1 0.0095238 99,047
(14) 105 29 0.27619 72.380
(15) 105 13 0.12380 87.619
(16) 105 13 0.12380 87.619
(17) 105 4 0.03809 96.190
(18) 105 6 0.057142 94,285
(19) 105 1 0.0095238 99.047
(20) 105 0 0.00000 100.00
(21) 105 0 0.00000 100.00
(22) 105 0 0.00000 100.00
(23) 105 1 0.0095238 99.047
(24) 105 0 0.00000 100.00
(25) 105 0 0.00000 100.00
(26) 105 6 0.057142 94.285
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B. THE Z-TRANSFORM

Equation 3.1 which represents the output of a digital
recursive filter 1is a difference equation. The method of
z-transform can be used to derive the transfer function of
the digital filters. The method is described briefly in

this appendix.

The z-transform F(z) of any function f(n) is defined by the

equation:

oo
F(z) = L f(n)z® (B.1)
=0
o0
If x(t) = 2 x(n)J(t-n) is an arbitrary input signal and
n=- oo

h(t) is its impulse response, the output y(t) can be

expressed as:

oo

v(t) = Y x(n)h(t-n) (B.2)

n=- 0o

Equation B.2 is called the convolution of x(t) with h(t) and

is generally written as:

y(t) = =x(t)h(t) (B.3)
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The z-transform of the output y(t) is given by:

o0 o0 o0

Y(z) = ¥ vy(a)z® = ¥ 2%  x(m)h(n-m) (B.4)
n=— o9 = .- OO mz—oo
Substituting z% = z®  ZPT™ and p = n-m; Equation B.4
reduces to:
o0 Jors
Y(z) = ¥ x(m)z™ ¥ h(p)zP (B.5)
m=- o0 p=—c0
00 o0
By substituting £ x(m)z™ = X(z) and % h(p)zP = H(z) in
m=-co p=—-OO

Equation B.5, the following equation is obtained:

Y(z) = X(z)H(z) (B.6)

The z~transform H(z) of the impulse response h(t) is called
the transfer function. In this technique, the transfer
function of the sum of two functions is the sum of the
transforms of the functions. For two systems with transfer
function Hl(z) and Hz(z) in parallel, the combined transfer

function is:

H(z) = H (2) + Ho(z) (B.7)

The combined transfer function of two systems connected in
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series is given by:

H(z) = By (z)Hy(2z)

To illustrate the application of =z-transform,

simple feedback system represented by:

y(t) = x(t) + hyp (t)y(t)

The z~transform of Equation B.9 provides:

Y(z) = X(z) + H{(z)Y(z)

Solving Equation B.10 for Y(z)

X(z)
Y(z) = —=—m——=——
1 - Hl(z)
= H(z)X(2z2)

where: H(z) = 1/{1-H1(2)}

Equation B.ll1 demonstrates the wuse of z-transform

deriving the transfer functions from the

equations representing systems with feedback.

(B.8)

consider

(B.9)

(B.10)

(B.11)

a

for

difference
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Equation 3.33 of Chapter 3 describes the transfer
function of a second order filter and is reproduced below:
1 + Alz"l+ Azz"2

H(z) = A . (B.12)
& 1 + Blz—1+ Bz 2—2

To find the frequency response of the filter, the term

z in equation B.12 is replaced by ejWAE'. The magnitudes

and arguments of H(z), when the frequency is varied from

zero to the Nyquist frequency, describe the frequency

response of the filter.
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C. DERIVATION OF THREE SAMPLE LEAST ERROR SOUARES MODEL

In this appendix Equations 4.6 and 4.7 of Chapter 4 are
derived using the three sample least error squares pure sine
wave model. The coefficients of the 6X9 least error squares

filter are also listed.

Cc.1 Derivation of Fauations 4.6 and 4.7

A fundamental frequency voltage signal can be expressed

as:

v(it) = Vpsin(wlt + 8) (C.1)

where:
Vp is the peak value of the voltage
W is the fundamental frequency in radians
8 1is the phase angle

t is the time in seconds

Equation C.l when expanded leads to Equation C.2:

v(t) = Vpcos(e)sin(wlt) + Vpsin(e)cos(wlt) (C.2)
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Substituting Vpcos(8)=B1 and Vpsin(9)=82; Equation C.2

reduces to:
v(t) = Blsin(wlt) + Bzcos(wlt) (C.3)
If AT is the intersampling interval, voltage v(-AT), v(0)

and v (AT) can be expressed as Equations C.4 to C.6. These

equations are obtained by substituting, in Equation C.3 t by

~AT, 0, AT.
Vo= Blsin(—wlAT) + Bzcos(—wlAT) (C.4)
vy = Blsin(O) + Bzcos(O) (C.5)
vy = Blsin(wlAT) + Bzcos(wlAT) (C.6)

When the data is sampled at 1000 Hz, Equations C.4 to C.6

reduce to:

v_;= -D.36812468) + 0.9297765B, (Cc.7)
vq = 0.0000000B; + 1.00000008, (C.8)
vyy= 0.3681246B; + 0.92977658, (C.9)

Fquations C.7, €C.8 and C.9 can be written in matrix form as:

(vl = [A] [B] (C.10)
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where:
-0.3681246 0.9297765
[A)] = 0 1
0.3681246 0.9297765
By v_y
(8] = (V] = | v
B v,

The elements of the matrix B can be ohbhtained by:

[(B] = [A} [V] (C.11)

[A] is the three sample least error squares fit and 1its

coefficients for the case of Fquation C.10 are:

(ajt = [~1-358227 0.000000 1.358227]
= | 0.340690 0.366430 0.340690

These are the coefficients used in Equations 4.6 and 4.7 of

Chapter 4.

c.2 Coefficients of the 6¥9 Least Error Squares Filter

The coefficients of the 6X9 least error squares filter
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when data is sampled at 720 Hz are as follows3:
Coefficients of the real terms (cosine filter):

-0.2439 -0.1434 =0.0429 0.2294 0.4018
0.2294 -0.0429 ~0.1434 -0.2439

Coefficients of the imaginary terms (sine filter):
-0.6750 0.3644 0.6212 0.3644 0.0000
-0.3644 ~0.6212 ~-0.3644 0.6750
c.3 Additional Results of the Studies
Conducted in Chapter 4

In this section some additional results of the studies

conducted in Chapter 4 are given.

Figures C.l to C.3 show the impedances and their phase
angles calculated using the Mann and Morrison algorithm and
Figures C.4 to C.6 depict the impedances and their phase
angles calculated using the three sample least error squares
sine wave algorithm. The fault voltages and currents in
these cases were processed by second order (55-65 Hz)
recursive filters. Figures C.7 to C.10 show the 1impedances
and their phase angles (or R and X) calculated using the 6X9
least error squares algorithm and smoothed using second
order lowpass digital recursive filters. These results have

been discussed in details in Chapter 4.
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D. DERIVATION OF GENERAL EXPONENTIAL SMOOTHING

Fquation 5.6 of Chapter 5 represents a technique for
revising the <coefficients of general exponential smoothing
at the end of a sampling interval. Complete details of this
process are given in Reference 7. A brief derivation is

given in this appendix for ready reference of the reader.
Assume that the data vector, x(t), can be represented by:
x(t) = Apf1(t) + Apfo(t) + coveencApfp(t) + e(t)

= { § AjE5 ()} + e(t) (D.1)
i=1
where:
A;(t) is the ith data coefficient
f;(t) are the known functions of time
e(t) 1is the noise in the signal

m represents the degrees of freedom

The Aj coefficients of this equation are determined
such that the squared sum of the residuals defined by
Equation D.2 is minimum:

2
]

B (x(n=3) = A(n)f(n=}) (D.2)

0

nitpo

3

where: n is the number of data samples
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A matrix of weighted fitting functions, F(n), and the data

vector, g(n), are defined as follows:

n N T
F(n) = ¥ BIE(=31)f (-3)
5=0
= F(n~1) + B £(=n)f"(~n) (D.3)
n .
g(n) = ¥ Blx(n-3)f(-3)
j=0
= x(n)£(0) + BL lg(a-1) (D.4)

In this equation L is the state transition matrix which
generates successive values of fitting functions
f(t) = Lf(t-1). The minimum discounted squared residual 1is

obtained when:

F(n)A(n) = g(n) (D.5)

Since the fitting function, F(n), has an inverse F_l(n), the

coefficients A(n) are:

A(n) = F ' (n)g(n) (D.6)

The fitting function matrix, F(n) reaches a steady state

when f5 (t) < B_t/2 for all i and the steady state matrix F
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is given as:
i .y T .
BYf(~3)f" (-3) (p.7)

Using Equations D.5 and D.7, the steady state solution of

Equation D.4 is obtained to be:
FA(n) = x(n)£(0) + BL™IFA(n-1) (D.8)

A(n) is obtained by pre-multiplying both sides of this

equation by rl,

A(n) = x(m)F Yeco) + BF i lra(a-1) (D.9)

Term F-lf(O) is usually designated as h and 1is <called the
smoothing vector. Its coefficeints are constant for a
particular model. Designating BF~lL"lF by H, Equation D.9

reduces to:

A(n) = hx(n) + HA(n-1) (P.10)

1

Pre-multiply Equation D.7 by L' and post-multiply the
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<=1
result by[LT] L? the following equation is obtained:

-1 oo ]
I A sl ec-p 1 -0t
i=
1
= —(F - £(0YET (0) LT (D.11)
Hence H = BF ILUT'F = [I - F"1f§0)fT(0)]LT (D.12)

Because h = F—lf(O), H is given by

H =1~ h [LECO)]T (D.13)
Substituting the value of H in Equation D.10; A(n) is given
by:

A(n) = hx(n) + [L- h{LE(O)}1TA(n-1)

= hx(n) + LTA(n-1) - R[LECO)]T A(n~1) (D.14)
Since [Lf(O)]TA(n—l) = S(n-1) was the previous output,

substituting it in Equation D.l14 leads to Equation D.15:

A(n) = LUA(n-1) + hix(n) - S(n=1)] (D.15)

This is Equation 5.6 of Chapter 5.
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D.1 Numeriacl Values for the State Transition Matrix

and the Smoothing Vector

Mumerical values for the state transition matrix and
the smoothing vector for a voltage or current modelled by

Equation 5.9 are listed in this section. The sampling

interval in this 'case is assumed to be 30 electrical

degrees. The coefficients of the smoothing vector for this

case and three different values of the smoothing constant

k4 ’

a’ are given below.

1 0 0 0
11 0 0
(L) =14y o  0.8603 0.5000
0 0 -0.500 0.8603
a 0.25 0.10 0.05
B 0.93061 0.97400 0.98726
h; 0.12949  0.05024  0.02503
hy  0.00457  0.00066  0.00016
hy 0.04113  0.00605 0.00148
h, 0.12052  0.04977  0.02499

D.2

In this section some additional results of the

Additional Results of the Studies
Conducted in Chapter 5 '

studies

conducted in Chapter 5 are given.

Figures D.l1 to D.3

phase

algorithm

smoothing.

angles

and

smoothed

calculated

depict

using

the impedances and their

using the Mann and Morrison

the single exponential

Figures D.4 to D.6 show the impedances and their
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phase anglés calculated using the three sample least error
squares algorithm and smoothed using the single exponential
smoothing. The data in these cases was processed by the
(55-65 Hz) bandpass recursive filters. These results have

been discussed in details in Chapter 5.
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E.1 Parameters of the Power Systems Shown in
Figures 4.1 and 6.1

The parameters of the power systems shown in Figures
4.1 and 6.1 are given below. All values are in p.u. oOn 275

kV and 75 MVA basis.

Generators

positive sequence reactance Xj = 0.2 p.u.
negative sequence reactance X3 = 0.1 p.u.
zero sequence reactance Xg = 0.1 p.u.

Transformers

positive sequence reactance X] = 0.l p.u.
negative sequence reactance X2 = 0.1 p.u.
zero sequence reactance ¥p = 0.1 p.u.

Transmission Lines of Figure 6.1
positive seéuence impedance Z;1= 0.143+3j0.508 p.u.
negative sequence impedance Zp3= 0.143+30.508 p.u.
zero sequence impedance Zo= 0.326+31.390 p.u.
Transmission Line of Figure 4.1
positive sequence impedance ZL1=O.0004127+jO.004127 P .U
negative sequence impedance ZL2=O.0004127+jO.004127 P .
zero sequence impedance 7210 = 0.001238+3j0.01238 p.u.
Bus Voltages
voltages at the buses 2 and 4 are assumed to be

1.0 pou.
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E.2 A Technique to Modify the Filter Coefficients

The coefficients of the 6X9 least error squares filter
can be modified to include the relay setting impedance Zp.
The technique used to modify the filter «coefficients is

given in this section.

Consider that the row vectors [A] and [B] represent the

orthogonal filters such that:

Ipcos(e) = [A] [1] (E.1)
1x9 9x1

Ipsin(e) = [B] [1I] (E.2)
1x9 9x1

where: [I] is the colum vector representing nine sampled
values of a current

Now consider that the relay setting impedance 1is:
Zp = R + 3iX (E.3)
Also IpZr 1is given by:

i

{Ipcos(®@) + jIpsin(8)}(R + jJX

{RIpcos(e)-XIpsin(e)}+j{XIpcos(6)+RIpsin(8)} (E.4)
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Substituting for Ipcos(e) and Ipsin(e) from Equations E.I

and E.2, the following equations are obtained.

IpZe= R (A][1) - ¥ [BI[I] + 3% (a)}(1] + 3R [BI[I]

= [R{A] - X[(BI1][T) + j[x(a]l + R(B]]I[I] (E.S)

The real and imaginary components of Ier can ‘then be
obtained by using the row vectors [cl = [R[A]—X[B]] and

(D] = [X[A]+R[B]].

This technique saves conmnputation time when the product

Ier is computed in the real time mode.
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