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ABSTRACT

The Super Dual Auroral Radar Network (SuperDARN) of HF coherent radars routinely

report the so-called cross polar cap potential (CPCP), a voltage applied by the solar wind

and interplanetary magnetic field (IMF) onto the high-latitude ionosphere. The CPCP ul-

timately drives the global-scale plasma circulation and thus reflects the influence of the

Sun on the near-Earth electrodynamic environment. In this Thesis, SuperDARN measure-

ments of the CPCP collected over the year 2000 are investigated with a goal to statistically

assess its relationship with various parameters of the solar wind and IMF and to compare

found tendencies with expectations of several key theories/models predicting the CPCP.

It is shown that SuperDARN measurements show smaller CPCPs when compared with

theories/empirical models and show a smaller dependence on various parameters. Some

reported tendencies, such as IMF Bz dependence, were found to be consistent with mea-

surements by other instruments, as reported in the literature. In an attempt to clarify

the reasons for discrepancies, SuperDARN CPCPs were compared with velocity mea-

surements, acting as a proxy for the ionospheric electric field, from the Resolute Bay

ionosonde, which was in operation within the central polar cap and was monitoring the

flows contributing significantly to the CPCP. The expected linear relationship between Su-

perDARN CPCP and ionosonde velocities was confirmed. As a side issue, the Resolute

Bay ionosonde velocities were compared with the velocities measured by the SuperDARN

radars at Rankin Inlet and Inuvik over the area monitored by the ionosonde. Reasonable

agreement was found between the instruments, which implies that ionosondes and Super-

DARN are compatible.

ii



ACKNOWLEDGEMENTS

First, I would like to thank my supervisor Dr. Sasha Koustov. His help and guidance

made this Thesis possible. I would also like to thank the professors, researchers and grad

students in ISAS for support and feedback on this project; and all my fellow denizens of

the physics student lounge.

I would also like to thank Chad Bryant for the availability of the SuperDARN CPCP

data used in this Thesis; P. T. Jayachandran for the availability of CHAIN CADI data; and

NASA’s Goddard Space Flight Center for the availability of OMNI IMF and SW data.

Financial support, for which I am grateful, was received from the College of Graduate

Studies and Research, the Physics and Engineering Physics department and the Institute

of Space and Atmospheric Studies at the University of Saskatchewan, and the Canadian

Space Agency.

Finally, I would like to thank my parents and, most of all, my fiancée Kristan for her

constant support and patience with me during our time in Saskatoon.

iii



CONTENTS

Permission to Use i

Abstract ii

Acknowledgements iii

Contents iv

List of Tables vi

List of Figures vii

List of Abbreviations xi

1 Introduction 1
1.1 The Solar Wind and the Magnetosphere . . . . . . . . . . . . . . . . . . 1
1.2 Ionosphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Ionospheric Convection . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Ionospheric Electrodynamics . . . . . . . . . . . . . . . . . . . . 6

1.3 Coupling Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Objectives of the Undertaken Research . . . . . . . . . . . . . . . . . . . 9
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Cross Polar Cap Potential: Experimental Findings and Theoretical Under-
standing 13
2.1 Experimental Findings on the CPCP and its Dependence on Plasma Pa-

rameters of Near-Earth Space . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 The Hill-Siscoe Model: a Theory of the Cross-Polar Cap Potential Formation 19

2.2.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.2 Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 MHD Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Kivelson-Ridley Alfvén Wing Formulation . . . . . . . . . . . . . . . . . 25
2.5 Other Theories of CPCP Saturation . . . . . . . . . . . . . . . . . . . . . 26

3 Instrumentation 28
3.1 The Super Dual Auroral Radar Network . . . . . . . . . . . . . . . . . . 28

3.1.1 Determination of Velocity . . . . . . . . . . . . . . . . . . . . . 32

iv



3.1.2 Merge Technique . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.3 FIT Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Canadian Advanced Digital Ionosonde . . . . . . . . . . . . . . . . . . . 38
3.3 OMNI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3.1 Solar Wind Parameters . . . . . . . . . . . . . . . . . . . . . . . 41

4 SuperDARN Data and the E×B Drift Measured by the Resolute Bay CADI 43
4.1 Geometry of Observations and Approach to the Analysis . . . . . . . . . 44
4.2 Joint RKN-RB CADI Observations on December 24, 2010 . . . . . . . . 47
4.3 Statistics for 1-D (Projection) Comparison . . . . . . . . . . . . . . . . . 50
4.4 Statistics for 2-D (Vector) Comparison . . . . . . . . . . . . . . . . . . . 52
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.6 SuperDARN CPCP and CADI . . . . . . . . . . . . . . . . . . . . . . . 57
4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5 SuperDARN CPCP Dependence on the Solar Wind and Comparison with
Models 61
5.1 SuperDARN Map Coverage and the Range of External Parameters . . . . 62
5.2 CPCP and the Interplanetary Magnetic Field . . . . . . . . . . . . . . . . 64
5.3 CPCP and the IMF Clock Angle . . . . . . . . . . . . . . . . . . . . . . 66
5.4 CPCP and Solar Wind Velocity . . . . . . . . . . . . . . . . . . . . . . . 68
5.5 CPCP Dependence on IEF . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.6 Effect of the Size of the Magnetosphere . . . . . . . . . . . . . . . . . . 72
5.7 SuperDARN CPCP and SW Coupling Functions . . . . . . . . . . . . . . 74
5.8 CPCP and Solar Wind Pressure . . . . . . . . . . . . . . . . . . . . . . . 76
5.9 Alfvén-Mach Number and the SuperDARN CPCP . . . . . . . . . . . . . 79
5.10 Comparison of Simultaneous SuperDARN CPCP in Both Hemispheres . . 81
5.11 SuperDARN CPCP and Expectations from Previous Work . . . . . . . . 84

5.11.1 Boyle Empirical Model and SuperDARN CPCP . . . . . . . . . . 84
5.11.2 Hill-Siscoe Model and SuperDARN CPCP . . . . . . . . . . . . . 85
5.11.3 Ridley (2005) Model and SuperDARN CPCP . . . . . . . . . . . 86
5.11.4 Kivelson-Ridley (2010) Model and SuperDARN CPCP . . . . . . 87

5.12 Summary of the Findings . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6 Conclusions and Suggestions for Future Research 93
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.1.1 SuperDARN Velocity/CPCP Validation . . . . . . . . . . . . . . 93
6.1.2 SuperDARN CPCP Dependence on the Solar Wind/IMF . . . . . 94

6.2 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

v



LIST OF TABLES

3.1 SuperDARN radar locations and boresight directions. Radars used in this
Thesis are marked with asterisks. . . . . . . . . . . . . . . . . . . . . . . 29

3.2 The CPCP values derived using only the statistical models employed by
the SuperDARN FIT technique. . . . . . . . . . . . . . . . . . . . . . . . 39

5.1 Y-intercepts and slopes of linear fit lines from Figs. 5.9. . . . . . . . . . . 75
5.2 List of solar wind coupling functions and their correlation coefficient with

SuperDARN CPCP for 3 seasons. . . . . . . . . . . . . . . . . . . . . . 76

vi



LIST OF FIGURES

1.1 (a) A cross-section of the magnetosphere, in the plane containing the ge-
omagnetic dipole. (b) The magnetic merging/reconnection process for a
southward IMF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 IRI model-derived electron density height profile of the ionosphere for
noon, dawn, and midnight over Resolute Bay, Nunavut, Canada on March
5, 1997. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 (a) Typical FAC distribution across the polar regions for a southward IMF.
R1 currents are located poleward of the R2 currents. (b) Electric field
distribution resulting from currents in (a). (c) Typical E×B drift pattern
resulting from (b). (Modified from Kivelson and Russell, 1995). . . . . . 7

2.1 R1 current loops in the terminator plane, generated southward magnetic
field at the stagnation point (red), and the Earth’s dipole field (blue). . . . 21

2.2 (a) CPCP predictions of the Hill-Siscoe model versus solar wind electric
field for various parameters. The baseline (2) uses parameters psw = 1
nPa, θc = π and ΣP = 6 S. Curves (1), (3) and (4) use the baseline values
for parameters not listed on the plot. (b) Linear and Boltzmann fits for
SuperDARN CPCP data from summer 2000 and curves (1) and (4) from (a). 23

3.1 Fields-of-view of the currently-operating Super Dual Auroral Radar Net-
work radars in the (a) northern hemisphere and the (b) southern hemisphere. 30

3.2 An example of the radar signal processing techniques. (a) Real and imag-
inary parts of the ACF. (b) Doppler spectrum obtained through FFT of the
ACF. (c) Phase angle as a function of lag and its linear squares fit. (d)
Power variation of the ACF as a function of lag with exponential (λ) and
Gaussian (σ) least squares fits. (From Villain et al. (1987).) . . . . . . . . 33

3.3 The SuperDARN merge technique. . . . . . . . . . . . . . . . . . . . . . 34

3.4 Convection and electric potential distribution in the high-latitude iono-
sphere derived from SuperDARN radar measurements of plasma velocity.
The CPCP is the potential difference between the locations labelled + and
×. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.5 Scatterplot of the CPCP versus the number of points per SuperDARN con-
vection map for all available data in May 2000. Total number of available
points is shown in the top-left corner. . . . . . . . . . . . . . . . . . . . . 38

vii



4.1 Fields-of-view (FoVs) of the PolarDARN radars at (a) Inuvik and (b)
Rankin Inlet. Considered beams are shown by grey sectors within the
respective radar FoVs. RB location is shown by a red dot. . . . . . . . . . 44

4.2 A sketch illustrating (a) projection and (b) full vector comparisons of the
PolarDARN HF velocities and RB CADI velocity. . . . . . . . . . . . . . 45

4.3 Temporal variations of (a) the E×B magnitude and (b) direction (counted
clockwise from geographic north) as measured by the RB CADI, (c) CADI
E×B projection on the RKN beam 5 (range gate 27), (d) RKN l-o-s veloc-
ity and (e) the difference between the CADI expected and RKN-observed
l-o-s velocity along beam 5 over RB. . . . . . . . . . . . . . . . . . . . . 49

4.4 Scatterplots of the l-o-s velocity from (a) INV beam 13, gate 30 and (b)
RKN beam 5 gate 27 versus RB CADI velocity projected onto the respec-
tive beams. “Good” points (red) are where the PolarDARN-CADI veloci-
ties differ by at most a factor of 2. Total number of points n, the percentage
of good points, and the percentage with opposite polarity (bad) are shown
in the upper left corner. The slope m and y-intercept b from linear regres-
sion and the correlation coefficient r of non-bad points are shown in the
right bottom corner. The blue line shows the linear fit. (c) and (d) are
contour plots of the occurrence of the data from (a) and (b). Occurrence
of points vs UT for the (e) INV- and (f) RKN-RB CADI comparisons. . . 51

4.5 Scatterplots and contour plots comparing PolarDARN and RB CADI ve-
locity magnitudes and directions from November 2010 to March 2011.
The blue line is a linear fit to all points and the slope and the y-intercept
of the line are indicated on the right side with the correlation coefficient r.
Total number of points is n=1028. . . . . . . . . . . . . . . . . . . . . . 53

4.6 Scatterplots of the difference versus the average of each pair of (a) INV/(b)
RKN l-o-s and RB CADI projected velocities from quadrants 1 and 3 of
Figures 4.4a,b. The mean (µ) and standard deviation (σ) of the velocity
differences are shown in the top right corner. The black solid line denotes
perfect agreement and the dashed red lines are 2 standard deviations from
the mean. Red dots mark average values over 100 m/s bins, with error bars
denoting the standard deviation of each bin. . . . . . . . . . . . . . . . . 55

4.7 CADI 4 MHz virtual height of all sources for 13-17 UT on Dec 24, 2010.
The colour scale on the right denotes the power of the signals. . . . . . . 56

4.8 Scatterplot of LOS velocity from RKN Beam 7 Gate 40 vs. EU CADI
projected velocity for Nov 2010-Mar 2011. . . . . . . . . . . . . . . . . 57

4.9 Contour plot of SuperDARN CPCP and CADI velocity for available data
in the years 2000-2002. Black dots indicate average CPCP for each 100
m/s bin. Bars on each dot indicate the standard deviation for each bin.
Linear regression (slope, y-intercept, correlation coefficient) is shown in
the bottom right and number of points used in the plot is shown in the top
left. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

viii



5.1 Contour plots for the number of occurrences in the IMF Bz-By plane where
more than 300 map points were available in the northern hemisphere.
Three seasons are considered separately. . . . . . . . . . . . . . . . . . . 63

5.2 Histogram distributions for three seasonal datasets for a number of solar
wind parameters that characterize the CPCP, according to various theories. 63

5.3 Contour plots of SuperDARN CPCP vs IMF Bz and By for three seasons.
By data shown are only for periods when Bz < 0. Data trends are shown
with binned values (black dots, bins of 2.5 nT) and linear fits. Each panel
shows parameters of the linear fit (m is the slope of the line, b is the line’s
y-intercept and r is the correlation coefficient). By linear fits are done
separately for positive and negative values. . . . . . . . . . . . . . . . . . 65

5.4 Scatterplots of SuperDARN CPCP vs IMF BT for Bz < 0; three seasons are
considered. Data trends are demonstrated with binned values (red dots,
bins of 2.5 nT), a linear fit (green), and a square root fit (blue). Shown
is the total number of points involved, the parameters of the linear fit (m
is the slope of the line, b is the line’s y-intercept and r is the correlation
coefficient), and the square root fits. . . . . . . . . . . . . . . . . . . . . 67

5.5 Contour plot of the SuperDARN CPCP vs sin2(θc/2). Black dots are
binned values (bins of 0.1). The correlation coefficient is shown in the
bottom right corner. Total number of points considered is n=34345. . . . . 68

5.6 Contour plots of the SuperDARN CPCP vs solar wind velocity for three
seasons. Black dots show average CPCP for each 50 km/s bin. Linear re-
gression coefficients (slope, y-intercept, correlation coefficient) are shown
in the bottom right corner of each plot. Best fit line is shown in black. . . 69

5.7 Contour plots of SuperDARN CPCP vs IEF for three seasons. Data trends
are shown with binned values (black dots, bins of 2.5 mV/m) and linear fit
(black line). Each panel shows the total number of points involved and the
parameters of the linear fit, slope, y-intercept, and correlation coefficient. . 71

5.8 The linear fit lines for the SuperDARN CPCP dependence upon IEF for
1 RE bins of the magnetosphere radius Rms (values by each line are mid-
points of the given bin, in units of RE). Three seasons are considered
separately. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.9 The coefficients (a) b (y-intercept) and (b) m (slope) in the linear depen-
dence of the CPCP upon IEF (CPCP=mEsw + b) for various magneto-
sphere radius bins Rms for the data presented in Fig. 5.8. Three seasons
are shown, winter (blue), equinox (green) and summer (red). . . . . . . . 74

5.10 Scatterplot of the SuperDARN CPCP North vs SW pressure for equinox.
Red dots are binned values (bins of 2.5 nPa) and the green line is the linear
fit to the data (parameters of the fit shown in the right bottom corner). Total
number of points considered was n=17580. . . . . . . . . . . . . . . . . . 77

ix



5.11 (a-c) Binned values for the scatterplots “SuperDARN CPCP-solar wind
ram pressure” for three seasons. The data was divided into six IEF bins
(units of mV/m): 0-1 (green), 1-2 (light green), 2-3 (blue), 3-4 (cyan) 4-
5 (red) and > 5 (pink). (d) Slopes of the linear fit versus IEF bins for
the scatterplots “SuperDARN CPCP-solar wind ram pressure” for three
seasons: winter (blue), summer (red) and equinox (green). The dashed
black line is the average of all seasons. . . . . . . . . . . . . . . . . . . . 78

5.12 Contour plots of SuperDARN CPCP plotted versus (a) the SW Alfvén-
Mach number and (b) Alfvén velocity for equinox 2000. . . . . . . . . . 79

5.13 Plot of the best fit slope of CPCP vs vA for varying IEF bins plotted
against the average IEF value of each bin. Red/green/blue lines depict
summer/equinox/winter datasets. . . . . . . . . . . . . . . . . . . . . . . 80

5.14 Northern vs southern SuperDARN CPCP for (northern) (a) summer and
(b) winter 2000. Number of points is shown in the top left corner along
with the percentage of points where northern CPCP is greater than south-
ern CPCP. (c) and (d) show histograms of the CPCP difference, north mi-
nus south, of (a) and (b), respectively. . . . . . . . . . . . . . . . . . . . 82

5.15 Contour plots of the CPCP difference, north minus south, for (a,b) By and
(c,d) Bx for (northern) summer and winter. . . . . . . . . . . . . . . . . . 83

5.16 Contour plots of expected CPCP according to several models and Super-
DARN CPCP. Linear regression coefficients are shown in the bottom right
corner. Dotted black line shows one-to-one agreement. The solid black
line is the best fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.17 Scatterplot of expected CPCP from Eq. 2.16 without the v2
x term and Su-

perDARN CPCP for the winter dataset. . . . . . . . . . . . . . . . . . . . 88

x



LIST OF ABBREVIATIONS

SW Solar Wind
IMF Interplanetary Magnetic Field
IEF Interplanetary Electric Field
GSM Geocentric Solar Magnetic
FAC Field-aligned current
R1 Region 1
R2 Region 2
CPCP Cross polar cap potential
MHD Magnetohydrodynamics
MLAT Magnetic Latitude
FoV Field-of-View
SuperDARN Super Dual Auroral Radar Network
PolarDARN Polar Dual Auroral Radar Network
CHAIN Canadian High Arctic Ionospheric Network
CADI Canadian Advanced Digital Ionosonde
PCN Polar Cap North (Index)
DMSP Defense Meteorological Satellites Program
AMIE Assimilative Mapping of Ionospheric Electrodynamics
HF High frequency
l-o-s line-of-sight
ACF Autocorrelation function
HMB Heppner-Maynard boundary
RB Resolute Bay
EU Eureka
RKN Rankin
INV Inuvik
SAS Saskatoon
KOD Kodiak
AOA Angle of Arrival
AACGM Altitude-Adjusted Corrected Geomagnetic

xi



CHAPTER 1

INTRODUCTION

The Sun is the source of energy for everything on the Earth. Besides light in the visi-

ble spectrum of electromagnetic waves, the energy is continuously delivered through more

static fields and charged particles that are accumulated in the near-Earth environment. One

well-established effect is the onset of a quasi-static global-scale electric field that forces

the charged particles in the upper atmosphere to directional motion that is often referred

to as convection. The particle motion due to electric and magnetic fields affects the tem-

perature regime of the atmosphere at certain heights. Thus, the strength of the convection

ultimately determines how much energy is delivered to the near-Earth environment in the

form of particles and fields. The major goal of the intended research is to evaluate the effi-

ciency of energy delivery to the upper atmosphere through the global scale electric fields.

The following section contains a description of the basic concepts and major regions of

the near-Earth space based on the works of Hargreaves (1992) and Kivelson and Russell

(1995).

1.1 The Solar Wind and the Magnetosphere

The Sun continuously emits a highly-conducting plasma called the solar wind. It is com-

posed mainly of protons and electrons, in roughly equal parts, and a small percentage of

alpha particles, making up ∼5% of the total number of particles. The average solar wind

density nsw near the Earth is ∼5 cm−3. The solar wind plasma expands outward from

the Sun radially at velocities typically around 400 km/s and can exceed 1000 km/s un-

der strong solar conditions. The solar wind plasma drags solar magnetic field lines along

with it, forming the interplanetary magnetic field (IMF), with typical component values

1
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Figure 1.1: (a) A cross-section of the magnetosphere, in the plane containing the geo-
magnetic dipole. (b) The magnetic merging/reconnection process for a southward IMF.

from -10 to 10 nT. Due to the highly-conducting nature of the solar wind, the IMF flux is

“frozen” into the plasma.

As the solar wind approaches the near-Earth environment, it interacts with the Earth’s

dipole-like magnetic field (Fig. 1.1a). The solar wind is diverted around the geomagnetic

field, creating a cavity, the magnetosphere, which is compressed by the solar wind on the

dayside and elongated on the nightside, forming the magnetotail. The boundary between

the magnetosphere and the solar wind, the magnetopause, is formed by the balancing of the

solar wind pressure psw and the geomagnetic field pressure. On the dayside, this implies

that the magnetosphere extends out to (Spreiter et al., 1966)

Rms =

(
(2B0 R3

E)
2

2µ0 psw

)1/6

≃ 10.7p−1/6
sw RE , (1.1)

where B0 = 31 µT is the strength of Earth’s magnetic field at the surface of the Earth near

the magnetic equator, RE = 6371 km is the Earth’s radius, and µ0 = 4π×10−7N ·A−2 is the

permeability of free space. The point on the dayside magnetopause farthest from the Earth

is known as the stagnation point; the distance to the stagnation point is the magnetosphere

radius. Near ±78◦ magnetic latitude, there are neutral points called the polar cusps, where

the magnetic field at the magnetopause is near zero.

About 2-3 RE in front of the magnetopause, the solar wind undergoes a sudden decel-

eration, changing from supersonic to subsonic speeds. This occurs in a region called the

2



bow shock, which is analogous to the shock wave that forms around a jet or bullet trav-

elling at supersonic speeds. The area between the bow shock and the magnetopause, the

magnetosheath, is filled with a slower-moving but hotter plasma. Both the plasma density

and IMF field strength increase by a factor r (Ridley, 2005),

r =
2(γ+1)

C+
√

C2 +4(γ+1)(2− γ)M−2
A

, (1.2)

C = γ−1+2M−2
s + γM−2

A , (1.3)

where

MA =
vsw

vA
, (1.4)

Ms =
vsw

cs
, (1.5)

vA =
B

√
µ0ρ

, (1.6)

cs =

√
γkBTp

mp
, (1.7)

are the Alfvén-Mach number, sonic Mach number, Alfvén velocity and thermal speed,

respectively; mp is the mass of a proton; Tp is the solar wind proton temperature; kB is

the Boltzmann constant; B is the IMF strength; ρ is the solar wind mass density and γ is

5/3. In the limit of large Mach and Alfvén-Mach numbers, r approaches the upper limit

of 4. Boundary conditions require that the total solar wind pressure (dynamic, magnetic

and thermal), the solar wind electric field and the mass flux are constant across the bow

shock. The magnetosheath plasma either is diverted around the magnetopause, with ions

moving duskward and electrons moving dawnward, setting up a closed current system

called the Chapman-Ferraro currents, or travels along geomagnetic field lines into the

ionosphere forming field-aligned currents (FACs) known as Region 1 (R1) currents. The

process believed to be primarily responsible for generating the R1 currents is magnetic

reconnection.

Reconnection is a process that occurs in plasma where magnetic field lines from dif-

ferent domains can couple and form two topologically different field lines. This occurs at

the frontside magnetopause when the IMF is antiparallel to the geomagnetic field. “Merg-

ing” is the term often used for the dayside process. For a southward IMF, where Bz < 0
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in the GSM1 coordinate system, merging occurs near the stagnation point (Fig. 1b), while

for a northward IMF (Bz > 0) it occurs at high latitudes anti-sunward of the polar cusps.

Merging results in geomagnetic field lines becoming “open” to the solar wind, allowing

particles to flow into the magnetosphere and the solar wind electric field,

Esw =−v×B, (1.8)

to map into the so-called polar cap along magnetic field lines; the polar cap is essentially

a region of open field lines. The open field lines are dragged by the solar wind to the

magnetotail where they decouple from the IMF and form a closed field line once more.

Energy released from tail reconnection accelerates plasma towards the Earth where it en-

ters the plasma sheet, which is a population of cold plasma trapped in the magnetosphere

containing ions and electrons from both the ionosphere and the solar wind; the inner edge

of the plasma sheet is the source of Region 2 (R2) currents that map into the high-latitude

ionosphere along closed field lines.

1.2 Ionosphere

The ionosphere is the layer of the Earth’s atmosphere where neutral atoms undergo ionisa-

tion, resulting in a population of ions and electrons that form a plasma. There are two main

sources of ionisation: solar radiation and, at high latitudes, particles precipitating along

the magnetic field lines from the magnetosphere. Because the ion-electron pair formation

processes depend on height, the established electron density profile has peaks at several

heights, which define the E and F regions (Fig. 1.2).

The E region peak is located around 100 km altitude and is formed by the ionisation

of O and N2. Due to collisions, such as O with N+
2 and O+ with N2, the most populous

ion in the E region is NO+. The E region rapidly disappears at night due to a lack of

ionising photons and the recombination of NO+ with electrons. Above the E region is

1The Geocentric Solar Magnetospheric (GSM) coordinate system is defined as follows: the origin is the
center of the Earth; x̂ is along the line connecting the center of the Earth to the center of the Sun; ŷ is the
cross product of the magnetic dipole axis and x̂, with positive towards dusk; and ẑ is the cross product of x̂
and ŷ. The magnetic dipole axis is in the xz plane.
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Figure 1.2: IRI model-derived electron density height profile of the ionosphere for noon,
dawn, and midnight over Resolute Bay, Nunavut, Canada on March 5, 1997.

the F region, where N2 concentrations are much lower than that of O. Here, the ionisation

of O is the main source of electrons, with a peak electron density at ∼250 km. On the

dayside, a deformation in the F region peak can occur, separating it into the F1 and F2

layers (Fig. 1.2, curve 1). While the density does diminish at night, the F region does not

disappear like the E region because O+ must be turned into NO+ through collisions with

less abundant N2 to undergo recombination.

1.2.1 Ionospheric Convection

Ions and electrons in the ionosphere are in continuous motion. Plasma motion at high lat-

itudes is driven primarily by quasi-static electric fields and the Earth’s magnetic field, but

is also affected by the winds through collisions with neutrals. For an electric field parallel

to the magnetic field (or in absence of a magnetic field), the velocity of an ion relative to

the neutral wind is vin = qiE/miνin, where νin is the ion-neutral collision frequency, mi is

the ion mass and qi =+e is the ion charge, where e = 1.602×10−19 C is the elementary

charge; a similar equation holds for electrons, denoted by e subscripts instead of i, which

denote ions. For an electric field perpendicular to a magnetic field, the equation of motion
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for ions gives 2 velocity components, parallel to E and perpendicular to both E and B:

vin =
1

1+α2
i

[
αi

E⊥
B

+
E⊥×B

B2

]
, (1.9)

where αi = νin/ωi is the ratio of the ion-neutral collision frequency to the ion cyclotron

frequency ωi = qiB/mi. For ions in the E region, the first term dominates, but above

120 km, where αi ≈ 1, the second term dominates and the ions undergo what is known as

E×B drift. Electrons, which follow a similar equation, will E×B drift above 80 km due

to a much higher cyclotron frequency.

1.2.2 Ionospheric Electrodynamics

The parallel and perpendicular particle motions give rise to ionospheric currents. The cur-

rent density is the sum of the ion and electron currents, J = niqivi+neqeve, where ni is the

ion density and ne is the electron density; the ionosphere is assumed to be quasi-neutral,

ni ≈ ne. The current density can be related to the electric field through the conductivity

σ. Like velocity, currents and conductivities have 3 components: parallel to the magnetic

field B (Birkeland or field-aligned current), parallel to E and perpendicular to B (Peder-

sen current) and in the E×B direction (Hall current). The parallel, Pedersen and Hall

conductivities are respectively given by the expressions

σ∥ = ni e2
(

1
miνin

+ 1
meνen

)
,

σP = ni e
B

(
αi

1+α2
i
+ |αe|

1+α2
e

)
,

σH = ni e
B

(
1

1+α2
i
− 1

1+α2
e

) (1.10)

The full current density vector is given by Ohm’s law J= ¯̄σ ·E, where ¯̄σ is the conductivity

tensor:

¯̄σ =


σP σH 0

−σH σP 0

0 0 σ∥

 (1.11)

The conductivities are height-dependent due to the collision and plasma frequencies, vary

with the density of the neutral atmosphere, which decreases with height. Ohm’s law is

often written in 2-dimensional form for height-integrated conductivities, I = ¯̄Σ ·E, where

ΣH =
∫ ∞

0 σH(z)dz (likewise for ΣP), often referred to as the Hall (Pedersen) conductance.
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The electric field primarily responsible for plasma motion in the high-latitude iono-

sphere is established via the field-aligned currents (Fig. 1.3a) that connect the ionosphere

to the solar wind and magnetosphere. The current system closer to the pole is the R1

current system, generated by solar wind-magnetospheric coupling. The R1 current enters

the ionosphere on the dawn side and exits on the dusk side, generating an electric field

pointing in the dawn-to-dusk direction, which is the same direction that Esw points for a

southward IMF. The weaker R2 currents flow in the opposite direction, entering duskward

and exiting dawnward. The electric field configuration from the two current systems (Fig.

1.3b) drives the F region plasma along a configuration known as a two-cell convection

pattern (Fig. 1.3c).

Figure 1.3: (a) Typical FAC distribution across the polar regions for a southward IMF. R1
currents are located poleward of the R2 currents. (b) Electric field distribution resulting
from currents in (a). (c) Typical E×B drift pattern resulting from (b). (Modified from
Kivelson and Russell, 1995).

Associated with the ionospheric electric field is an electric potential over the polar

caps. The potential reaches a maximum in the dawn cell and a minimum in the dusk cell.

The difference between the two is called the cross polar cap potential (CPCP). The CPCP
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has an average value around 50 kV, but varies depending on solar wind and ionospheric

conditions.

1.3 Coupling Function

The concept of the coupling function came along when researchers decided to find out a

function describing the energy deposition into the Earth’s ionosphere from known param-

eters of the solar wind and IMF. One benefit of having such a function is a capability of

forecasting strong and harmful (for technological systems) space weather events.

Over the years, many coupling functions have been proposed. Some of them had the-

oretical arguments while others were introduced empirically. The southward component

of the IMF, Bz < 0, has always been considered a key parameter as it controls the merging

processes at the front-side magnetosphere (Dungey, 1961). As a result of merging, the

interplanetary (solar wind) electric field Esw = vxBz is transferred, along the reconnected

magnetic field lines, into the polar cap and thus a global-scale potential difference (CPCP)

between the dawn and dusk sectors of the ionosphere is set. The CPCP drives the iono-

spheric current systems. Thus, the simplest coupling function could simply be Bz or the

IEF.

Perrault and Akasofu (1978) took into consideration a contribution to merging from

the IMF By component and proposed a formula, known now as the ε parameter:

ε = vxB2
T sin4(θc/2). (1.12)

Here BT is the magnitude of the IMF component in the Y-Z plane in the GSM coordinate

system, θc is the IMF clock angle, defined as

θc = arctan(By/Bz). (1.13)

The clock angle is measure clockwise from the positive Bz axis, such that for By = 0,

θc = 0 when Bz > 0 and θc = π when Bz < 0. Later on, the reconnection electric field, or

Kan-Lee function, became more popular:

Er = vxBT sin2(θc/2). (1.14)

8



For many years, no criterion existed for a better choice of the coupling function.

Newell et al. (2007) suggested that the most relevant coupling function should have the

best correlation with the parameters characterising energy deposition in the Earth’s iono-

sphere. These authors found that the function

Ec = v4/3
x B2/3

T sin8/3(θc/2) (1.15)

has the best correlation with 10 parameters, including the Auroral Electrojet (AE) index,

Disturbance storm time (Dst) index, and size of the polar cap.

A similar approach was followed by Lyatsky et al. (2007) who correlated their coupling

function with the so-called Polar Cap North (PCN) magnetic index. The PCN index is de-

rived from Thule magnetometer data (in the central polar cap) while correlating them with

the parameters of the solar wind (Troshichev et al., 2006). The PCN index is considered

to be a good proxy for the reconnection electric field.

1.4 Objectives of the Undertaken Research

This thesis is aimed at investigation of the cross polar cap potential (CPCP), one of the

major parameters characterising the electrodynamic state of the high-latitude ionosphere.

Although at the beginning of the research the target was more specific, the phenomenon of

CPCP saturation at strong external drivers, the project eventually evolved into a more gen-

eral investigation of CPCP relationship/correlation with the parameters of the solar wind

and interplanetary magnetic field. Such a broadening of the scope of the work happened

after it was realised that the currently available CPCP data from the Super Dual Auro-

ral Radar Network (SuperDARN) HF radars, the major instrument for the Thesis, are not

really suitable for studying the saturation phenomenon.

The other issue, which has been around the SuperDARN CPCP estimates for a while,

is the fact that these radars generally produce CPCP values that are smaller than estimates

given by other techniques, first of all through direct ionospheric drift measurements on

satellites, such as the Defense Meteorological Satellite Program (DMSP) satellites. How

strong the effect is still needs to be established. In addition, the exact reasons for the
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discrepancies have not been identified although a number of them have been discussed in

the literature. In this view, further investigation of the potential reasons was undertaken.

To address the issue, data from the Canadian High Arctic Ionospheric Network (CHAIN)

ionosondes (that can measure the velocity of plasma motions at F region heights) were

utilised.

More specific targets of the Thesis are:

1. Investigate the compatibility of the ionospheric plasma velocity measurements by

the CHAIN ionosonde at Resolute Bay and the PolarDARN radars at Rankin Inlet

and Inuvik. It should be noted that although E×B drift measurements from ionoson-

des are available for a number of locations and, in some places, for extended periods

of time, insufficient efforts have been made in validating these instruments. This is

an important issue since published results clearly indicate that the ionosondes can

produce velocities that are quite different from the ones measured by the incoherent

scatter radars (Sedgemore et al., 1996, 1998; Scali et al., 1995) and DMSP satellites

(Koustov et al., 2007). Besides general interest to the ionosonde performance as a

method of plasma convection monitoring, there is another important aspect of val-

idation work. In the future, velocity data from multiple ionosondes, especially in

exotic places such as the Canadian High Arctic, could be very valuable as additional

data for proper construction of the global-scale plasma convection maps and thus

for derivation of the CPCP. It is then highly desirable to establish the compatibil-

ity between ionosonde velocities and velocities measured by the SuperDARN HF

radars in a statistical sense, at least to have an idea about the general trends between

the data. An interesting side aspect of ionosonde and HF radar velocity measure-

ments is the fact that ionosondes operate at a frequency ∼3 times lower (4 MHz

versus 12 MHz). It means that the index of refraction for ionosonde radio waves is

smaller than that for the SuperDARN radars. It is well accepted now that the Su-

perDARN velocity is an underestimation of the real E×B ionospheric plasma drift

(by at least 10%). It might be that the “index of refraction” effect is applicable to

ionosonde measurements as well, and this would imply that ionosondes underesti-

mate the E×B drift more than the SuperDARN radars do.
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2. Establish whether the SuperDARN CPCP, inferred from the data of all SuperDARN

radars, is proportional to the average velocity over the polar cap as measured by

the Resolute Bay (RB) CADI ionosonde. Such a comparison makes sense even

for a single-point velocity measurement since the plasma flow within the polar cap

(extremely high latitudes) is expected to be uniform and a measurement in one spot

does reflect the strength of the average plasma flow. Such a comparison allows one

to conclude if the reasons for the SuperDARN CPCP underestimation is only the

HF radar velocity underestimation effect.

3. Investigate the relationship/correlation of the CPCP with various parameters of the

near-Earth space. Research in this area has been going on for almost three decades.

Over the years, various instruments have been used, but none of these provided

relatively long datasets covering periods of minimum and maximum solar activity.

Importantly, current computer and analytical models are inadequate to describe em-

pirical findings. In many previous publications, episodic data from various, perhaps

drastically different, conditions were merged into a single database to reach rea-

sonable statistics. With the SuperDARN data, these difficulties can be significantly

alleviated. However, this is not to say that the SuperDARN data are continuous and

without problems.

The more specific issues of the investigation are as follows. First, the ones based on

SuperDARN data that have not been published in the past are listed:

• SuperDARN CPCP variation with the IMF Bz, By, BT and solar wind velocity,

each of the parameters being considered individually,

• SuperDARN CPCP dependence on Alfvén-Mach number and Alfvén velocity,

• SuperDARN CPCP as a parameter characterising the coupling function,

• Inter-hemispheric differences including dependence on the IMF Bx and By.

Effort was also put into confirming, on a different and usually larger database, the

following dependences reported earlier, with various amounts of SuperDARN data
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involved: SuperDARN CPCP dependence on IMF clock angle, interplanetary elec-

tric field, and solar wind pressure.

4. Test several quantitative theories predicting the CPCP variation with various param-

eters of the near-Earth space and comment on the areas of agreement and disagree-

ment. It should be noted that several SuperDARN publications have dealt with this

issue, for example the works by Shepherd et al. (2003), Khachikjan et al. (2008)

and Koustov et al. (2009a). However, since then a couple of new theories have

emerged. In addition, previous comparisons have been done with a database se-

lected by hand-picking individual convection maps, which might be subjective. In

this Thesis, more objective (not necessarily more relevant) criteria of data selection

were adopted which makes it easy to double-check or reprocess obtained results.

1.5 Thesis Outline

The Thesis is organised as follows. In Chapter 2, what is known about the ionospheric

CPCP experimentally is summarised and then a description of theoretical models predict-

ing the CPCP is given. The emphasis is made on one theory, the Hill-Siscoe model, be-

cause it is the most advanced, widely cited and tested with various datasets. In Chapter 3,

instruments whose data will be used in the Thesis are introduced: the SuperDARN radars,

CADI ionosondes and satellite-based OMNI data. Chapter 4 is devoted to the investigation

of the velocity data collected jointly by the Resolute Bay CADI and PolarDARN radars to

establish the data compatibility, as well as the investigation into the relationship between

SuperDARN CPCP and CADI velocities. Chapter 5 is an investigation of the SuperDARN

CPCP relationship/correlation with various parameters of the solar wind. Finally, in Chap-

ter 6, major findings of the Thesis are summarised and suggestions for future research are

given.
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CHAPTER 2

CROSS POLAR CAP POTENTIAL: EXPERIMENTAL

FINDINGS AND THEORETICAL UNDERSTANDING

CPCP has been of interest to space physicists since the emergence of the concept of

the IMF merging with the Earth’s magnetic field because this parameter characterises the

efficiency of energy delivery into to the Earth’s (electrodynamic) environment. However,

for CPCP measurements, ionospheric plasma data on a global scale are needed, and for

a long time, this was partially achievable only with satellites and these have always been

limited. Satellite measurements give convection along an individual path that might not

pass through the foci of the convection cells so that the reported CPCP can be actually

underestimated. Also, satellite measurements are not a “snapshot” of the ionosphere at a

given time but sequential measurements made as the satellite crosses the polar cap, which

may not reflect a rapidly-changing ionosphere. The introduction of the SuperDARN co-

herent radars provided opportunities for more regular measurements of the CPCP.

The CPCP has traditionally been considered to be dependent on the parameters char-

acterising the near-Earth space. Over the years, several such functions were introduced,

mostly reflecting efficiency of the merging processes, although the exact mechanisms were

largely unknown. These functions, while having some physical significance, are neverthe-

less empirical and there is no clear preference to a single one. The most popular parameters

considered are the IEF, Akasofu-Perrault ε parameter and the reconnection electric field

Er (Equation 1.14). In some studies, the PCN index was considered.
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2.1 Experimental Findings on the CPCP and its Depen-

dence on Plasma Parameters of Near-Earth Space

The first investigations of the ionospheric CPCP were reported in the 1980s. Reiff et al.

(1981) considered Dynamic Explorer (DE-C, DE-D) and S3-3 data and found linear CPCP

variation with IMF Bz, IEF, Er and ε. The correlation coefficient ranged from 0.59 (IMF

magnitude) to ∼0.9 (ε parameter). The correlation with the solar wind velocity was

found to be very low, r = 0.04. The highest CPCPs in the study were ∼120 kV. Wygant

et al. (1983) considered S3-3 satellite data, which orbited at heights ranging from 240 to

8040 km, and found that typical CPCP values were 40-80 kV. They noticed a saturation

effect of the CPCP to ∼120 kV for strong values of ε.

Doyle and Burke (1983) reported the same maximum values of the CPCP but did

not identify the effect of saturation while plotting CPCP against Vsw B sin2(θc/2). The

empirical model of Weimer (1995) based on DE-2 satellite data predicts maximum CPCP

values of 120 kV for southward IMF and ∼30 KV for northward IMF. For IEF > 3 mV/m,

though, the DE-2 data showed some tendency for saturation.

Troshichev et al. (1996) analyzed several cross-polar passes of the EXOS-D satellite

and reported a linear dependence of the CPCP versus the PCN index. The correlation

coefficient of the dependence was found to be 0.82, but maximum IMF values were only

∼10 nT.

de la Beaujardiere et al. (1991) considered incoherent scatter radar data. The range of

the CPCP was found to be smaller with average values around 50 kV. Seasonal variation

was reported with the strongest CPCP being in the fall, followed by winter, spring and

summer. It is worthy to note that the differences were small, on the order of several kV.

More comprehensive CPCP studies have been performed with ion drift meters on

DMSP satellites (Boyle et al., 1997). These authors used about 58,000 crossings of the

polar cap and found that the CPCP is strongly dependent on the IMF; as the IMF becomes

more and more negative, the CPCP increases from the IMF-independent values of ∼16 kV

(for Vsw ∼ 400 km/s). The IMF By effect was less obvious, as well as the dependence on
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the plasma density. When the solar wind velocity increased, the CPCP increased; how-

ever, this increase was not strong so that no CPCP variation with solar wind pressure was

found. Fitting all the data available to a single equation, Boyle et al. (1997) arrived to the

empirical formula

ΦB = 10−4v2
x +11.7Bsin3(θc/2). (2.1)

The above equation implies that there is no CPCP saturation effect at large vx and B, in

contrast with other studies. It is interesting that the average potential was found to be

∼10 kV larger during equinoxes as compared to winter/summer time. Winter CPCPs are

larger than summer CPCPs by ∼5 kV.

Boyle et al. (1997) also reported an increase of the CPCP with the Kp index, a measure

of disturbances in the horizontal component of the Earth’s magnetic field, by presenting a

plot with a near linear dependence of the CPCP upon Kp up to Kp ∼6. Because of a gen-

eral interest with plasma parameters during great storms in the early 2000s, Hairston et al.

(2003) made a focused study of the CPCP for the strongest storms and found deviations

from linearity with E =VxBT , although the saturation per se has not been seen. The max-

imum CPCP values were as high as 400 kV, although typical values were up to ∼250 kV.

Later data on CPCP during superstorms (Hairston et al., 2005) were plotted as a function

of the reconnection electric field, convincingly demonstrating the CPCP saturation effect

in DMSP data. It should be stressed that the Weimer (1995) DE2 satellite drift data did

not show large CPCPs of ∼250 kV and the reasons for such large discrepancy with DMSP

measurements for different periods is worth understanding.

A new era in CPCP studies began with the introduction of SuperDARN global-scale

convection maps in the early 2000s (Shepherd and Ruohoniemi, 2000; Shepherd et al.,

2002; Bristow et al., 2004). It was clear from the very beginning that SuperDARN CPCP

increases with the IMF strength but maximum CPCP values do not normally exceed

100 kV. A more systematic study of the CPCP dependence on IMF and solar wind condi-

tions was undertaken by Shepherd et al. (2003). The selected dataset showed CPCP values

below 80 kV for moderate reconnection electric fields. A saturation effect was found to

begin starting from Er ∼2 mV/m. No clear dependence on the solar wind pressure was

found. The saturation effect of the CPCP was also obvious in data presented by Bris-
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tow et al. (2004) and a later paper by Khachikjan et al. (2008). Khachikjan et al. (2008)

insisted that the threshold for the saturation effect is ∼3 mV/m, in terms of the IEF. Ex-

tending that analysis, Koustov et al. (2009a) undertook a focused study by hand-selecting

data with good coverage in both hemispheres and found that the threshold for the CPCP

saturation occurs indeed at ∼3 mV/m, for both the Er field and the IEF and in both hemi-

spheres. The threshold in terms of PCN index was found to be 3, in clear disagreement

with results by Troshichev et al. (1996) who did not see saturation even at PCN = 5. Inter-

estingly, in terms of the trend, the saturation effect was shown to start earlier and achieve

the saturated values faster during winter as compared to summer. Koustov et al. (2009a)

also reported that for about 150 points of simultaneous data in the northern and southern

hemispheres, sunlit ionosphere had larger CPCP, contrary to theoretical expectations and

DMSP measurements by Boyle et al. (1997). Finally, it was found that the entire Super-

DARN database does not have CPCP values above 120 kV, which identifies the major

disagreement between the ground-based and satellite measurements of the CPCP.

Very similar results were obtained by Grocott et al. (2009), who created a SuperDARN

CPCP database by simply imposing a condition on the number of vectors available for the

CPCP estimates. Specifically, they selected the value of 200. These authors showed that

the CPCP is well described by the sin2(θc/2) clock angle function. They selected as the

plotting parameter the IEF multiplied by the sin2(θc/2) term. The CPCP was shown to

grow almost linearly with this parameter at small values and it saturates at large values.

The CPCP was found weakly dependent on the solar wind magnetosonic Mach number.

SuperDARN studies indicate that the CPCP estimates at large IEFs could be erroneous.

Some of these reasons will be discussed in Chapter 3. Here another reason will be men-

tioned, one more widely accepted by the SuperDARN community. It is well known that

as the IMF becomes more and more negative, the auroral oval, characterising areas with

strong particle precipitation and enhanced E fields, expands equatorward so that the radars

either lose echoes or may detect E region echoes, which have velocities well below E×B

plasma drift. Baker et al. (2007) attempted to include data from the mid-latitude Wallops

Island radar into the analysis. For the event considered, they were able to show that the

CPCP is about 20 kV larger than the one estimated without considering the mid-latitude
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data.

A number of studies estimated the CPCP from the magnetometer data using the As-

similative Mapping of Ionospheric Electrodynamics (AMIE) approach (Richmond and

Kamide, 1988; Richmond, 1992). In terms of maximum CPCP values, these studies are

roughly in agreement with DMSP measurements, i.e. maximum values can be of several

hundred kV, although Kihn et al. (2006) showed that while there is linearity between AMIE

and DMSP, statistically DMSP CPCP can be greater than AMIE CPCP by as much as 25%.

The AMIE-produced CPCPs do show saturation effect but to very high values, greater than

200 kV. There is disagreement regarding the threshold IEF starting from which the nonlin-

earity begins. While Russell et al. (2001) identified it as ∼3 mV/m, Liemohn and Ridley

(2002) argued that it is actually as large 10 mV/m.

Recently, multi-year data from electric field instruments on CLUSTER satellites have

been processed to infer a statistical convection pattern and estimate the CPCP (Haaland

et al., 2007; Förster et al., 2007). These studies showed CPCPs up to 100 kV, somewhat

larger than the ones known from SuperDARN measurements and measurements on DMSP

satellites (e.g., Papitashvili and Rich, 2002). An almost linear increase with Er and IMF

BT was reported. A deviation from linear trends was noticed starting from Er = 2 mV/m.

A weak positive correlation with the solar wind ram pressure was reported. However,

for small solar wind ion densities, suggesting a low ram pressure, the CPCP showed some

decrease. Another interesting conclusion is that CPCPs in the northern and southern hemi-

spheres were found to be very close to each other, implying that the effect of conductance

is insignificant. The only clearly identified effect was a summer increase in average elec-

tric field for quiet conditions, given as Dst > -30 nT, where Dst is the disturbance storm

time index, a measure of the fluctuations in the Earth’s magnetic field strength.

The saturation of the CPCP has been also articulated in terms of typical/average ve-

locity of the plasma flow across the central polar cap. MacDougall and Jayachandran

(2001, 2006) considered convection data gathered by CADI ionosondes deep in the polar

cap, at Eureka (magnetic latitude (MLAT) = 88.7◦) and Resolute Bay (MLAT = 83.6◦).

Originally, the plots of the ionosonde velocity versus IMF Bz were interpreted in terms of

linear dependencies (MacDougall and Jayachandran, 2001), despite that some saturation
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had been seen. Later (MacDougall and Jayachandran, 2006), similar data were shown to

have a saturation at |Bz| > 3-5 nT. The saturation effect in the velocity was more clearly

seen in DMSP data (Troshichev et al., 2000) and PolarDARN HF radar velocity data (Fiori

et al., 2009) once the velocities were plotted against the PCN magnetic index. These stud-

ies indicated that the threshold for saturation to begin was of the order of PCN ∼ 3 and 2,

respectively.

Lastly, a number of studies have investigated the CPCP dependence upon external

drivers for sunlit (high-conducting) and dark (low-conducting) ionospheres. Boyle et al.

(1997) noticed that CPCPs are larger during equinoxes and smallest during summer. The

differences though are on the order of 5 kV. Cluster CPCPs are almost independent on the

conductance (Haaland et al., 2007; Förster et al., 2007). However, AMIE modelling by

Ridley and Kihn (2004) shows a very strong dependence on conductance for the convection

velocity and, although much weaker, for the CPCP; they showed ∼2 times larger rates of

average velocity increase with the PCN index for summer conditions (as compared to

winter conditions) and only ∼1.1 times larger for the CPCP. Förster et al. (2007) showed

some dependence for the velocity (but none for the CPCP) in their CLUSTER data. Fiori

et al. (2009), by considering PolarDARN radar data, did not confirm the above results

regarding velocity variation.

Interesting results have been reported very recently by Pettigrew et al. (2010) and

Cousins and Shepherd (2010). These authors reconsidered the SuperDARN database for

1998-2002 and created a new convection model, more flexible than the one developed

earlier by Ruohoniemi and Greenwald (2005). Cousins and Shepherd (2010) found that

the new CPCPs are ∼10% larger than the ones reported previously from SuperDARN data.

From their more detailed analysis of SuperDARN data, Pettigrew et al. (2010) showed that

CPCP in the south to be systematically larger than the CPCPs in the north for negative IMF

Bz. The differences between hemispheres are less than 10% on average, but the strength

of the convection in the individual cells can differ by 15% to 20% on average. This is

in contrast to Koustov et al. (2009a) who observed larger CPCPs for the sunlit (summer)

hemisphere and a similar result was reported by Shepherd (2007). It should be noted that

the former two papers used the standard SuperDARN processing software and this might
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be the reason for different results. Cousins and Shepherd (2010) believe that this is not

the correct approach as the startup convection models that they developed are apparently

somewhat different between the two hemispheres. This result, however, poses questions as

to what extent the SuperDARN CPCPs are affected by the startup convection model (see

Discussion in Koustov et al. (2009a)). For this reason, it is worth performing a statistical

study of the CPCP with the model-independent approach by Fiori et al. (2010).

2.2 The Hill-Siscoe Model: a Theory of the Cross-Polar

Cap Potential Formation

One of the more advanced theories predicting the CPCP dependence on parameters of

the solar wind, including the saturation effect, was introduced by Hill et al. (1976) and

improved upon by Siscoe et al. (2002b), who specified the physics involved and combined

it with results from magnetohydrodynamic (MHD) simulations. In this section, major

points and arguments of this theory are described.

2.2.1 Derivation

Hill et al. (1976) proposed that the CPCP is limited by 2 factors: the total electrical energy

available from the solar wind and a feedback process that restricts the maximum intensity

of the Region 1 current system. The overall expression for the CPCP was introduced as a

combination of these two values:

ΦPC =

(
1

Φm
+

1
ΦS

)−1

, (2.2)

where Φm is the magnetospheric potential, the electric potential applied by the solar wind

across the dayside magnetopause, and ΦS is the saturation potential, the maximum poten-

tial that is achievable across the ionosphere through the R1 current system. In this form,

the CPCP remains less than the minimum of the two potentials and under strong solar

wind conditions, Φm ≫ ΦS, ΦPC ≈ ΦS, which implies saturation.
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The CPCP formulation given by Hill et al. (1976) is

Φm ≤ vA Bsh Rms, (2.3)

ΦS ≤ Rms Bd

µ0 ΣP
, (2.4)

ΦPC ≤ Φm

1+ ΣP
Σ0

=
vA Bsh Rms Bd

Bd +ΣP µ0 vA Bsh
, (2.5)

where Bsh is the strength of the IMF in the magnetosheath, Bd ≈
√

2µ0 psw is the strength

of Earth’s magnetic dipole at the magnetopause, and Σ0 ≡ Bd/(Bsh µ0 vA) is called the

critical conductivity, the point where saturation becomes important. ΦS can be derived by

equating the Poynting flux to resistive losses in the ionosphere, i.e. Joule heating.

Siscoe et al. (2002b) expanded the initial concept of Hill et al. (1976) by detailing the

processes of the solar wind electric field mapping to the ionosphere from the merging site,

assumed to be the stagnation point at the front of the magnetopause. According to Siscoe

et al. (2002b), the CPCP is generated primarily by the R1 currents following Ohm’s law:

I1 = ξΣP ΦPC, (2.6)

where Σp is the height-integrated ionospheric Pedersen conductance and ξ is a magnifica-

tion factor dependent on the geometry of the currents flowing into the ionosphere. MHD

simulation runs showed this to be ξ = 4.45−1.08logΣP, which typically has a value be-

tween 3 and 4.

The magnetospheric potential Φm is the potential applied across the magnetopause by

Esw. It is defined by Siscoe et al. (2002b) as

Φm = χEr Lr0, (2.7)

where Lr0 is the length of the reconnection line and χ is the magnetosheath compression

factor, which accounts for changes in the solar wind plasma and the IMF after entering the

magnetosheath:

χ = 4 fr(2κρsw/ρsh)
1/2. (2.8)

Here fr is the reconnection efficiency (typical value of 0.1), ρsh is the plasma mass density

in the magnetosheath, ρsw is the solar wind mass density, and κ is the ratio of the total
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solar wind pressure at the magnetopause to the upstream pressure. The coefficients are

from the compression of the IMF through the bow shock and magnetosheath. The mag-

netosheath compression factors come from an aerodynamic model (Spreiter et al., 1966),

which serves as a reasonable approximation. In particular, ρsh/ρsw = r (Eq. 1.2) for the

limit where MA → ∞, since the aerodynamic model does not include magnetic contribu-

tions. The compression factors are dependent upon the solar wind Mach number. For

typical Mach numbers, around 7-8, κ is 0.884 and the density in the magnetosheath is a

factor of about 3.8 higher than the upstream density, giving χ = 0.27. The length of the

reconnection line is assumed to be 30 RE p−1/6
sw .

With all of these values considered, Equation (2.7) becomes

Φm(kV) = 57.6Er(mV/m) p−1/6
sw (nPa). (2.9)

R1 Current loops

Geomagnetic Field

Solar Wind

R1-induced B field

r10

xs0

B1s

z

y

x

Figure 2.1: R1 current loops in the terminator plane, generated southward magnetic field
at the stagnation point (red), and the Earth’s dipole field (blue).

The saturation mechanism in the Hill-Siscoe model is the weakening of the geomag-

netic field at the stagnation point by the R1 currents (Figure 2.1). The geometry of the R1

currents implies that they generate a net southward magnetic field at the stagnation point,

opposing the northward geomagnetic field. As a result, the magnetic field strength at the

stagnation point is reduced and the merging rate is decreased as well, weakening the R1
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currents. Hill postulated that when the R1 current-generated magnetic field is a significant

fraction β (about 1/2) of the value of the geomagnetic field at the stagnation point, the R1

currents become saturated. MHD simulations by Siscoe et al. (2002b) found that β = 0.41

fits best.

Assuming that the R1 currents are closed through the magnetopause in the terminator

plane and approximating the R1 currents as two circular loops, one in each hemisphere,

the magnetic field generated by these currents at the stagnation point, determined by the

Biot-Savart law, is

B1s(nT) = 2.8 µ0 I1(MA) p1/6
sw (nPa). (2.10)

The dependence upon solar wind pressure in Equation 2.10 exists due to the involvement

of the size of the magnetosphere in the calculation. Using Hill’s postulate, Equation 2.10

is equal to 0.41Bd when I1 = IS. Here, Bd =
√

2µ0 psw is the strength of the geomagnetic

field at the stagnation point. This implies that the saturated R1 current is

IS(MA) = 4.61 p1/3
sw . (2.11)

The saturation potential is related to the saturated R1 current via Ohm’s law:

ΦS(kV) =
4610 p1/3

sw

ξΣP
. (2.12)

The final form obtained from Equation 2.2 is

ΦPC =
57.6 p1/3

sw Er

p1/2
sw + 0.0125ξΣPEr

. (2.13)

While Equation 2.13 looks different from Equation 2.5, the basic form is still intact.

vABsh is effectively an electric field, which parallels Er, and the psw terms are obtained by

Rms ∝ p−1/6
sw and Bd ∝ p1/2

sw .

2.2.2 Predictions

Figure 2.2a shows some conclusions that can be made from Equation (2.13). Using base-

line values of psw = 1 nPa, ΣP = 6 S, and θc = π, it can be seen that the CPCP (solid line

labelled Baseline) is roughly equal to the magnetospheric potential (dotted line) for low
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Figure 2.2: (a) CPCP predictions of the Hill-Siscoe model versus solar wind electric field
for various parameters. The baseline (2) uses parameters psw = 1 nPa, θc = π and ΣP = 6
S. Curves (1), (3) and (4) use the baseline values for parameters not listed on the plot. (b)
Linear and Boltzmann fits for SuperDARN CPCP data from summer 2000 and curves (1)
and (4) from (a).

values of Esw, but deviates at about 3 mV/m, where saturation starts to become apparent.

When the pressure is increased to 10 nPa (top curve), the CPCP saturates at a much higher

potential, implying that the saturation effect is less pronounced at higher pressures. Dou-

bling the conductance, however, reduces the saturation value to nearly half of the baseline

(ΣP = 12 S curve). The θ = π/2 curve shows more typical IMF conditions. The saturation

level is not affected by the clock angle, but it takes a larger Esw to reach the same potential

as the baseline.

Figure 2.2b shows how the Hill-Siscoe model predictions compare to data obtained

from the SuperDARN radars (see Section 5.11 for further discussion). Curves (1) and (4)

from Figure 2.2a are shown compared to linear and Boltzmann fits to CPCP data from

April-July 2000. It should be noted that although the x-axis for each graph uses a different

expression for the electric field, they are equivalent under the assumption θc = π, which

implies that Er = vxBz for Bz < 0.

2.3 MHD Modelling

When one models the near-Earth environment with MHD equations, it is very natural to

look at the dependence of the CPCP upon the solar wind parameters. The development

of the Hill-Siscoe model has always been based on results of MHD modelling. It is not
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a surprise that the proponents of this scenario linked the saturation to the limiting of R1

FACs. It was shown that as R1 currents reconfigure, they usurp and eventually replace the

Chapman-Ferraro currents at the magnetopause and create a J×B force to withstand the

solar wind dynamic pressure Siscoe et al. (2002a). The other effect of the R1 currents is a

decrease in the magnetic field intensity on the frontside magnetopause and thus a reduction

in the reconnection rate. These are two sides of the same process.

Merkin et al. (2005a) and Merkin et al. (2005b) stress the importance of the magne-

tospheric “flaring,” where the shape of the dayside magnetopause becomes more obtuse,

which reduces the reconnection rate. Their claim is that the changes in magnetopause

shape are produced by an increase of the ionospheric conductance. Raeder and Lu (2005)

noticed that the compression and erosion of the magnetosphere by the solar wind un-

der strong conditions causes the stagnation point to move inward significantly, forming

a dimple in the magnetosphere. As a result, the plasma flow is stagnated, reducing the

reconnection rate.

Siscoe et al. (2004) further note that the results from Merkin et al. (2005b), Raeder

and Lu (2005), and Siscoe et al. (2002a) are all equivalent interpretations of the same

phenomenon. The R1-generated magnetic field that weakens the dipole field at the nose

of the magnetopause can also explain the dimple effect. The dimple formation also leads

to a broadening of the magnetosphere, which is equivalent to the “flaring” mentioned by

Merkin et al. (2005b).

Results of MHD modelling with respect to CPCP, published so far, are somewhat in-

consistent with the proposed analytical theories. For example, Borovsky et al. (2009) fixed

parameters of the solar wind and investigated the CPCP for two values of the ionospheric

conductance, 5 and 20 S. They discovered that the CPCP decreases dramatically for larger

conductance. They claim that the solar wind acts as a voltage generator that produces

limited current.

A note must be made that computer modelling does not allow us to address the question

of what the maximum CPCP that can be achieved is, as many parameters of the modelling

are not well known. However, the insights provided are useful.
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2.4 Kivelson-Ridley Alfvén Wing Formulation

Ridley (2007) and Kivelson and Ridley (2008) formulated a theory of saturation based on

the formation of “Alfvén wings” at low Mach numbers. Alfvén wings are flux tubes that

are caused by the reflection of Alfvén waves in the R1 FACs incident to the ionosphere.

For typical Alfvén-Mach numbers, > 8, the angle of the Alfvén wings is small enough such

that they are indistinguishable from the magnetotail, but at low Alfvén-Mach number, ∼2,

they appear at higher angles, an effect similar to the magnetosphere flaring out at the flanks

described by Merkin et al. (2005b).

The reflection of the Alfvén waves results in the partial reflection of the solar wind

electric field, leading to saturation under low MA conditions, typically indicating a strong

solar wind. The transmitted electric field is given as

Et = Ei
2

1+ ΣP
ΣA

(2.14)

where

ΣA =
1

µ0vA
(2.15)

is the Alfvén conductance of the solar wind. The amount of reflection is dependent on the

ratio of Pedersen conductance to Alfvén conductance. It should be noted that this is very

similar to the formulation given by Hill et al. (1976) in Equation 2.5.

The CPCP formula given by Kivelson and Ridley (2008) is obtained by using the re-

connection electric field as the incident electric field, Ei = Er, which is converted to a

potential by multiplying by a distance, D = 0.1πRms. The v2 quasi-viscous term from

Boyle et al. (1997) is also included. The final equation is

ΦKR = 10−4v2
x +0.2πEr Rms

1
1+µ0vAΣP

. (2.16)

Lyatsky et al. (2010) also added to the theory in terms of the ionospheric conductance.

Instead of a uniform ionospheric conductance, two conductances were used, one for the

polar cap and one for the auroral oval, where it is assumed that the conductance is higher

from particle precipitation.
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2.5 Other Theories of CPCP Saturation

Among others, the simplest suggestion for the saturation mechanism is that the length of

the reconnection line on the dayside magnetopause is not increasing proportionally to the

applied IEF (Ridley, 2005; Khachikjan et al., 2008). Ridley also takes into account the

effect of the Alfvén-Mach number, which tends to be small for large CPCP. For small MA,

the increase in IMF strength across the bow shock (Eq. 1.2) is not as large, which may

also contribute to saturation. He proposes the following formula for the CPCP:

ΦR =
[
10−4v2

x +11.7BT sin3(θc/2)
(

1− e−MA/3 )]
Rms

9
. (2.17)

This is a modification of Boyle’s formula, with the addition of the MA and Rms terms.

MacDougall and Jayachandran (2006) suggested that the CPCP is also affected, in

significant way, by the Region 2 FACs. In their argument, the voltage across the polar

cap is supported by a magnetospheric current generator, and not a magnetospheric voltage

generator as assumed, for example, in the Hill-Siscoe formulation. MacDougall and Jay-

achandran (2006) argued that with an increase of the magnitude of negative IMF Bz, the

R2 currents become progressively more intense as compared to the R1 currents, and this

effectively slows down the increase in the cross polar cap flow velocity (and the CPCP) as,

progressively, larger and larger portions of R1 FACs becomes closed not through the polar

cap but through “local loop” R2 Pedersen currents across the auroral oval. To support

this scenario, MacDougall and Jayachandran (2006) demonstrated that with an increase

in magnitude of Bz, the partial ring current (the source of R2 currents), characterised by

the horizontal asymmetric (Asym-H) magnetic index, increases even faster. In criticising

this explanation, Siscoe and Siebert (2007) agreed that the R2 effects cannot be denied

but they point out the fact that computer codes successfully explain the CPCP saturation,

although at levels about 2 times larger than the observed ones, without involving complex

processes of R2 current creation. At the same time, they also acknowledge that MHD

models (upon which Siscoe et al. (2002b) based their theory) are not suitable to model

R2 currents of observed strength, due to particles in the inner magnetosphere, where R2

currents are generated, being dominated by particle drift physics and not MHD equations.
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The importance of R2 currents, as well as an increase in the conductance of the auroral

oval region of the ionosphere, have been stressed by Liu (2007) who argued on the basis of

energy conservation principles that the CPCP, being dependent upon these factors, should

saturate at strongly driven conditions.

Kan et al. (2010) focused on the fact that as the IMF Bz magnitude increases, auroral

oval conductance increases as well, with a nonlinear relationship. They formulated the

model in analogy with electric circuit with the oval resistance being fed by both R1 and

R2 current loops. The current loops also have magnetospheric resistances. On the dayside,

the loop resistance reflects the energy dissipation in the reconnection regions: bow shock,

magnetosheath and LLBL. On the nightside, the loop resistance is due to collisionless

dissipation in the plasma sheet. The saturated level of the CPCP was found to strongly

depend on the actual values of the above resistances. An important assumption of this

theory is that the auroral oval conductance is linearly proportional to Er; it needs to be

tested in future. The authors believe that the saturation potential is controlled by the length

of the merging line on the dayside.
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CHAPTER 3

INSTRUMENTATION

This Thesis considers data from multiple instruments. Two major ones are the Su-

per Dual Auroral Radar Network (SuperDARN) HF radars and the Canadian Advanced

Digital Ionosondes (CADI). Data was also considered from a number of instruments on

satellites flying upstream from the Earth; these are summarised by the OMNI dataset

(ftp://nssdcftp.gsfc.nasa.gov/spacecraft_data/omni/).

3.1 The Super Dual Auroral Radar Network

SuperDARN is a system of coherent HF radars positioned around the northern and south-

ern polar regions with a major goal to continuously monitor plasma convection in the

high-latitude ionosphere (Greenwald et al., 1995). The radars are designed to transmit

radio waves into the ionosphere obliquely and detect echoes that scatter off ionospheric

structures such as plasma irregularities. There are currently 24 radars in operation, 16 in

the northern hemisphere and 8 in the southern hemisphere. The positions of the radars and

their fields-of-view are presented in Figure 3.1 and their coordinates and boresight direc-

tions are shown in Table 3.1. Coordinates are given in geographic and altitude-adjusted

corrected geomagnetic (AACGM) coordinates. Radars used in this study are marked with

an asterisk in Table 3.1; there are 10 northern radars and 5 southern radars. Two of the

radars, at Rankin Inlet (see shaded FoV in Fig. 3.1) and paired with it the radar at Inuvik,

are called PolarDARN; data from these two radars will be additionally used in combina-

tion with CADI ionosonde measurements at Resolute Bay (Fig. 3.1, solid red dot).

The plasma irregularities that SuperDARN detects are fluctuations in electron density

that, in the F region, are commonly attributed to the gradient drift plasma instability. The
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Table 3.1: SuperDARN radar locations and boresight directions. Radars used in this
Thesis are marked with asterisks.

Radar Geog. Geog. AACGM AACGM Boresight
Station Lat. Long. Lat. Long. Direction

(◦N) (◦E) (◦N) (◦E) (◦)
Goose Bay* 53.32 -60.46 61.94 23.02 5.0

Kapuskasing* 49.39 -82.32 60.06 -9.22 -12.0
Saskatoon* 52.16 -106.53 61.34 -45.26 23.10

Prince George* 53.98 -122.59 59.88 65.67 -5.0
Kodiak* 57.60 -152.2 57.17 -96.28 30.0

Stokkseyri* 63.86 -22.02 65.04 67.33 -59.0
Þykkvibær 63.86 -19.2 64.59 69.65 30.0

Hankasalmi* 62.32 26.61 59.78 105.53 -12.0
King Salmon* 58.68 -156.65 57.43 100.51 -20.0
Wallops Island 37.93 -75.47 30.63 75.52 35.86

Blackstone 37.10 -77.95 48.59 -3.627 -32.0
Hokkaido 43.53 143.61 38.14 -145.67 30.0
Inuvik* 68.42 -133.5 71.58 -87.40 29.47

Rankin Inlet* 62.82 -93.11 73.25 -28.23 5.71
Fort Hayes West 38.86 -99.39 49.30 -33.28 -25.0
Fort Hayes East 38.86 -99.39 49.30 -33.28 45.0

Sanae* -71.68 -2.85 -61.52 43.18 173.20
Syowa South* -69.00 39.58 -55.25 23.00 165.0
Syowa East* -69.01 39.61 -55.25 22.98 106.5

TIGER* -43.38 147.23 -55.31 -133.36 180.0
Kerguelen* -49.35 70.26 -58.73 122.14 168.0

Unwin -46.51 168.38 -55.15 -106.54 -132.1
McMurdo -77.88 166.73 -80.00 -33.39 -96.6

Falkland Islands -51.83 -58.98 -38.30 9.91 178.20
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Figure 3.1: Fields-of-view of the currently-operating Super Dual Auroral Radar Network
radars in the (a) northern hemisphere and the (b) southern hemisphere.
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irregularities are highly-aligned with the geomagnetic field. For the radars to detect echoes

from such irregularities, the transmitted radio waves must propagate perpendicular to the

wave fronts of the irregularities, and thus be perpendicular to the geomagnetic field. This

is achieved by choosing radio wave frequencies such that the ionospheric refraction is

significant enough to turn the waves towards normal to the magnetic field. The radars

operate at frequencies in the range of 8-20 MHz.

Backscatter occurs when the irregularities are spaced along the path of the transmitted

wave such that the scattered signals interfere constructively along the same path, produc-

ing an echo that may be strong enough to be detected by the radar. This is known as Bragg

scattering. The size of the irregularities to which the SuperDARN radars are sensitive can

be determined by the Laue equation:

k⃗irr = k⃗r − k⃗t . (3.1)

Here k⃗irr is the wave vector of the irregularity and k⃗r and k⃗t are the wave vectors of the

received and transmitted radio waves. Since backscattered radio waves must travel back

along the initial path, k⃗r = −⃗kt . This with Equation 3.1 means that ∥⃗kirr∥= 2∥⃗kt∥. Relating

the wave vectors to wavelengths, via k = 2π/λ, gives λirr = λt/2, i.e. the irregularity size

is half the wavelength of the transmitted wave. SuperDARN radars, at frequencies of

8-20 MHz, can receive backscatter from irregularities of sizes 7.5-18.75 m.

In standard operation, each radar transmits a fixed sequence of eight 300 µs wave

pulses along one of sixteen beam directions, achieved by using a phasing network to delay

the transmission to 16 transmitters. The sequence is repeated ∼30 times over ∼3 seconds

before moving on to the next beam direction, ∼3.24◦ away. The 16 beam directions cover

an azimuthal range of 52◦. A full scan of all 16 beam directions is done in a 1-minute

interval. Previously, a seven-pulse sequence was repeated ∼60 times over 7 seconds each

2-minute interval.

The 8-pulse sequence used is {ti} = {0, 14, 22, 24, 27, 31, 42, 43}, where each number

is the lag time behind the first pulse, in multiples of 1.5 ms. This gives 28 distinct lag

numbers. For example, lag 1 is between the last 2 pulses, while lag 0 is given by the

first pulse of the sequence. While lag numbers range from 0 to 43, not all lags between are
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available. The first missing lag in this sequence is 6. Missing lags can also occur at various

ranges if the returning echo would be received at the same time as another pulse is being

transmitted, since the radars cannot transmit and receive simultaneously. For example,

range gate 5 is at a distance such that the return signal from pulse 7 arrives just as pulse 8

is transmitted.

Detected echoes are gated into 300 µs bins, which, assuming that the pulse travels at

the vacuum speed of light c (3.00×108 m/s), correspond to range gates of length 45 km.

Velocities are determined for 75 range gates. The first gate is selected to be 180 km and

the last gate is then at 3555 km, giving a total coverage of 3375 km.

3.1.1 Determination of Velocity

The Doppler shift of the backscatter is required to find the line-of-sight (l-o-s) velocity of

the irregularity. Since the irregularity is moving, the transmitted radio wave, of frequency

ft and assumed speed c, will appear Doppler-shifted in the irregularity’s rest frame. The

wave backscatters at the shifted frequency relative to the irregularity and is Doppler-shifted

again when detected by the radar at frequency fr. For the limit of v ≪ c (v is typically

under 1000 m/s), the total Doppler shift is given by

fD = fr − ft = 2 ft
v
c
. (3.2)

Given the Doppler frequency (and using ωD = 2π fD), the velocity is determined by

v =
ωDc
4π ft

. (3.3)

The Doppler frequency is determined for each range gate by using an autocorrelation

function (ACF) (Fig. 3.2a). The ACF is a function of the lag time between pulses in

the pulse sequence, so there are potentially 29 points available, although missing lags can

decrease this number. For each lag, the ACF value is given by combining the two signals

separated by that lag. The ACF has both a real and imaginary part, coming from the

in-phase and quadrature (phase shifted by π/2) components of each return signal.

The phase of the ACF is determined by comparing the real and imaginary components

(Fig. 3.2c), ∆Φ = arctan(Im/Re). The Doppler frequency is determined by the best fit
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Figure 3.2: An example of the radar signal processing techniques. (a) Real and imaginary
parts of the ACF. (b) Doppler spectrum obtained through FFT of the ACF. (c) Phase angle
as a function of lag and its linear squares fit. (d) Power variation of the ACF as a function
of lag with exponential (λ) and Gaussian (σ) least squares fits. (From Villain et al. (1987).)

line to the phase, ωD = ∆Φ/∆τ. Using the Doppler frequency, the Doppler velocity is

determined via Equation 3.3.

The power and spectral width of the echo are determined using the amplitude of the

ACF. Power as a function of spectral density can be determined from the Fourier transform

of the ACF (Fig. 3.2b), but in practice Fourier transforms are not used and the power is

determined by the amplitude of lag zero. Figure 3.2d illustrates a procedure to estimate the

spectral width of the echoes. It is possible to fit the ACF amplitude with an exponential

(Pλ(τ) = P0 exp(−λτ)) or Gaussian (Pσ(τ) = P0 exp(−σ2τ2)) function. Each fit gives a

spectral width value independent of the other:

Wλ =
cλ

2π fT
, (3.4a)

Wσ =
cσ

√
ln2

π fT
. (3.4b)

For F region echoes, a Gaussian fit is generally used.

3.1.2 Merge Technique

When the SuperDARN radars were first implemented, they were arranged such that pairs

of radars would have overlapping fields-of-view. The main purpose of this was to combine
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Figure 3.3: The SuperDARN merge technique.

line-of-sight measurements from both radars to get 2-D velocity vectors on a global scale.

As shown in Figure 3.3, the l-o-s velocities from each radar beam are cosine components

of the full vector:

v1 = vM cos(θ1)

v2 = vM cos(θ2),

where vM is the merged velocity magnitude, θ1 and θ2 are the angles between each radar

beam and the merged velocity direction, and v1 and v2 are the l-o-s velocities from each

radar. To fully determine v⃗M at a given point P, one only needs the magnitude and one

of the angles, say θ1, which will tell us the direction of the E×B drift relative to the

radar beam direction. The second angle is still an unknown however, so one more piece of

information is required to find the full velocity vector. This last piece is found by noticing

that the sum of the 2 angles is equal to the angle between the radar beams, ϕ, which is a

fixed value. One can then calculate ϕ by finding the difference in the bearings from point

P to each radar site, which is determined using the coordinates of all 3 locations. The

coordinates of point P can be determined by its beam/gate location in one of the radars’

34



FoV. Solving for vM and θ1 gives

θ1 = arctan
(

v2 − v1 cos(ϕ)
v1 sin(ϕ)

)
, (3.5a)

vM =
v1

cos(θ1)
. (3.5b)

Earlier experiments showed that the number of merged vectors that can be generated

is usually not high compared to the amount of l-o-s data available. For this reason, more

advanced techniques for making global-scale convection maps have been developed.

3.1.3 FIT Technique

The technique currently employed by the SuperDARN community to generate global con-

vection maps is known as the FIT technique (Ruohoniemi and Baker, 1998). The l-o-s ve-

locity data from all available radars are used to generate the convection map, from which

the CPCP is determined. Convection maps can be generated for one radar scan (1- or

2-minute intervals) or for multiple scans.

Before calculations are done, the l-o-s velocity data are preprocessed. L-o-s velocities

with errors greater than 200 m/s and ground scatter (signals that reflect from the ground

after refracting through the ionosphere) are discarded. For each beam/gate cell (b,g)i at

time ti, a “boxcar” filter is performed using the data in the 3x3 grid centered at (b,g)i for

three consecutive scans, centered at ti, with a weight applied to the value at (b,g)i. The

median value of the dataset is assigned to (b,g)i if the weighted dataset is sufficiently

large, otherwise the cell is not used.

Farther from the radar, the distance between the beams increases, meaning that cells

farther away are larger in area than those closer to the radar. To avoid oversampling of data

near the radar, the filtered velocities are placed in a grid with cells of similar area. The

grid cells are separated by 1◦ of magnetic latitude (∼111 km) and separated longitudinally

such that each cell width is as close to 111 km as possible. For each grid cell, the average

of all filtered velocities is assigned to a cell if at least 25% of possible measurements in

the cell return values.
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Figure 3.4: Convection and electric potential distribution in the high-latitude ionosphere
derived from SuperDARN radar measurements of plasma velocity. The CPCP is the po-
tential difference between the locations labelled + and ×.
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Two different constraints are placed on the data to prevent the solution from becoming

nonphysical. First, as a constraint to areas without data, values from a statistical model

are added; there are 24 different statistical models available, covering 8 different IMF

clock angle conditions and 3 IMF BT magnitude ranges (0-4 nT, 4-6 nT and 6-12 nT). The

second constraint is the addition of a Heppner-Maynard boundary (HMB) to the edge of

the auroral zone to define a lower latitude convection boundary at magnetic latitude Λ0.

The HMB is circular on the nightside, at Λ0, and contracted poleward on the dayside. Cells

between the low-latitude boundary and the HMB are assigned the value 1 m/s to indicate

that there should be no convection.

The potential is assumed to be a solution of the spherical Laplace equation at con-

stant radius, where the radius is the Earth’s radius plus the height of the scatter region (∼

300 km). It is related to the velocity through the equations

E =−∇Φ, v =
E×B

B2 . (3.6)

The global convection pattern is obtained using a best fit with observed l-o-s velocities

vlosi . This is done by minimising the expression

χ2 =
N

∑
i=1

1
σ2

i

(
vi · k̂i − vlosi

)2
, (3.7)

where vi is the full velocity vector and k̂i is the line-of-sight direction of the radar beam

associated with the observed l-o-s velocity. The expression is weighted using the velocity

error, σi. Minimisation of χ2 is done using singular value decomposition, resulting in the

determination of the electric potential everywhere in the polar region.

Figure 3.4 gives an example of the global-scale plasma convection map, produced for

01:48 UT on March 01, 2002. The statistical model used is for 6 < BT < 12, By− (shown

in the bottom right corner). The plot shows convection vectors at each grid point and

contours of the electrostatic potential ϕ (3 kV apart). The gradient of ϕ is denoted by the

colour of the contours. The Heppner-Maynard boundary is shown by a green line. The

IMF orientation (clock angle) and magnitude used for producing the map can be seen in

the top right corner of the diagram. The CPCP, here 75 kV, is determined by considering

the potential difference between the + and ×, indicating the highest and lowest potentials.
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One can recognise two cells of plasma flow in Figure 3.4. This is a very typical pattern for

a southward IMF (Bz < 0).

May 2000
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Figure 3.5: Scatterplot of the CPCP versus the number of points per SuperDARN con-
vection map for all available data in May 2000. Total number of available points is shown
in the top-left corner.

It has been noted in the past that the SuperDARN global convection maps are sensitive

to the statistical model used in the FIT technique (e.g., Shepherd et al., 2002; Grocott

et al., 2009), but the extent of this influence on the CPCP has not been shown explicitly.

Figure 3.5 shows a scatterplot of the CPCP versus the number of convection map points,

Nmap, for all data in May 2000. For small values of Nmap, the CPCP tends to cluster

around certain values, appearing to be “quantized.” The values about which the CPCP

clusters are the values that would be obtained by calculating the CPCP only using each

statistical model; these values are listed in Table 3.2 (courtesy of R. Fiori). At large Nmap,

the derived CPCP values seem to spread across all potentially possible values, implying

that the “quantization” effect is less significant. The minimum threshold for poor coverage

seems to be on the order of Nmap = 200.

3.2 Canadian Advanced Digital Ionosonde

CADI is a modern, digital version of the ionosonde. An ionosonde is a type of radar

that works on the principle of reflection of radio waves. A radio wave is transmitted into

38



Table 3.2: The CPCP values derived using only the statistical models employed by the
SuperDARN FIT technique.

Bz By 0 < BT < 4 4 < BT < 6 6 < BT < 12
- - 49 57 65
- 55 67 73
- + 54 62 78

- 39 44 53
+ 42 45 47

+ - 27 30 34
+ 22 18 16
+ + 29 27 23

the ionosphere vertically and, if a strong enough electron density is present, is reflected

and received by the ionosonde. The time ∆t between transmitting and receiving a signal

determines the distance to the reflector, called the virtual range, R = c∆t/2. Often the real

range is smaller than this due to the group velocity of the radio wave being decreased by

the refractive index. Range is equivalent to height if the zenith angle is zero.

Radio waves that propagate through the ionosphere are affected by the charged parti-

cles and the geomagnetic field. The index of refraction for an HF radio wave (neglecting

collisions) is given by the Appleton-Hartree equation, which, in its most basic form, is

n =

√
1−

f 2
P

f 2 , (3.8)

where f is the frequency of the radio wave, fP = 8.98
√

Ne is the plasma frequency, and

Ne is the electron density in m−3. When the radio wave encounters an area with a plasma

frequency equal to or larger than the transmitted frequency, the radio wave will undergo

total internal reflection. With respect to ionosondes, such areas are referred to as reflectors

or sources. The maximum plasma frequency in a layer is called the critical frequency.

Ionosondes transmit a sweep of frequencies, 1 to 20 MHz for CADI. All waves with a

frequency above the critical frequency will pass through the layer, while all below will be

reflected. The time between transmission and reception of all received signals is translated

into virtual height, which are plotted against frequency to create an ionogram. Real height

can be obtained by accounting for the index of refraction slowing down the wave speed.
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CADI also measures plasma motion by using interferometry. CADI uses four receivers

arranged in a square to determine Doppler shift and angle of arrival. For drift measure-

ments, CADI transmits 40 µs pulses with a coded waveform on a fixed frequency. The

pulses are coded with a 7-bit Barker code, which are commonly used with pulse radars.

The angle of arrival (AOA) of the received echo is determined by the phase difference

between the antennae and the Doppler shift is determined by the ACF. The Doppler shift

corresponds to velocity via Equation 3.2. The final data product is a 3D velocity vector.

To get a more accurate velocity measurement, multiple pulses, about 60, are transmit-

ted and a velocity vector v⃗ is fit to the velocities of received echoes from all sources via

least squares. The fitting is done by minimising the expression

n

∑
s=0

[
ws(ds − v⃗ · k⃗s/π)

]2
, (3.9)

where s denotes the sources, k⃗s is the wave vector of the echo, ws is the source weight,

based on the echo power. For every 30 s interval, a drift measurement is obtained for 4

frequencies: ∼3, ∼4, 5, and 6 MHz. Depending on the station, the frequencies can vary;

3.00 MHz is sometimes 2.73 MHz and 4.00 is sometimes 4.20 MHz.

Multiple CADIs are installed across northern Canada as part of the Canadian High Arc-

tic Ionospheric Network (CHAIN) (Jayachandran et al., 2009). Currently, 5 CADIs are

operational: Resolute Bay (74.75◦N, -95.00◦E), Eureka (79.99◦N, -85.90◦E), Hall Beach

(68.78◦N, -81.26◦E), Pond Inlet (72.69◦N, -77.96◦E) and Cambridge Bay (74.75◦N, -

95.00◦E).

3.3 OMNI

The solar wind and IMF data used in this thesis were obtained from the High Reso-

lution OMNI dataset (ftp://nssdcftp.gsfc.nasa.gov/spacecraft_data/omni/high_res_omni/).

OMNI is a collection of data obtained from 4 satellites (ACE, Wind, Geotail and IMP 8)

that contains measurements of various parameters related to the solar wind and the IMF.

These parameters include IMF Bx, By and Bz; solar wind velocity magnitude and compo-

nents; proton density and temperature; ram pressure; and the bow shock nose location,
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which is determined by ram pressure and Bz.

Since OMNI combines data from multiple spacecrafts at various locations into a single

dataset, the data are time-shifted to the bow shock nose. Time-shifting of the IMF is

based on the assumptions that the IMF values measured by a spacecraft lie on a planar

surface, or “phase front,” and the magnetic field values of the phase front are assumed to

be unchanging as it propagates with the solar wind, i.e. the IMF flux is frozen-in. The

time shift is determined by the solar wind velocity and the distance between the spacecraft

and the bow shock nose. The IMF values at the bow shock nose are determined by a

minimum variance analysis, known as MVAB-0, of the ∼16 sec IMF measurements by

the spacecraft in question, as described by Haaland et al. (2006), which is a “corrected”

version of Weimer et al. (2003) (which had the wrong derivation but correct computer code

due to a serendipitous error). The plasma data are time-shifted along with the IMF data.

The data used in this thesis are time-shifted an additional 6 minutes to allow for prop-

agation to the front of the ionosphere. 2-minute resolution data were generated by taking

averages of every two 1-minute readings.

The OMNI dataset also includes ancillary data from other sources. These include

various indices such as the AE-index, SYM/H, and the PCN index.

3.3.1 Solar Wind Parameters

Not all of the parameters presented in the OMNI dataset are direct measurements. Plasma

measurements such as density and temperature only reflect the proton population of the so-

lar wind and do not account for alpha particles (He2+) and electrons. Certain assumptions

are made to account for this (http://ftpbrowser.gsfc.nasa.gov/bow_derivation.html).

First, the assumption is made that the alpha particle density is a fixed fraction f of the

proton density, Nα = f Np; a typical value for f is 0.05, although it will vary. Assuming

that the solar wind is neutral, the electron density is Ne = Np +2Nα = Np(1+2 f ).

The solar wind mass density ρsw is the sum of the mass densities of the three particle

types: ρsw = mpNp +mαNα +meNe, where m is the mass of the particle denoted by the

subscript. The electron mass (9.11×10−31 kg) is small compared to the mass of a proton

(mp = 1.67× 10−27 kg) and an alpha particle, composed of 2 protons and 2 neutrons, is
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about the mass of 4 protons. The mass density, with units, then becomes ρsw (kg/m3) ≃

2.00×10−27 Np (cm−3).

The modified mass density is used in the determination of the Alfvén velocity (Eq.

1.6). Using the appropriate units, the Alfvén velocity is

vA (km/s)≃ 20 B (nT)/
√

Np (cm−3). (3.10)

The Alfvén-Mach number given by the OMNI dataset is then calculated using Equation

1.4.

The ram pressure is the sum of the pressures for each particle type (ignoring electrons

due to mass) is mpNpv2
p + mαNαv2

α. Assuming equal velocities for protons and alpha

particles, this is psw = (1 + 4 f )mpNpv2
sw. With the assumptions listed above, the ram

pressure in the OMNI dataset is

psw (nPa)≃ 2.00×10−6 Np (cm−3) [vsw (km/s)]2 . (3.11)
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CHAPTER 4

SUPERDARN DATA AND THE E×B DRIFT MEA-

SURED BY THE RESOLUTE BAY CADI

In the near future, several convection-measuring instruments will be monitoring the

same area of the ionosphere near Resolute Bay (RB), Canada (geog.: 74.75◦N, 95.00◦W,

geom.: 82.87◦N, 32.05◦E). Currently operational are the two PolarDARN radars at Rankin

Inlet (RKN) and Inuvik (INV), the Saskatoon (SAS), Kodiak (KOD) and Kapuskasing

(KAP) SuperDARN radars, the CADI ionosonde at Resolute Bay and the north-facing

array of the Resolute Incoherent Scatter Radar (RISR-N). New instruments are a third

PolarDARN radar at Clyde River, which is to be installed in 2012, and RISR-C, the south-

facing array of RISR, also to be installed in 2012.

Because velocity data from all these instruments will be used for research in space

physics, it is highly desirable to establish compatibility between the instruments. This is

not a simple task as the instruments work with different spatial and temporal resolutions,

and joint operation is not as frequent as one would wish.

Koustov et al. (2009b) made a first step in assessing velocity measurements by the

RKN and SAS radars, RB CADI, and ion drift meters onboard Defense Meteorological

Satellites Program (DMSP) spacecrafts. The comparisons were limited as not much data

were available at the time of the work. It was shown that generally RKN-measured veloc-

ities are comparable to those obtained by the other instruments. A general tendency was

for the RKN velocity to be somewhat smaller then expected from observations of the other

instruments, especially the DMSP satellites.

Since 2007, with installation of the INV radar and inclusion of the RB CADI into the

Canadian High Arctic Ionospheric Network (CHAIN) network, a significant amount of

43



plasma velocity data has been accumulated for the PolarDARN radars and RB CADI. This

provides an opportunity for a more comprehensive comparison of the data. An attempt for

a more comprehensive study has been undertaken recently by Mori et al. (2011). Unfortu-

nately, it has been realised recently that the PolarDARN radars have been operating with

too narrow a receiver bandwidth, so that the actual resolution of the measurements was

not the nominal value of 45 km. The Polar-DARN radars’ bandwidth was adjusted in late

October 2010. The new data collected since that time are of the best quality available to

date and can be compared with RB CADI data.

In this chapter, the initial work by Mori et al. (2011) is extended and the dataset gath-

ered between November 2010 and March 2011 is the main focus.

4.1 Geometry of Observations and Approach to the Anal-

ysis

Figures 4.1a,b show the FoV of the RKN and INV PolarDARN radars and the location of

the RB CADI. The intersection between the beams closest to the RB zenith is made by

RKN beam 5, gate 27 and INV beam 13, gate 30. For this reason, these radar cells were

selected for the comparison.

RB

RKN

INV

Beam: 13

Gate:  30

RKN
Beam:5

Gate: 27

RB

Figure 4.1: Fields-of-view (FoVs) of the PolarDARN radars at (a) Inuvik and (b) Rankin
Inlet. Considered beams are shown by grey sectors within the respective radar FoVs. RB
location is shown by a red dot.

Assessment of the PolarDARN-RB CADI velocities can be done in a number of ways.
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The CADI instrument provides a 2-D vector of plasma flow roughly in the zenith of RB.

Each PolarDARN radar measures only the component of the E×B flow along the indi-

vidual beam positions. Therefore, it is natural to compare the measured PolarDARN radar

l-o-s velocity with the projection of the CADI E×B velocity vector onto the respective

beam (Fig. 4.2a). This has been a popular way of assessing the velocity data in the past

(e.g., Xu et al., 2001; Drayton et al., 2005). For the experimental configuration at hand,

since the point of the INV-RKN radar beam intersection is not far from the RB zenith, it is

possible to merge PolarDARN l-o-s velocities and obtain a full vector of the E×B drift.

In this case, a 2-D comparison of a RKN-INV merged velocity vector with a CADI vector

is possible (Fig. 4.2b).

RKN

RB

ExB

(a)

RKN

RB

Geographic North

Azimuth

INV

ExB
CADI

Merge
RKN-INV

(b)Geographic North

q

qrad

Figure 4.2: A sketch illustrating (a) projection and (b) full vector comparisons of the
PolarDARN HF velocities and RB CADI velocity.

The CADI projection velocities were determined by vpro j =−vH cos(θ−θrad), where

vH is the horizontal velocity magnitude measured by CADI, θ is the azimuth and θrad is

the angle between azimuth 0 and the PolarDARN radar beam onto which the velocity is

being projected. For RKN beam 5, θrad = −4.17◦ and for INV beam 13, θrad = 83.76◦.

The negative sign is included in the expression for the projected velocity because a pos-

itive projected velocity corresponds to irregularities moving away from the radar, which

PolarDARN measures as a negative Doppler shift.

Since the projected velocity is a function of two different CADI parameters (magnitude
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and direction), it was necessary to consider error propagation:

δvpro j

vpro j
=

√
[δθ tan(θ−θrad)]

2 +

(
δvH

vH

)2

. (4.1)

Error in a parameter is denoted here by δ. Notice that for azimuths that are nearly perpen-

dicular to the radar beam, the tan function will cause the relative error to be very large.

It was decided to remove these points from the analysis because they can cause disagree-

ment in the l-o-s polarity (positive or negative along the beam). The actual E×B direction

should be within the range [θ− δθ,θ+ δθ], but if the angle perpendicular to the beam is

within that range, then it is possible for the azimuthal error to cause the CADI projected

velocity to have the wrong polarity. These points, and others with high error, were filtered

out by selecting δvpro j/vpro j < 0.3. It should be noted that errors in radar l-o-s velocities

were not available.

The PolarDARN merged velocities and azimuths were determined using Equations

3.5a,b assuming RKN for radar 1 and INV for radar 2. The azimuthal angle given by

Equation 3.5b is measured from the radar 1 beam direction, which was RKN beam 5 in

this case. In order to match this with CADI azimuth data, which is measured from the

direction of geographic north, a shift of -4.17◦ was required, the angle between beam 5

and geographic north over RB. To increase statistics for the merged analysis, the median

velocity was taken from three gates, centered over RB, instead of using the velocity from

one gate.

The CADI ionosonde makes measurements at several frequencies, 2.73, 4.00, 5.00 and

6.00 MHz, so that a velocity report is available for every 30 seconds at each frequency.

A limited analysis showed that the CADI data obtained at various frequencies are gener-

ally consistent, although data obtained using the lowest transmitter frequency are noisier

while the data at the largest frequencies are very infrequent. The decision was made to

use 4 MHz data. At this frequency the data are still somewhat noisy. One of the reasons

for this is a lack of a sufficient number of sources involved in the velocity derivation (see

Chapter 3). To alleviate the problem, and to remedy the difference in temporal resolution

between CADI and PolarDARN measurements, the CADI data were averaged over multi-

ple scans. For each available 1-minute PolarDARN measurement, three consecutive CADI
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measurements centered around the PolarDARN measurement are averaged, weighted by

error. CADI velocities that were determined using less than 20 reflectors (via Eq. 3.9)

were not considered.

It should be noted that although 5 months were considered, data were not continuously

available for the entire period. Data from the Inuvik radar were only available for a few

days in November 2010 and RB CADI data were only available for 9 days in January

2011.

Lastly, a point should be made about how the linear regression is performed when

comparing instruments. Ordinary least squares fitting minimises the sum of the square of

the vertical distances between the data and the best fit line. This assumes that uncertainty

exists in only one variable. In this case, two instruments with uncertainty are compared.

This requires an unbiased approach that accounts for this. In this Thesis, least squares

fitting was performed using perpendicular offsets, minimising the square of the perpen-

dicular distances between the data and the best fit line. The best fit line for datasets {xi}

and {yi}, of form y = mx+b, is then given by

m =−B+ sgn(r)
√

B2 +1, (4.2)

b =< y >−m < x >, (4.3)

B =−
σ2

y −σ2
x

2Cov(x,y)
, (4.4)

where angle brackets denote the mean, r is the correlation coefficient, Cov is the covari-

ance, σ2 denotes the variance and sgn is the signum function.

4.2 Joint RKN-RB CADI Observations on December 24,

2010

Although both the PolarDARN radars and RB CADI work continuously, not many joint

measurements can be found. One factor is that RKN echo occurrence over RB is not

frequent (Liu, 2010). If RKN echo detection rates at ranges ∼900 km can be as large as

30% of the observational time, it is only ∼3% at ranges of ∼1350 km for the RB zenith

(Ghezelbash et al., 2011). There is also a seasonal variation in the echo detection rate.
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Fewer echoes occur in the summer than in the winter. This is thought to be caused by

the variations in the solar illumination of the high-latitude ionosphere (e.g., Koustov et al.,

2004).

Another factor is the inherent property of the radars to measure velocity along its beam

in a specific direction. If the radar beam direction is nearly perpendicular to the plasma

flow, it will measure a very small velocity. These small velocities were typically not used

in this study due to possible ground scatter contamination at low velocities; PolarDARN

velocities with magnitudes under 100 m/s were not included. In order to keep the statistics

balanced, CADI projected velocities under 100 m/s were also removed, although many of

these points were filtered due to high relative error from the azimuth being near perpen-

dicular to the beam direction.

CADI can also be subject to limitations on detection rate. CADI relies on radio wave

reflection, which requires that the transmitted frequency is less than the largest plasma

frequency in the ionosphere; typically this is the critical frequency of the F2 layer, f0F2.

If the electron density is too low, then the transmitted wave will not be reflected, but will

pass through the ionosphere. Often there are fewer CADI measurements when the polar

cap is dark than when it is sunlit and photoionisation occurs. Thus more CADI data are

available in the summer than in the winter, opposite that of variations in PolarDARN echo

detection rates. Despite this trend, CADI data are still available in the winter, with the

highest occurrence around local noon, ∼18 UT for RB, and the lowest occurrence in the

post-midnight sector, ∼6-12 UT.

Figure 4.3 gives an example of joint PolarDARN-RB CADI data on December 24,

2010. The top two panels, Figs. 4.3a,b, show the E×B magnitude and azimuth, counted

clockwise from the direction of geographic north, as measured by the RB CADI. The

top panel also gives the number of individual scatterers/reflectors involved in the velocity

determination. One can see that the number of measurements is larger at later times,

corresponding to closer to local noon, where the ionosphere is expected to be denser.

Figure 4.3c gives the projection of the E×B velocity vector onto RKN beam 5, the closest

beam to the RB zenith. Negative velocities here correspond to irregularity motion away

from the radar, matching the convention used by PolarDARN. Figure 4.3d presents the
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Figure 4.3: Temporal variations of (a) the E×B magnitude and (b) direction (counted
clockwise from geographic north) as measured by the RB CADI, (c) CADI E×B projec-
tion on the RKN beam 5 (range gate 27), (d) RKN l-o-s velocity and (e) the difference
between the CADI expected and RKN-observed l-o-s velocity along beam 5 over RB.

49



RKN l-o-s velocity while Figure 4.3e shows the difference between the CADI velocity

projections and the radar l-o-s measurements. The vertical red dashed lines show points

where CADI projected velocity and RKN l-o-s are of opposite polarity.

One can see that the E×B magnitude varied between 200 and 800 m/s and the general

direction of the l-o-s was antisunward, something that one would expect for the two-cell

convection pattern in the pre-noon sector. The expected l-o-s velocity along RKN beam

5 from CADI measurements was between 100 and 500 m/s. This velocity was generally

consistent with RKN velocities; the typical differences were on the order of 100 m/s. There

were several instances when the velocities had opposite polarity and differed significantly,

by more than 200 m/s. Three of these, well seen in Figure 4.3e, are marked by red crosses

and vertical dashed lines. These will be discussed later.

Comparison of Figure 4.3a and 4.3e gives a good sense as to how difficult it is to

identify joint radar-CADI data; despite numerous points for CADI, not many of these

meet the criteria for good data (20 reflectors, 0.3 relative error for projected velocity), and

not all of these would have concurrent RKN observations.

4.3 Statistics for 1-D (Projection) Comparison

Figure 4.4 presents data of joint PolarDARN-CADI velocity measurements. Scatterplots

of Figs. 4.4a,b indicate that points can be in any quadrant of the comparison plane, but

the majority of them are located in the expected quadrants so that the velocity polarities

are the same. For a fraction of total points, 5-10%, the radar velocity has different polarity

as compared to the RB CADI projection velocity, called here “bad” points. The reasons

for such a drastic disagreement will be discussed later. For points in quadrants 1 and 3,

red is used to denote where the difference in velocity is less than a factor of 2. These are

considered to be points of “good” agreement. The fraction of good points was typically

∼85% of all available points. It should be noted that the definitions of “bad” and “good”

here do not add up to all the points but leave out points that agree on direction but not

magnitude. The slopes of the best fit lines of the good points (blue) in Figures 4.4a,b

are 0.93 (INV) and 0.97 (RKN), implying that PolarDARN velocities may be slightly
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Figure 4.4: Scatterplots of the l-o-s velocity from (a) INV beam 13, gate 30 and (b) RKN
beam 5 gate 27 versus RB CADI velocity projected onto the respective beams. “Good”
points (red) are where the PolarDARN-CADI velocities differ by at most a factor of 2.
Total number of points n, the percentage of good points, and the percentage with opposite
polarity (bad) are shown in the upper left corner. The slope m and y-intercept b from linear
regression and the correlation coefficient r of non-bad points are shown in the right bottom
corner. The blue line shows the linear fit. (c) and (d) are contour plots of the occurrence
of the data from (a) and (b). Occurrence of points vs UT for the (e) INV- and (f) RKN-RB
CADI comparisons.
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smaller in magnitude than expected from concurrent CADI measurements. Figures 4.4c,d

show that the majority of the points considered are located near the bisector of perfect

agreement.

The above comparisons have been made for mostly echoes during the daytime and

pre-midnight, as can be seen in Figs. 4.4e,f; not too many concurrent data points were

available in the post-midnight sector, between 05 and 11 UT. This is to be expected from

the scattering/reflecting conditions for PolarDARN/CADI.

4.4 Statistics for 2-D (Vector) Comparison

Figure 4.5 compares merged PolarDARN velocities and RB CADI full vectors by consid-

ering magnitude and direction separately. For both plots, there is a significant spread of

points. For the magnitudes, Figure 4.5a, there appears to be good agreement with the ma-

jority of points. The linear fit line is off this trend and suggests much larger PolarDARN

velocities. This is thought to be caused by the relatively low correlation coefficient and

the spread of the data points away from the bisector. The azimuths, Figure 4.5b, appear

to agree very well. About 76% of points have azimuthal difference of less than 30◦. The

same magnitude and azimuth data are presented in 4.5c,d in the form of contour plots for

occurrence of magnitude and azimuth. These indicate that indeed the majority of points

do agree very well.

One tendency seems to be clear in Figures 4.5a,c: the merged PolarDARN velocity

is larger on average than the E×B magnitude reported by the RB CADI. The tendency

covers a range of velocities between 200-700 m/s. Another indication of the trend is that

the slope of the best fit line is greater than unity.

4.5 Discussion

Both performed comparisons showed reasonable overall agreement of PolarDARN and

CADI velocities. The joint dataset covered a significant range of E×B magnitudes, from

∼100 to 800 m/s for both CADI and PolarDARN. It should be noted that the low velocity
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Figure 4.5: Scatterplots and contour plots comparing PolarDARN and RB CADI velocity
magnitudes and directions from November 2010 to March 2011. The blue line is a linear
fit to all points and the slope and the y-intercept of the line are indicated on the right side
with the correlation coefficient r. Total number of points is n=1028.

data were completely excluded from the analysis; this happened naturally for CADI upon

application of imposed requirement of having low projected velocity error for measure-

ments with CADI. This limitation leaves room for future investigation of the low-velocity

data. To accomplish this task, a careful analysis of the PolarDARN data quality is re-

quired as strong ground scatter contamination can be a serious factor influencing the radar

velocities.

In this study, high-velocity data have not been achieved, as well. This is unfortunate,

as large velocities of more than 1000 m/s are of special interest; in this range, the HF

velocity has been shown to become significantly smaller than the E×B drift (Xu et al.,

2001; Drayton et al., 2005; Xu et al., 2008). In terms of magnetic local time, the data were
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less present for the midnight sector (Figs. 4.4e,f). As explained, this is expected for winter

conditions and further data accumulation, especially for equinoxes, is needed to improve

data coverage. It should be noted that CADI data alone do show periods with very large

velocities up to 2 km/s. Similarly, some PolarDARN velocities are significantly above

1000 m/s. The high velocities for both instruments are not observed simultaneously, for

reasons that need to be further investigated.

The 1-D analysis showed better agreement for the RKN radar as compared to the INV

radar (3.4% of bad points as compared to 8.2%; slope 0.93 versus 0.97). Reasons for the

difference are not clear. A significant difference in the number of points available can be

seen. This is an interesting fact by itself; the distance for the INV radar is only 3 gates

farther than for the RKN radar, yet the number of joint points with CADI dropped by about

a factor of 3. Perhaps a smaller database for the INV radar is an issue here and with further

data accumulation, the differences between the INV and RKN radars would vanish.

The 1-D analysis revealed a number of points for which the CADI and PolarDARN

velocity polarities were opposite. The magnitudes of the velocities involved were not

necessarily small, which would be expected for periods when the radar beams are near-

perpendicular to the plasma flow and can be sensitive to small fluctuations. Very typical

E×B drifts for the polar cap are ∼300 m/s (Mori et al., 2011) and the velocities of points

with different polarities is ∼200 m/s (Figures 4.4a,b).

There are probably several reasons for such drastic differences. One might think that

such points correspond to periods when a patch of plasma with a completely different E-

field entered the radar FoV or was generated for a short period of time. One then would

not expect agreement as CADI measurements would correspond to a somewhat different

volume of the high-latitude ionosphere. There is a possibility that for some periods, due

to strong lateral refraction, the systems monitor completely different spots of the high-

latitude ionosphere. Time difference might be a factor as well. Initial attempts to locate a

preferential time of day, corresponding to photoionisation in the ionosphere, for points of

polarity disagreement were unsuccessful.

An analysis reported by Mori et al. (2011) considered nearly co-located INV and Ko-

diak (KOD) radar measurements along approximately parallel beams, as INV beam 14
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Figure 4.6: Scatterplots of the difference versus the average of each pair of (a) INV/(b)
RKN l-o-s and RB CADI projected velocities from quadrants 1 and 3 of Figures 4.4a,b.
The mean (µ) and standard deviation (σ) of the velocity differences are shown in the top
right corner. The black solid line denotes perfect agreement and the dashed red lines are 2
standard deviations from the mean. Red dots mark average values over 100 m/s bins, with
error bars denoting the standard deviation of each bin.

and KOD beam 7 nearly coincide. It was found that in about 15% of cases, the polarity

of the measured velocities did not coincide. It may be that in these cases also the echoes

were coming from different regions of the ionosphere.

Another reason could be that unflagged ground scatter is present in the radar data.

Ground scatter contamination is notoriously difficult to detect (Ponomarenko et al., 2008).

Another way of assessing the velocity differences was performed in Figure 4.6. Here,

for every pair of PolarDARN-CADI measurements with agreement in polarity (quadrants

I and III), the difference between the magnitudes is plotted against their average. The

difference is taken such that it is positive for a larger PolarDARN velocity and negative

for a larger CADI velocity. The mean difference is near zero, which would suggest a very

good agreement between instruments. On closer inspection, however, it appears that the

binned averages increase with velocity. It is expected that CADI is higher on average

for lower velocities as Figures 4.4a,b show many black points where radar velocities are

low. What is unexpected is that the PolarDARN radars, on average, report larger velocities

than CADI for velocities over ∼500 m/s. A similar analysis for the merged radar velocities

showed that the merged velocities were on average about 60 m/s larger than the CADI ve-

locity magnitudes (Fig. 4.5). This is contrary to previous studies comparing PolarDARN

velocities with other convection measuring instruments (Xu et al., 2001; Drayton et al.,

2005; Xu et al., 2008; Koustov et al., 2009b), which showed that HF radars such as Super-
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DARN/PolarDARN underestimate velocities when compared with other instruments such

as incoherent scatter radars and ion drift meters on DMSP satellites. The above results

imply that the RB CADI instrument perhaps underestimates the true E×B magnitude as

well. Koustov et al. (2007) showed this by comparing RB CADI data with DMSP ion drift

data, but to what extent CADI underestimates when compared to coherent radars, such

as RKN and INV PolarDARN radars, was not well established. The data presented here

hint that CADI underestimates the velocity slightly more than SuperDARN. This raises

questions about the CADI method of the velocity determination.

Over recent years, the reason for the HF radar velocity underestimation has been

thought to be due to the exclusion of the index of refraction in the velocity determination

(Gilles et al., 2009). Theoretically, CADI measurements should not be affected by the

index of refraction in the ionosphere. No explanation can yet be offered for why CADI

velocities are statistically smaller than PolarDARN velocities, but one possible explana-

tion for velocity discrepancies during certain times is that some of the CADI individual

reflectors are in reality coherent scatterers and not clouds of strong electron density.
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Figure 4.7: CADI 4 MHz virtual height of all sources for 13-17 UT on Dec 24, 2010. The
colour scale on the right denotes the power of the signals.

During times of very low electron density, such as near midnight local time during

winter, the plasma frequency can drop below 4 MHz, the CADI transmission frequency

used in this study. Under these conditions, it is possible that the signals received by CADI

are not reflections but coherent scatter, which would be received over a wider range of

heights than reflections and have a lower power. In Figure 4.7 an example is given of

CADI observations where from 15 to 17 UT the reflections are clustered near a well de-

fined height in the ionosphere and have a high power (> 30 dB). Between 13 and 14 UT,
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however, the power is much lower and the heights are widespread. This is only a possibil-

ity, however, and weak reflections off small dense patches cannot be rules out. It should

be noted though that this is the same timespan that the first polarity discrepancy occurred

in Figure 4.3.
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Figure 4.8: Scatterplot of LOS velocity from RKN Beam 7 Gate 40 vs. EU CADI pro-
jected velocity for Nov 2010-Mar 2011.

Although a reasonable agreement between RKN radar and RB CADI data is reported

here, similar comparisons with other CHAIN ionosondes did not give similar results. In

Figure 4.8, RKN data and EU data were compared for the same period of November 2011-

March 2011. Here one can see there are a number of points that agree well, but significant

amount of points strongly disagree. One obvious effect is detection of very large RKN

velocities simultaneously with very small EU velocities. Reasons for such disagreements

are not known. In future, data from both instruments will undergo scrutiny to reveal any

deficiency of the measurements. This task is beyond the scope of this thesis.

4.6 SuperDARN CPCP and CADI

With reasonable agreement between CADI and PolarDARN velocities, how SuperDARN

CPCP compares with CADI velocity can now be tested. Plasma velocities at very high

latitudes, i.e. near the center of the polar cap, are expected to be somewhat uniform,
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so RB CADI velocities can be taken as an average polar cap velocity. The strength of

the ionospheric electric field is proportional to the polar cap velocity, so it is expected

that CPCP will also be proportional to the polar cap velocity. Assuming the ionospheric

electric field is constant, the relationship between the CPCP and electric field is Φpc =E L,

where L is the distance between the locations of the maximum and minimum potentials

used to calculate the CPCP. The distance measurements were not available, so another

method was required to limit the effect of this parameter.

The max-min points sit at, or very near, the edge of the polar cap, which expands

to lower latitudes at times of large magnetic disturbances. To keep the size of the polar

cap from varying, the dataset was selected for times when only small fluctuations in the

geomagnetic field occur, Sym-H > -30 nT. Data were also selected for negative IMF Bz

values, to ensure that the two-cell convection pattern, upon which these assumptions are

made, was present.

If SuperDARN CPCP underestimation is only due to the velocity underestimation ef-

fect, then a linear trend is expected. A nonlinear trend (i.e. saturation) would then suggest

another issue with SuperDARN CPCP. Saturation here should not be confused with the

saturation effect between the solar wind/IMF and CPCP as this is a comparison between

2 parameters reflecting ionospheric convection.

Data from the years 2000-2002 were considered in the comparison, when more data

were available from SuperDARN. Considering 3 years also allows for better statistics, be-

cause during this period, data from the RB CADI contains many gaps. The SuperDARN

data were selected for periods for which the CPCP was based on convection maps con-

taining more than 300 vectors, as discussed in Chapter 3. The CADI data were selected

under the condition that the velocities were determined with at least 20 reflectors (Eq. 3.9).

Additionally, CADI velocities were limited to those with errors less than 150 m/s.

Figure 4.9 shows a contour plot of SuperDARN CPCP plotted versus CADI velocity.

Average values for 100 m/s bins are shown by black dots and the vertical bars reflect the

standard deviation of the values in each bin. The binned values appear to increase linearly,

although the spread in the CPCP data for each bin is quite large, ∼40 kV for the denser

areas (excluding the blue). Nevertheless, there appears to be good agreement between
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SuperDARN CPCP and RB CADI under quiet conditions.

4.7 Conclusions

In this chapter, it was shown that:

1. Overall, velocities of the PolarDARN radars and the Resolute Bay CADI differ by

less than a factor of 2 in ∼85% of all cases for the range of velocities 100-800 m/s.

This implies that one can consider data from these instruments for a statistical type

of studies by merging them into a common data block. In individual events, the

differences can be very large, and care must be exercised.

2. The discrepancies in the polarity of the PolarDARN and RB CADI occur about 5%

of the time. The reasons for this effect were not able to be determined. Among po-

tential factors are a difference in spatial coverage of the instruments and a difference

in timing of measurements which is important for dynamical ionospheric events.

3. For cases of the same PolarDARN/RB CADI velocity polarity, the HF radars show

somewhat larger velocity than the RB CADI for large velocities (> 400 m/s). Since
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the PolarDARN HF velocity is below the E×B magnitude, this result implies that

the RB CADI underestimates (stronger that the PolarDARN radars) the E×B drift

of the ionospheric plasma.

4. A comparison of the RB CADI velocity and SuperDARN CPCP showed linearity

with the CADI velocity magnitudes in the range of 0-800 m/s.

The comparisons undertaken pose a question on the reasons for the effect of CADI

underestimation of the E × B drift. The fact itself is not well-documented since little

validation work has been done for CADI. In this view, future work on joint dataset that

includes PolarDARN, CADI and ISR velocities is of great interest.
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CHAPTER 5

SUPERDARN CPCP DEPENDENCE ON THE SO-

LAR WIND AND COMPARISON WITH MODELS

Since the late 1990s, a significant CPCP database has been accumulated by the Super-

DARN community. Unfortunately, not all of these data are reliable. It was demonstrated

in Chapter 3 that the number of points in an individual convection map, Nmap is one of the

crucial parameters that must satisfy certain conditions for proper estimates of the CPCP,

since the FIT technique can be dominated by a startup convection model. In several pre-

vious studies (e.g., Shepherd et al., 2003; Koustov et al., 2009a) a database of CPCP was

built by hand-picking those maps that visually had “reasonable” vector coverage around

both the dusk and dawn convection cells’ foci/vortices. Typically, such maps had sev-

eral hundred points, but not all maps necessarily had an amount of points above a certain

threshold. On the other hand, some maps had significant data coverage but were rejected

for lack of points in one of the cells. This might imply that the database selected was

actually dominated by some special conditions in the near-Earth space. In this Thesis, a

simpler approach was adopted; only convection maps that have a “sufficient” number of

points to constrain the FIT technique were considered. A similar approach was undertaken

by others, such as Grocott et al. (2009).

To demonstrate the relationship of the SuperDARN CPCP with parameters in near-

Earth space, one full year of data for the northern hemisphere were selected, the year 2000.

A similar analysis was performed for 2001 and the results obtained are very consistent with

what is reported here for 2000. A subset of simultaneous data in both hemispheres was also

considered. The latter is certainly a smaller dataset. For the northern hemisphere dataset

alone, Nmap = 300 was chosen as the minimum threshold of individual map acceptance to
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the database and Nmap = 200 for the southern hemisphere in the joint N-S dataset. The

threshold for data selection used in this Thesis is more stringent than the one adopted by

Grocott et al. (2009) who used Nmap = 200 points for only northern hemisphere data.

To advance some previous studies, the data were split into three separate seasons. The

seasons were introduced as follows: Summer is May 1 - July 31, Winter is November 1

- January 31, and Equinox is March 1 - April 30 and September 1 - October 31. Con-

sideration of various seasons was done to investigate the potential role of the ionospheric

conductance due to photoionisation.

The initial part of the investigation involved considering CPCP dependence on various

individual parameters of the near-Earth space that have been discussed in the literature

and then investigating the dependence of the CPCP on functions that involve multiple

parameters.

5.1 SuperDARN Map Coverage and the Range of Exter-

nal Parameters

First, the ranges of various parameters for the selected datasets were established. Data for

the northern hemisphere dataset are reported here. The analysis showed that the subset of

simultaneous N-S data has a similar distribution of parameters.

The first parameters that were considered were the magnitude and polarity of IMF

Bz and By. Figure 5.1 is a contour plot of event occurrence in the Bz-By plane for the

northern dataset. Overall, the data are distributed fairly uniformly in the plane with values

within +/- 10 nT. The majority of points have small magnitudes of < 5 nT for both Bz

and By. Minor tendencies in the denser regions (non-blue) include some predominance of

negative Bz values for winter and some predominance of negative By values for summer.

Figure 5.2 presents histogram distributions for a number of parameters that have been

discussed in the context of the CPCP saturation. These are solar wind ram pressure (Eq.

3.11), solar wind velocity, interplanetary electric field, the radius of the magnetosphere

(Eq. 1.1), Alfvén-Mach number (Eq. 1.4) and the Alfvén velocity of the solar wind

plasma (Eq. 1.6).
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The distributions for the seasons are fairly consistent with each other although winter

and equinox have many more points than summer. Typical values are psw from 1 to 2 nPa,

vsw from 300 to 400 km/s, Esw from -3 to 3 mV/m, Rms from 9 to 11 RE , MA from 5 to 10

and vA from 30 to 60 km/s.

5.2 CPCP and the Interplanetary Magnetic Field

Magnetic reconnection, controlled by the IMF, has been considered the primary factor

controlling the CPCP (e.g., Shepherd, 2007). It is not a surprise that numerous attempts

have been made to establish the relationship between CPCP and Bz and By.

Figure 5.3 shows contour plots of the SuperDARN CPCP versus both Bz and By for Bz

< 0, for the selected datasets. The CPCP increases linearly with negative Bz in the range of

-8 to +8 nT. The relationship between CPCP and By was considered separately for positive

and negative By, although both show a weak relationship. Maximum CPCP values are

∼100 kV.

Each plot in Figure 5.3 shows the parameters of the linear fits to the data: m is the

slope of the line, b is the y-intercept and r is the correlation coefficient. The slopes for

the Bz dependence are ∼-5 kV/nT while the By dependence slopes are only ∼1 kV/nT.

Slopes for By are shown separately for positive and negative By. A seasonal trend can be

seen with the slopes of the Bz dependence; the slope magnitudes get smaller as the amount

of sunlight increases in the ionosphere, with the smallest slope in summer and the largest

slope in winter. For equinox, for which the linear fit parameters are in between the summer

and winter values, the CPCP can be represented as

ΦSD(kV) =−5.3Bz(nT)+46. (5.1)

At large negative Bz, winter and equinox data (Fig. 5.3b,c) show clusters of points that

deviate from the linear dependence; these may imply a saturation in the rate of the CPCP

increase with Bz. A similar situation is seen for positive Bz; the points are clustered around

20 kV.

While Bz shows the largest CPCPs for larger negative Bz values, the largest CPCPs for

By are spread out more, and even occur for small By values, such as for the equinox (Fig.
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Figure 5.3: Contour plots of SuperDARN CPCP vs IMF Bz and By for three seasons. By
data shown are only for periods when Bz < 0. Data trends are shown with binned values
(black dots, bins of 2.5 nT) and linear fits. Each panel shows parameters of the linear fit
(m is the slope of the line, b is the line’s y-intercept and r is the correlation coefficient). By
linear fits are done separately for positive and negative values.
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5.3e). This, with the low correlation coefficient, implies that By on its own is not a good

indicator of the CPCP. However, By is often used in combination with other parameters,

such as Bz.

Dependence of the CPCP on the IMF magnitude is often considered. Typically, the

tangential component of the IMF is used, BT , which is involved in EKL. The scatterplot

of the CPCP versus BT is presented in Figure 5.4. The general trend to increase is clearly

seen here as well, although it is somewhat slower than the linear dependence with Bz.

This is indicated by the linear slopes, which are ∼2 kV/nT here as opposed to ∼5 kV/nT.

One can see a large cluster of points at small BT that favours a stronger linear trend and a

number of points for larger BT that are below that linear dependence. The nonlinearity is

also indicated by the binned values (red points, 2.5 nT bins). A square root fit (blue curve,

functions given in Fig. 5.4) was also performed for all three seasons. The binned values

match more closely with the square root fit than the linear fit.

The presented data are consistent with previous publications which insist on a lin-

ear trend (e.g., Papitashvili et al., 1999; MacDougall and Jayachandran, 2001) with the

exception that the slopes of the linear regression are about 2 times weaker in this case.

Papitashvili et al. (1999) reported Φ = 33.1+11.5 |Bz| for measurements with the DMSP

satellites and a southward IMF, while MacDougall and Jayachandran (2001) had Φ =

44+ 10 |Bz| with CADI measurements. On the other hand, Ridley et al. (1998) reported

the slope of ∼4 kV/nT using the magnetometer-based AMIE technique, which is very

close to what is shown here. A saturation effect for large By has been reported by Mitchell

et al. (2010), but not enough points with large By were available in the northern dataset to

say anything conclusively.

5.3 CPCP and the IMF Clock Angle

One other parameter dependent on By and Bz is the IMF clock angle. It has always been

believed that the front side reconnection rate is dependent on the clock angle, here defined

as θc = arctan(By/Bz), following Newell et al. (2007). One would then expect this to affect

the CPCP. In previous studies, a function of the clock angle in the form sinn(θc/2) was

66



0

20

40

60

80

100

120

140

C
P

C
P

 N
o

rt
h

 (
k
V

)

Summer

m = 1.72

b = 47.82

r = 0.439

9.0BT

1/2 + 36.9n =   3986

0

20

40

60

80

100

120

140

C
P

C
P

 N
o

rt
h

 (
k
V

)

Equinox

m = 2.03

b = 45.22

r = 0.516

11.7BT

1/2 + 30.0n =  17580

Bz < 0

0 5 10 15 20 25 30 35
BT (nT)

0

20

40

60

80

100

120

140

C
P

C
P

 N
o

rt
h

 (
k
V

)

Winter

m = 2.35

b = 41.91

r = 0.479

11.8BT

1/2 + 28.0n =  19993

(a)

(b)

(c)

Figure 5.4: Scatterplots of SuperDARN CPCP vs IMF BT for Bz < 0; three seasons are
considered. Data trends are demonstrated with binned values (red dots, bins of 2.5 nT), a
linear fit (green), and a square root fit (blue). Shown is the total number of points involved,
the parameters of the linear fit (m is the slope of the line, b is the line’s y-intercept and r is
the correlation coefficient), and the square root fits.
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considered.

Shown in Figure 5.5 is the northern SuperDARN CPCP versus sin2(θc/2), the func-

tion that showed the best correlation. CPCP versus sin2(θ/2), sin3(θ/2) and sin4(θ/2)

were investigated. The correlation coefficients for the dependencies were, for the equinox

dataset, 0.706, 0.689, 0.667, respectively. What is shown here is very consistent with the

report by Grocott et al. (2009).
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Figure 5.5: Contour plot of the SuperDARN CPCP vs sin2(θc/2). Black dots are binned
values (bins of 0.1). The correlation coefficient is shown in the bottom right corner. Total
number of points considered is n=34345.

5.4 CPCP and Solar Wind Velocity

The solar wind interplanetary electric field is ultimately transferred to the high-latitude

ionosphere and produces the CPCP. Since the IEF is proportional to the solar wind veloc-

ity, one would expect the velocity to influence the CPCP.

Figure 5.6 shows the CPCP dependence on the solar wind velocity. The dependence

does not appear to be strong, with almost no effect for summer. The correlation coefficients

for all seasons are very low. Low correlation and a significant data spread indicate that no

direct correlation exists between the CPCP and SW velocity. This does not rule out SW

velocity contributing in combination with other parameters, such as the IMF strength or

Bz.
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Figure 5.6: Contour plots of the SuperDARN CPCP vs solar wind velocity for three sea-
sons. Black dots show average CPCP for each 50 km/s bin. Linear regression coefficients
(slope, y-intercept, correlation coefficient) are shown in the bottom right corner of each
plot. Best fit line is shown in black.
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5.5 CPCP Dependence on IEF

The interplanetary electric field depends on both the IMF and solar wind velocity. Several

definitions of the IEF have been used in literature. In this Thesis, the following definition

of IEF was used:

Esw = vxBz. (5.2)

This form is the y-component of the full −v×B electric field. It should be noted that

vx, the x-component of the solar wind velocity, is always negative in the GSM coordinate

system, so IEF > 0 corresponds to Bz < 0 and vice versa.

Figure 5.7 shows contour plots of the SuperDARN CPCP versus the IEF, again for 3

seasons separately. For all three plots, the points are spread between +/- 7 mV/m. Points

for negative IEF are of less importance for this study as they correspond to northward IMF

conditions (Bz > 0). All three plots clearly show the linear dependence for the majority

of points. The departures from the linear trends are seen for |IEF| > 3 mV/m. These

departures are better depicted by the binned values of the CPCP.

The data selected show a predominantly linear dependence between the CPCP and

IEF. There are some points for IEF > 3 mV/m that suggest saturation. This effect is more

noticeable in the equinox season where higher IEF values were available.

The linear fits are consistent with Khachikjan et al. (2008) and Koustov et al. (2009a).

The slopes of the dependence show a seasonal trend; the highest slope is in the winter and

lowest in the summer.

Saturation can also be seen for negative IEF. The CPCP appears to reach a minimum

value of ∼30 kV. This is generally thought to be caused by secondary CPCP generators,

such as quasi-viscous interaction or nightside processes, independent of dayside recon-

nection which is still present when dayside reconnection is not, possibly contributing up

to 30 kV to the CPCP (e.g., Milan, 2004).

While the selected data do not contain enough points in the saturation regime, they still

provide an opportunity to investigate the dependence of the CPCP upon various parameters

of the near-Earth space.
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Figure 5.7: Contour plots of SuperDARN CPCP vs IEF for three seasons. Data trends are
shown with binned values (black dots, bins of 2.5 mV/m) and linear fit (black line). Each
panel shows the total number of points involved and the parameters of the linear fit, slope,
y-intercept, and correlation coefficient.
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5.6 Effect of the Size of the Magnetosphere

A number of researchers have expressed the opinion that the CPCP is strongly controlled

by the size of the magnetosphere; a larger magnetosphere provides a longer reconnection

line and generates a larger magnetospheric voltage. For example, Ridley (2007) hypothe-

sized that CPCP is simply proportional to the radius of the magnetosphere, Rms. Khachik-

jan et al. (2008) considered a small set the SuperDARN CPCP data and sorted the data

according to the Rms. It was found that with Rms decrease, the slope of the CPCP-IEF

dependence decreased dramatically. In this section this effect was investigated with a

significantly larger dataset.

Figure 5.8 shows the slopes of the CPCP-IEF dependence for 1 RE bins of the magne-

tosphere radius, considering three seasons. There is a clear trend for the slopes to increase

with the Rms bin values. Since the magnetopause radius is proportional to p−1/6
sw , a higher

pressure implies a smaller radius and thus a lower rate of CPCP increase with the IEF,

which is an indicator of the saturation effect.

This trend is reinforced by Figure 5.9, which plots the slopes and y-intercepts of the

linear fits against the magnetosphere radius bins used in Figure 5.8. The slopes increase

almost linearly with the magnetosphere radius and the y-intercepts decrease almost lin-

early. The only exception is the 6-7 RE bin, which breaks the trend for both slope and

y-intercept. This could indicate that the effect is limited below a certain radius or could be

due to the bins for the smallest magnetosphere radii having fewer points than the rest of

the bins.

A seasonal dependence, presumably from the ionospheric conductance, is present in

Figure 5.8. The slopes are highest in the winter, when the conductance would be smaller.

This might imply that the CPCP saturation effect could occur at smaller IEF in the winter

time, consistent with Koustov et al. (2009a) who reported faster overall CPCP increase

winter time and saturation beginning at a lower IEF value than in summer. Koustov et al.

(2009a) did not split the data by Rms bins so that the saturation effect was evident. It could

be that the saturation effect seen by the SuperDARN radars is simply an apparent effect;

it is seen because of over-plotting data for various Rms.
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Figure 5.8: The linear fit lines for the SuperDARN CPCP dependence upon IEF for 1 RE
bins of the magnetosphere radius Rms (values by each line are midpoints of the given bin,
in units of RE). Three seasons are considered separately.
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Figure 5.9: The coefficients (a) b (y-intercept) and (b) m (slope) in the linear dependence
of the CPCP upon IEF (CPCP=mEsw +b) for various magnetosphere radius bins Rms for
the data presented in Fig. 5.8. Three seasons are shown, winter (blue), equinox (green)
and summer (red).

The y-intercepts are very similar to Khachikjan et al. (2008) (Table 5.1), although the

slopes here are much larger. This could be due to the technique used in this Thesis to use

perpendicular offsets in the linear regression, not vertical offsets, as is typically done. The

intersection of the fit lines corresponding to various Rms is not at 3 mV/m (Khachikjan

et al., 2008) but at 1-2 mV/m depending on season, with smaller values for winter.

5.7 SuperDARN CPCP and SW Coupling Functions

So far, it has been shown that the SuperDARN CPCP correlates with several parameters

of the near-Earth space: IMF Bz, By (BT ), Rms, and IMF clock angle. These factors are

74



Table 5.1: Y-intercepts and slopes of linear fit lines from Figs. 5.9.

Data Set Rms bin (RE) 6.5 7.5 8.5 9.5 10.5 11.5
Khachikjan et al. (2008) y-int 55.6 60.2 55.3 48.9 41.9 40.4

slope 2.4 1.8 3.1 6.1 8.2 8.9
Summer y-int 45.2 61.5 53.3 45.9 42.1 40.1

slope 6.84 5.05 8.88 11.9 14.9 20.0
Equinox y-int 60.4 52.7 51.3 47.2 43.0 n/a

slope 4.78 4.22 11.9 13.3 16.2 n/a
Winter y-int 46.9 55.4 49.8 45.6 42.9 38.3

slope 4.82 7.79 10.1 14.2 17.1 23.7

thus very likely to reflect the energy transfer from the solar wind into the ionosphere since

SuperDARN CPCP is a global parameter. To our mind, these dependencies must be con-

sidered while a most reliable coupling function is inferred. In this respect, it is noted that,

in the past, SuperDARN CPCP has not been tried much. Koustov et al. (2009a) considered

a limited SuperDARN dataset and found that the Newell coupling function provides better

data clustering and correlation coefficient as compared to the IEF, reconnection electric

field and PCN index. In this section a more extensive database is considered to assess how

various coupling functions correlate with SuperDARN CPCP.

For the analysis, northern SuperDARN CPCP was compared to various coupling func-

tions discussed in the literature. Three seasons were considered separately. All the cou-

pling functions were inferred from the ONMI IMF and solar wind data with proper delay

as discussed in Section 3.3. The correlation coefficient was calculated assuming that the

relationship is linear.

Table 5.2 presents the obtained correlation coefficients. One can see that the best cor-

relation is achieved by the variant of the Wygant et al. (1983) function closely followed by

the functions by Lyatsky et al. (2007) and Newell et al. (2007). For these 3 best functions,

winter data show better correlation and summer data show worse. The common feature of

these functions is the power of the BT term, with the exponent being 1/2 or 2/3. The other

common feature is the dependence upon clock angle being close to sin2(θc/2). vsw is in-

volved in a different way in the best parameters but since CPCP does not depend strongly

upon vsw, these differences are not very critical.
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Table 5.2: List of solar wind coupling functions and their correlation coefficient with
SuperDARN CPCP for 3 seasons.

Corr. Coeff., r
Name Functional Form Reference Summer Winter Equinox

ε vxB2
T sin4(θc/2) Perrault and Akasofu (1978) 0.522 0.361 0.504

Er vxBT sin2(θc/2) Kan and Lee (1979) 0.649 0.642 0.678
Φm vxBT sin2(θc/2)p−1/6

sw Siscoe et al. (2002b) 0.644 0.695 0.696
Erl vxBT sin3(θc/2) Reiff and Luhmann (1986) 0.664 0.639 0.683

Ewyg vxBT sin4(θc/2) Wygant et al. (1983) 0.657 0.623 0.672
E1/2

wyg v1/2
x B1/2

T sin2(θc/2) Variant on Ewyg 0.736 0.779 0.747
Epud n−1/2

sw B2
T sin3(θc/2) Pudovkin et al. (1985) 0.487 0.490 0.506

ET L n1/2
sw v2

xBT sin6(θc/2) Temerin and Li (2006) 0.541 0.487 0.549
Ec v4/3

x B2/3
T sin8/3(θc/2) Newell et al. (2007) 0.680 0.705 0.702

Elyat vxB1/2
T sin2(θc/2) Lyatsky et al. (2007) 0.710 0.758 0.731

It should also be noted that coupling functions involving solar wind density (nsw) or

solar wind pressure (psw) performed poorly, with the exception of Φm, which differed

from EKL only by the term p−1/6
sw (Rms), showed some improvement over EKL in terms of

correlation.

5.8 CPCP and Solar Wind Pressure

An increase in the solar wind ram pressure implies an increase in the intensity of the ex-

ternal driver, and one might generally expect larger CPCPs established in the high latitude

ionosphere. The relationship between the CPCP and psw has been investigated in a number

of studies (e.g., Boyle et al., 1997; Shepherd et al., 2003; Ober et al., 2003; Khachikjan

et al., 2008). There is no general consensus on the issue except for the major one: the

effect is not very strong. It was decided that a closer look at this relationship was neces-

sary. With the data already presented in the previous section, one cannot expect a strong

dependence because the radius of the magnetopause is closely related to the ram pressure

and the dependence of CPCP on Rms was found to be weak. Data are presented here for

negative Bz only.

Figure 5.10 demonstrates tendencies seen on plots for other seasons. A tendency can
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be seen for CPCP to increase with pressure, however the effect is not strong. The correla-

tion coefficient was low for all seasons, the slope of the best fit line was between 1.0 and

1.5 kV/nPa, and the y-intercept was in the range of 50-55 kV. The range of CPCP for each

bin is as large as 80 kV. An increase in CPCP with pressure is consistent with a number of

studies where a sudden psw increase apparently leads to a jump in ionospheric convection

velocity (e.g., Coco et al., 2005).

Some studies (e.g., Ridley, 2005; Khachikjan et al., 2008) use ram and magnetic pres-

sure (psw = ρv2+B2/2µ0), claiming that under extreme conditions, magnetic pressure can

be on the same order as ram pressure. In this study, the average magnetic pressure was

0.01 nPa and in the most extreme case, the magnetic pressure did not exceed 0.7 nPa.
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Figure 5.10: Scatterplot of the SuperDARN CPCP North vs SW pressure for equinox.
Red dots are binned values (bins of 2.5 nPa) and the green line is the linear fit to the data
(parameters of the fit shown in the right bottom corner). Total number of points considered
was n=17580.

Next, the same dataset was considered but for different IEF bins. Figures 5.11a,b,c

show the CPCP plotted against psw with bins of 1 nPa for three seasons, separated by IEF

bins of 1 mV/m. To a first approximation, there is no direct dependence on pressure; the

correlation coefficient for most of the IEF bins was under 0.2.

Figure 5.11d shows the slopes for the linear fit plotted against IEF bins from Figs.

5.11a,b,c. The dashed black line is the average of the three seasons. The slopes are higher

at small (1-2 mV/m) and large (4-5 mV/m) IEF and are lowest at intermediate IEF bins

(∼3 mV/m).
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Figure 5.11: (a-c) Binned values for the scatterplots “SuperDARN CPCP-solar wind ram
pressure” for three seasons. The data was divided into six IEF bins (units of mV/m): 0-
1 (green), 1-2 (light green), 2-3 (blue), 3-4 (cyan) 4-5 (red) and > 5 (pink). (d) Slopes
of the linear fit versus IEF bins for the scatterplots “SuperDARN CPCP-solar wind ram
pressure” for three seasons: winter (blue), summer (red) and equinox (green). The dashed
black line is the average of all seasons.

These results are at odds with Khachikjan et al. (2008) (who had a more limited dataset

and used many points that were affected by the startup convection model). Khachikjan

et al. (2008) reported CPCP increase at small IEF values (1-2 mV/m) and decrease at

large values (4-5 mV/m). Our more extensive data set shows an increase for small IEFs,

but the rate slows down and there is almost none, if not a decrease, at IEF ∼2-3 mV/m.

For larger IEFs, the CPCP increases with psw. The trends are, however, very subtle. They

are much slower than expected within the Hill-Siscoe model, according to which CPCP is

proportional to p−1/6
sw for small IEFs and p1/3

sw for the regime of saturation (although, our

data do not reach that stage).

Computer modelling by Merkin et al. (2005b) showed a tendency for CPCP to de-

crease versus pressure for small conductances and a minor increase at large conductances.
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Figure 5.12: Contour plots of SuperDARN CPCP plotted versus (a) the SW Alfvén-Mach
number and (b) Alfvén velocity for equinox 2000.

Our data are somewhat in agreement with this, as Figure 5.11d shows winter (lower con-

ductance) having mainly negative slopes and summer and equinox generally have positive

slopes.

5.9 Alfvén-Mach Number and the SuperDARN CPCP

A number of studies have suggested an influence on the CPCP by the Alfvén-Mach num-

ber, MA (e.g., Ridley, 2007). The Alfvén-Mach number is one of the factors involved in the

bow shock jump condition (Eq. 1.2), which determines the increase in IMF strength and

SW density as the solar wind crosses the bow shock into the magnetosheath. Under typ-

ical conditions, MA is large and the jump condition is roughly constant, staying between

∼3.5-4, but this value drops to 2-3 as MA decreases below 3. Ridley (2007) claims this to

be one factor involved in the saturation effect.

Figure 5.12a shows a contour plot of SuperDARN CPCP against MA for the equinox

dataset. There is a trend that shows a CPCP increase for decreasing MA. The functional

dependence of CPCP on MA appears to be either a decaying exponential (as used by Ridley

(2007)) or an inverse function.

The definition for MA (as given by Eq. 1.4) is one way to view the parameter, but a
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more revealing one is

MA ≈
√

µ0 psw

BT
. (5.3)

Here, MA is written in terms of parameters discussed above. It is approximate, as MA is

typically defined with the full IMF strength B =
√

B2
x +B2

T , although there is little to no

difference for small Bx. MA is proportional to the square root of the solar wind pressure,

which has little correlation with CPCP, and inversely proportional to the IMF strength,

which had decent correlation with CPCP. With the inverse-like relationship between MA

and CPCP, it would appear that BT dominates this dependence.

Figure 5.12b shows a contour plot of SuperDARN CPCP against Alfvén velocity. The

relationship appears to be somewhat linear, although a large variance in CPCP data is

present. As with MA, the linear relationship is likely due to vA being proportional to BT .

To further investigate the effects of vA, the slope of the CPCP versus vA relationship

for different IEF bins were plotted against the IEF values (Fig. 5.13). The slopes appear to

decrease as the IEF value increases. This could be an indication of vA affecting the growth

of CPCP with the IEF, similar to what was seen with Rms.
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5.10 Comparison of Simultaneous SuperDARN CPCP in

Both Hemispheres

The role of the ionospheric conductance is to “short out” the CPCP. In Ohm’s law (Eq.

2.6), for a constant current, a higher conductance implies a lower electric field, implying a

lower voltage. Thus, theoretically, it is expected that a sunlit ionosphere will show smaller

CPCPs than a dark ionosphere, assuming the same currents are being applied.

Data for the northern hemisphere alone do not show a fundamental difference between

statistically typical values for summer and winter. One possibility for this is the possibility

that typical conditions in the solar wind are different enough between seasons to mask any

conductance effects. To evaluate the differences between CPCP data in a dark and sunlit

ionosphere, simultaneous data from both hemispheres were considered.

Figure 5.14 contains contour plots of northern SuperDARN CPCP data plotted against

southern CPCP and relevant statistics. The CPCP in both hemispheres does not appear

to differ significantly on average, with a mean difference of 1.5 kV in the summer and

3.2 kV in the winter, both favouring the northern hemisphere. Northern CPCP data are

greater more than 50% of the time for both seasons.

As mentioned earlier, the threshold for CPCP data was Nmap=300 for the northern

hemisphere and Nmap=200 for the southern hemisphere. The statistics were consistent

when considering either Nmap=200 or Nmap=300 for both hemispheres.

So far it has been assumed that both hemispheres receive roughly the same energy from

reconnection, but this is not necessarily true. Lyons and Williams (1984) show that particle

precipitation along field lines into the ionosphere can differ between hemispheres by as

much as one order of magnitude, depending on the direction of the IMF; in particular, Bx

is said to be the cause, with Bx < 0 causing greater precipitation in the northern hemisphere

and Bx > 0 doing the same for the southern hemisphere. The cause of this is the geometry

between the IMF and geomagnetic fields at the reconnection site. Reconnection is said

to occur where the IMF and geomagnetic field are antiparallel, but the addition of Bx will

alter the angle of the IMF relative to the geomagnetic field, shifting the reconnection site
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Figure 5.14: Northern vs southern SuperDARN CPCP for (northern) (a) summer and (b)
winter 2000. Number of points is shown in the top left corner along with the percentage of
points where northern CPCP is greater than southern CPCP. (c) and (d) show histograms
of the CPCP difference, north minus south, of (a) and (b), respectively.

northward or southward depending on its sign, northward for Bx < 0 and southward for Bx

> 0. This, in turn, causes an asymmetry in particle precipitation, which may imply that the

R1 currents applied to each polar cap will undergo a similar asymmetry.

To further investigate this, the difference in CPCP between hemispheres was plotted

against both Bx and By (Fig. 5.15). A trend can be seen for both seasons for Bx and By. The

difference between northern and southern CPCP is larger for positive By and for negative

Bx. Seasonal differences are negligible. Bz was also investigated but no trends were found.

While the CPCP difference is smaller for negative By and positive Bx, it should be

noted that this does not imply that southern CPCP will be larger than the northern. Figure

5.15a shows CPCP differences up to 40 kV favouring both northern and southern data near

-10 nT.
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5.11 SuperDARN CPCP and Expectations from Previous

Work

The presented SuperDARN data demonstrate that the CPCP is affected by a number of

parameters in the near-Earth space that might be, generally speaking, inter-related them-

selves. Theoretical understanding of these factors, as described in Chapter 2, is far from

complete. In this section, some theories and predictions, published so far, were tested with

the dataset considered in this Chapter. For this comparison, real values of the SW and

IMF parameters were used, contrary to other studies where statistically average parame-

ters were employed, for periods of concurrent SuperDARN measurements. Also, various

seasons were considered; however, surprisingly, the results were very similar, independent

of season. For this reason, only the winter data is discussed here.

5.11.1 Boyle Empirical Model and SuperDARN CPCP

In Figure 5.16a,SuperDARN data is compared with the Boyle et al. (1997) empirical rela-

tion given by Equation 2.1. The solid black line shows the best fit line. This line shows

that for SuperDARN CPCP < ∼50 kV, the radar data are larger than the Boyle model pre-

dictions and for SuperDARN CPCP > ∼50 kV, the radar data are smaller than the Boyle

model. The slope of the line is 2.3, indicating that, overall, the Boyle model potentials

are much larger than the SD potentials. This is especially seen for Boyle CPCP > 100 kV.

Khachikjan et al. (2008) reported very similar results. This result is not surprising when

considering that the Boyle model is based on DMSP data, which is known to show larger

values than SuperDARN CPCP.

The other difference with the Boyle model is that the SuperDARN measurements show

hardly any seasonal variation with CPCP, contrary to season differences and an equinoctial

maxima reported by Boyle et al. (1997). Boyle et al. (1997) also had a dependence on the

SW pressure, which improved when the SW density term was removed, resulting in their

v2 term. SuperDARN CPCP showed a very weak, if any, dependence on SW pressure

and velocity (Figs. 5.10,5.6). Among the agreements with the Boyle model are a strong
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Figure 5.16: Contour plots of expected CPCP according to several models and Super-
DARN CPCP. Linear regression coefficients are shown in the bottom right corner. Dotted
black line shows one-to-one agreement. The solid black line is the best fit.

dependence upon Bz, a dependence on the IMF clock angle, and no detectable dependence

upon Bx (see their Fig. 3). It should be noted that Boyle et al. (1997) selected data for

periods with reasonably stable IMF conditions. The same cannot be said for the dataset in

the current study.

5.11.2 Hill-Siscoe Model and SuperDARN CPCP

In Figure 5.16b, the Hill-Siscoe model predictions (Eq. 2.13) for the ionospheric conduc-

tance of ΣP=10 S are plotted against SuperDARN data. The contour plot here looks very

similar to the one in Figure 5.16a except the model does not predict CPCP values as large

as the model by Boyle et al. (1997). The slope of the linear fit line and the correlation

coefficient are slightly better, but a slope of 1.9 is still very large.

The comparison performed is in line with previous comparisons by Shepherd et al.

(2003) and Khachikjan et al. (2008). It is noted that Shepherd et al. (2003) reported on
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the best agreement between SuperDARN data and Hill-Siscoe model expectations for Σ =

23 S. This value is unreasonably high, and Shepherd et al. (2003) put forward a number of

explanations why the agreement does not work out, including the possibility of tweaking

the ξ term in Equation 2.6, which was determined by MHD model results. At the end of

their discussion, the authors stated that it is possible that the “assumptions used to derive

equation (1) are incorrect” (see Eq. 2.13). This seems to be a likely explanation, in par-

ticular, the large value of 57.6 as a coefficient. Indeed, beside overall disagreement, our

data do not support the Hill-Siscoe model prediction that the CPCP depends strongly on

the ionospheric conductance. This finding is echoed by the conclusions by Haaland et al.

(2007) and Förster et al. (2007) who considered CLUSTER data. The Boyle equation is

also conductance independent. Weak, if any, CPCP dependence on the ionospheric con-

ductance seems to contradict theoretical expectations, notably the computer modelling,

(e.g., Borovsky et al., 2009). This discrepancy between the SuperDARN data and theoret-

ical expectations is too important to ignore in future work.

One point of agreement between SuperDARN CPCP and the Hill-Siscoe model is the

inclusion of p−1/6
sw in Φm. As discussed briefly in Section 5.7, this factor, reflecting the

magnetosphere radius, improved linear correlation between SuperDARN CPCP and EKL.

5.11.3 Ridley (2005) Model and SuperDARN CPCP

Figure 5.16c compares the Ridley (2005) formulation (Eq. 2.17) with SuperDARN data.

The appearance is similar to that for Boyle et al. (1997) for small CPCPs, but Ridley’s

formula only reaches CPCP up to 150 kV, as opposed to 200 kV. Disagreements are still

large for large CPCPs. The overall slope is similar compared to the Hill-Siscoe model.

Ridley (2005) included CPCP dependence upon the Alfvén-Mach number. His sugges-

tion is that for small Mach numbers (large BT ) the reconnection contribution to the CPCP

in the Boyle’s model has to be multiplied by the term 1− exp(−MA/3). With IMF in-

crease, this would decrease the predicted CPCP and cause saturation. The current dataset

does not cover the CPCP saturation regime so the importance of such a term cannot be

commented upon.
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Ridley (2005) hypothesized that the CPCP is proportional to the radius of the magne-

tosphere. Our data partially support this notion, but it is not clear whether this support is

absolutely valid. It was shown that if the CPCP data are binned by the Rms values, for each

bin of the magnetosphere size the CPCP variation upon the IEF is different, with a smaller

response at larger IEF. The last result might be interpreted as an indicator of the saturation

effect at large IEFs. On the other hand, when the CPCP was plotted versus Rms or psw for

various bins of IEF, no strong dependence was found, while it should be if the effect of

this factor is not compensated by something else.

5.11.4 Kivelson-Ridley (2010) Model and SuperDARN CPCP

In Figure 5.16d, predictions of the recent Kivelson-Ridley model for ΣP = 10 S (Eq. 2.16)

are compared to the SuperDARN CPCPs. Better agreement is noticeable in terms of the

overall linear trend, i.e. a smaller slope. For this model, predictions are different whether

one considers quasi-viscous contributions to the CPCP or not.

Presented in Figure 5.17 is the prediction for the winter dataset according to Equation

2.16, but without Boyle’s v2
x quasi-viscous term. One can notice that for small IEFs, the

slope of the line is getting even closer to the line of perfect agreement, which would have

a slope of 1. The lack of agreement between SuperDARN CPCP measurements and the

quasi-viscous-related term is expected as previously in this Chapter it was shown that

the CPCP and solar wind pressure, dominated by the ram pressure term ρv2, show little

correlation. This is in agreement with other studies, such as Papitashvili et al. (1999).

Overall, the Kivelson-Ridley model compared best with SuperDARN data. The au-

thors explained that the model is very close in form to the Hill-Siscoe model, both taking

an unsaturated potential or electric field, such as the reconnection electric field, and adding

a saturation term, but they differ in the physics used to explain the saturation effect. It

should be noted, however, that the saturation terms in each model can be rewritten to look

almost identical. Dividing each term in Equation 2.13 by p1/2
sw reveals that the numerator

is Φm (Eq. 2.9), while the denominator contains a term with ErΣP/p1/2
sw . While this does

not look familiar at first, Er/p1/2
sw , without the clock angle dependency, can be rewritten as

BT/n1/2
sw , which is the Alfvén velocity, neglecting constants.
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Figure 5.17: Scatterplot of expected CPCP from Eq. 2.16 without the v2
x term and Super-

DARN CPCP for the winter dataset.

It is possible then that the greatest difference between the models is the coefficients

used. The correlation coefficients calculated in Figures 5.16b and 5.17 are nearly identical,

0.730 and 0.731. The density of points looks similar in both, except that the H-S model is

stretched vertically, implying that the main difference is in the coefficients. As mentioned

above, the coefficient in the Φm term in the Hill-Siscoe model appears to be too large.

Perhaps a modification to this term or its derivation would result in better agreement.

Our tests showed that the SuperDARN data are not far from predictions of all four the-

ories for small CPCPs. The best agreement is with the Kivelson-Ridley model. However,

the agreement is very poor for large CPCPs with SuperDARN giving much smaller values

than those expected from the literature. It is noted that the SuperDARN data do not show

very strong values of the CPCP.

5.12 Summary of the Findings

In this Chapter, possible connections between the SuperDARN CPCPs and various pa-

rameters of the near-Earth space were investigated. SuperDARN CPCP data were also

compared with predictions of some recent physics-based and simulation-based models

of CPCP formation. The analysis performed led to several conclusions, both regarding

SuperDARN CPCP itself and the potential factors in the solar wind affecting it. These

conclusions are listed here without ranking their importance.
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1. First is a comment on the database which was used in this study. One full year

of SuperDARN radar operation was selected. It was shown that the SuperDARN

radars, in the configuration of 2000-2001, collected data for all typical values of

the solar wind and IMF. However, if the threshold for the number of map points

used to derive the CPCP is set at a value of ∼300, there are very few measurements

with IEF > 3-4 mV/m, the values starting from which the CPCP begin to saturate,

as concluded from previous SuperDARN publications and observations made with

other instruments/methods. The southern hemisphere coverage is worse due to there

being fewer radars present. With selected data coverage, the SuperDARN radars are

only suitable for studies of the factors affecting the increasing part of the CPCP

dependence upon IEF, and not the saturation part. Additionally, the radars seldom

report CPCPs above ∼100 kV, no matter what conditions are imposed (Koustov

et al., 2009a). This is well below reports where other instruments were used. The

apparent saturation seen in SuperDARN CPCP plots versus various parameters are

at ∼80 kV on average.

2. A number of SuperDARN results reported here are very similar to the ones re-

ported in other SuperDARN studies where the data selection was more elaborate

and more justifiable (Shepherd et al., 2003; Koustov et al., 2009a; Fiori et al., 2009).

This implies that obtained CPCP are not very sensitive to the specific configura-

tion/distribution of the vectors on a map; one just needs a significant amount of

vectors. However, if the threshold is not high enough, the “quantization” effect of

the CPCP is clearly seen and the data are strongly affected by the assumed startup

convection model. The CPCP values for the models are predetermined at relatively

low levels (< 80 kV). The data showed that having more than 300 vectors is a highly

desirable goal for every convection map.

3. SuperDARN data for the Northern hemisphere give statistically similar CPCP values

for the northern and southern hemispheres. Although a lower threshold was consid-

ered for the number of required points for the southern hemisphere, 200 instead of

300, these results hold if Nmap = 300 is chosen for both hemispheres, although very
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few points would be available from the southern hemisphere.

4. For relatively narrow bins of the SW parameters or IMF, the SuperDARN CPCP

showed significant variability, ranging at least +/- 20 kV. This variability makes it

difficult to reliably establish a relationship between SuperDARN CPCP and various

parameters of the near-Earth space.

5. It was shown that the SuperDARN CPCP increases almost linearly with an increase

of the negative IMF Bz component, consistent with previous studies. The range of

the data is -10 +10 nT. The rate of increase is in agreement with the one inferred from

AMIE modelling/magnetometer data, but slower than reported in DMSP measure-

ments. Winter data showed a faster increase, while summer data showed a slower

increase. For Bz < -8 nT, a tendency for CPCP saturation is seen but the amount of

data tapers off very quickly in this regime. For positive Bz > 8 nT, the CPCP stays

at ∼20-30 kV, which is consistent with other reported potentials for Bz > 0.

6. For negative IMF Bz, the SuperDARN CPCP also increases with the magnitude of

the IMF By, although weakly. The rate of increase is ∼5 times slower than the one

for the dependence on the IMF Bz. The By dependence is stronger for By > 0 during

winter.

7. Since the SuperDARN CPCP depends strongly upon the IMF Bz and By, it strongly

changes with the IMF clock angle. The data are best described by the function

sin2(θc/2).

8. The SuperDARN CPCP showed very little dependence on the velocity of the solar

wind. The spread of the CPCP in the bins can be as great as +/- 40 kV.

9. The SuperDARN CPCP varies weakly with the solar wind pressure. There is vir-

tually no trend for typical IEF values of 1-3 mV/m. At smaller and larger IEFs, a

subtle tendency for increase is present. The former (latter) is consistent (inconsis-

tent) with the Hill-Siscoe model predictions. Unfortunately, the available data cover

mostly small values of Psw so that the effects of strong Psw were not possible to

investigate.
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10. The SuperDARN CPCP increases almost linearly with the IEF in the range -3 to

+3 mV/m. The rate of increase is larger in winter and smaller in summer, consistent

with previous SuperDARN studies. The rate of increase depends strongly on the

size of the magnetopause; the dependence of the CPCP on the IEF is stronger for

larger magnetosphere radii and weaker for smaller radii. Perhaps the decrease in

the CPCP variation with IEF at large values of the IEF is evidence for the CPCP

saturation effect at IEF > 3-5 mV/m. Another indication of the saturation effect is

stabilization in the fall of the rate increase at large IEFs. Unfortunately, the amount

of data is insignificant at large IEF values.

11. The Alfvén-Mach number correlates, although weakly, with the SuperDARN CPCP.

Data show a general decrease of the CPCP with increasing MA. The trends of MA

appear to be dominated by BT .

12. The Alfvén velocity also correlates somewhat with SuperDARN CPCP. Data show

that the CPCP increases with vA for small IEFs but at large IEFs, there is almost

no CPCP dependence on vA. This could be an indication of the saturation effect

depicted by Kivelson and Ridley (2008), who show a decrease in CPCP dependence

on Er with increasing vA. We should note that the number of points for large IEFs

is not significant to confidently conclude, but the effect of the decrease in the slope

between CPCP and vA is clearly there.

13. The difference in the CPCP between the northern and southern hemispheres is in-

fluenced by the IMF By and Bx values for all seasons. For By < 0 and Bx > 0, there

was a minor trend for southern hemisphere CPCPs to be larger, while for By > 0 and

Bx < 0 the trend favoured the northern hemisphere. A potential physical explana-

tion is that By and Bx alter the location where reconnection occurs at the frontside

magnetopause, creating an imbalance in the energy transferred to each hemisphere.

Alternatively, we hypothesize that the effect is that of the startup convection model

that assigns more voltage in the northern hemisphere for By > 0, although this effect

is supposedly minimised by the data selection process.

91



14. There is little difference between CPCPs observed in the "sunlit" and "dark" iono-

sphere if data in one hemisphere are considered, although rates of increase with

various parameters, such as IEF and Bz, were stronger in the dark ionosphere, i.e.

winter.
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CHAPTER 6

CONCLUSIONS AND SUGGESTIONS FOR FUTURE

RESEARCH

The research contained in this Thesis is twofold. First, a validation of SuperDARN

data was performed using the CADI at Resolute Bay. This involved both 1-D and 2-D

velocity comparisons between the PolarDARN radars and the RB CADI, as well as study-

ing the relationship between CADI velocities, representing the average polar cap convec-

tion, and SuperDARN CPCP, in an attempt to identify the reasons for SuperDARN CPCP

underestimation in comparison with other techniques. Second, the relationship between

the CPCP, inferred from SuperDARN l-o-s velocities, and solar wind/IMF parameters

was investigated. This involved comparing SuperDARN CPCP to various individual solar

wind/IMF parameters and to numerous coupling functions that have been proposed in the

past, as well as comparing simultaneous SuperDARN data between hemispheres. Also,

four chosen theories of CPCP formation were tested against SuperDARN CPCP.

6.1 Conclusions

6.1.1 SuperDARN Velocity/CPCP Validation

First, SuperDARN velocities were plotted against Resolute Bay CADI to investigate the

effect of velocity underestimation on the supposed SuperDARN CPCP underestimation.

Line-of-sight plasma velocity measurements from the PolarDARN radars at Rankin Inlet

and Inuvik were shown to be comparable to plasma drift measurements from the Resolute

Bay CADI. Both the CADI projection (1-D) analysis and the merged PolarDARN (2-
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D) analysis revealed that there is good agreement between the instruments. There was,

however, a trend in both analyses for the PolarDARN velocities to be slightly larger than

the CADI velocities. This was unexpected, as SuperDARN in the past has been shown to

underestimate the E×B drift when compared to other instruments such as DMSP ion drift

meters and incoherent scatter radars.

The second part of the validation involved testing SuperDARN CPCP against another

ionospheric parameter, i.e., CADI E×B drift measurements, which act as a proxy for

the average ionospheric polar cap electric field. A linear trend was observed for CADI

velocities up to 800 m/s, although a high variance in the data made it difficult to reach a

conclusion.

Overall, with these studies, no issues could be found with the SuperDARN CPCP data.

This still does not explain why SuperDARN CPCP is much smaller than CPCP derived

from other instruments. It is believed that the major factors involved in this could be the

statistical model that is used to fill in the gaps in radar coverage and the Heppner-Maynard

boundary. While the data were selected for only maps derived using a minimum number

of points, one wonders how much influence the model still has in determining the CPCP.

The Heppner-Maynard boundary has been shown to cause disagreement between fitted

vectors and l-o-s velocities near the boundary and likely causes CPCP underestimation

during storm conditions when the polar cap expands equatorward. These issues may be

dealt with by better radar coverage, which is currently in progress with the recent addition

of the mid-latitude radars and the future addition of auroral radars in Russia.

6.1.2 SuperDARN CPCP Dependence on the Solar Wind/IMF

SuperDARN CPCP was tested against various solar wind and IMF parameters to deter-

mine which parameters were the most important in generating the CPCP. The parameters

chosen are ones used in numerous solar wind coupling functions, theories and models de-

scribing solar wind-magnetospheric-ionospheric coupling. A number of these functions

and models were chosen for comparison with SuperDARN CPCP.

Of all the parameters tested against the SuperDARN CPCP, the ones that showed the

best correlation with or influence on the CPCP were IMF BT , IMF Bz, θc, Esw, Rms, and vA.
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IMF Bz had the highest linear correlation, although saturation is present for |Bz| > 8; also

highly correlated were BT , Esw (also showing saturation) and θc. Solar wind pressure did

not appear to show any direct correlation, but the magnetosphere radius Rms, proportional

to p−1/6
sw , appeared to play an important role in determining the slope between CPCP and

Esw. Likewise, the slope between CPCP and Esw appeared to be somewhat affected by vA.

Parameters that showed low correlation to the CPCP were vsw and nsw, although these are

believed to be involved in combination with other parameters, and are also the components

of the solar wind ram pressure.

The linear correlations between SuperDARN CPCP and various solar wind coupling

functions were tested. The best correlation coefficients were obtained with the function

by Lyatsky et al. (2007) and the square root of the function by Wygant et al. (1983). Both

functions contained the factor
√

BT . One reason why fractional powers of BT performed

better is that CPCP saturation with BT is better matched with a square root function than

a linear relationship. Coupling functions with sin2(θc/2) appeared to have higher corre-

lation coefficients than ones with higher exponents. Coupling functions including an nsw

term had lower correlation coefficients.

Simultaneous SuperDARN data between the northern and southern hemispheres were

compared in order to test for possible differences due to ionospheric conductance, theo-

rised to affect the CPCP. Little difference was detected when comparing the sun-lit and

dark ionospheres, represented by summer and winter, respectively. However, a trend was

found when the CPCP difference was plotted against the IMF Bx and By terms. The north-

ern CPCP data tended to be larger than the southern CPCP when By > 0 and Bx < 0, and

smaller for By < 0 and Bx > 0. Since the statistical model used for the northern hemisphere

gives larger CPCPs for By > 0, one wonders if this effect is physical or if the statistical

model has more effect than previously thought.

SuperDARN CPCP was compared to four theories and models predicting the CPCP

using solar wind/IMF parameters. The theory providing the closest CPCP to SuperDARN

was the Kivelson-Ridley theory, although the predicted CPCP was on average about 1.5

times larger than the SuperDARN CPCP. This number lowered somewhat when the quasi-

viscous term in the Kivelson-Ridley formula was not considered. The Hill-Siscoe model
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had a very high correlation coefficient, although was on average nearly twice as large as

the SuperDARN CPCP.

6.2 Future Research

Initially, one of the objectives of this Thesis was to investigate the CPCP saturation effect

with SuperDARN data, but this proved to be difficult, both due to the questions raised

about the quality of CPCP data under extreme conditions, and the lack of such data. The

data used in this study are from the last solar maximum, from 2000-2002, when fewer

radars were present than are currently in operation (the PolarDARN and the mid-latitude

radars were added). The main reason why more recent data were not used was simply

a lack of extreme conditions due to the extended minimum of Solar Cycle 23. Hope-

fully, with another solar maximum and the newer radars, more data will be available for

extreme solar wind conditions and the work undertaken here can be expanded with im-

proved datasets. Initial work with the mid-latitude radars has already shown somewhat

larger CPCP values those calculated with only the auroral radars.

Another issue, that was not addressed in this Thesis, is SuperDARN velocity underesti-

mation compared to other instruments. In this study, the actual quality of the PolarDARN

velocity measurements was not investigated. All measurements relied on ACF quality

flags built into the standard SuperDARN processing software. It is important to investi-

gate the quality of the PolarDARN data while comparing with CADI E×B measurements.

Of special interest should be the larger velocities that disagreed with CADI measurements,

which cannot be explained by the ground scatter contamination of radar echoes.

Such an investigation is also important for CADI as an instrument for convection mea-

surements. CADI E×B measurements have not been scrutinized in the past like Super-

DARN data, but CADIs become increasingly important as their numbers increase and they

operate at the very high latitudes where the PolarDARN radars detect very few echoes.

CADIs theoretically are not affected by the refractive index. The question is: why is

the measured velocity even smaller that the PolarDARN velocity, which are very likely

affected by the index of refraction? Of interest are cases where the polarity of the Polar-
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DARN velocity is opposite to the projection of the CADI vector onto the radar beam. The

currently accepted notion is that such cases correspond to instruments monitoring well-

separated ionospheric regions. Since CADI data have information of echo location, this

opinion can be tested with the data available. One can think that perhaps such cases are

due to a low number of reflectors involved in the velocity determination (for the Resolute

Bay CADI it seldom surpasses 50). A special experiment can be run with CADI operating

in the so called “dynasonde” mode. In this mode, the velocity measurements are done at

many transmitted frequencies and not limited to the choice of either 3 or 4 MHz (CADI

provides data on 5 and 6 MHz, but these are very limited) so that velocity determination

would be more reliable.

The next aspect of the current work is the quality of the CPCP determination from l-o-s

data. It is clear that the CPCP can be strongly affected by the startup convection model.

The recent work by Cousins and Shepherd (2010) is a step in the right direction. They de-

veloped a new statistical model that better reflects ionospheric responses to changes in the

IMF. Of note is the statistical model in the southern hemisphere, which is quite different

than that for the northern hemisphere. This poses questions about the role of the startup

convection model in SuperDARN mapping. Fiori et al. (2010) developed a technique that

works without any convection model and does not use the Heppner-Maynard boundary

either. It is not clear yet if their method is better than the current work with the startup

convection model. It would be interesting to perform a comparison of the methods with a

significant database.

Ideally, there would be no need for a statistical model if enough data could be obtained.

Installing radars to cover the entire polar cap and auroral region would be a step in the right

direction, although the radars are still dependent on ionospheric conditions for receiving

echoes.
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