
1.  Introduction
Estimates of near-surface wind speed and direction are key meteorological components for predicting many 
surface processes that influence critical aspects of the hydrological and biological systems. Examples include: 
horizontal snow mass redistribution (Marsh et al., 2019; Mott et al., 2010; Pomeroy et al., 1997; Pomeroy & 
Li, 2000; Winstral et al., 2013), forest fire path prediction (Forthofer et al., 2014; Quill et al., 2019), blowing snow 
sublimation (Pomeroy & Essery,  1999; Pomeroy & Male,  1992), rain-on-snow events (Vionnet et  al.,  2020), 
ecological system conservation and management (Liston et al., 2016), snow-vegetation interactions (Lumbrazo 
et al., 2022; Lundquist et al., 2021; Sturm et al., 2001), lake turbulent fluxes (Sugita et al., 2020), evapotranspi-
ration (Ravazzani et al., 2020; Schymanski & Or, 2016), and insect and pathogen transport (Luo et al., 2008). 
Near-surface wind velocities tend to be quite variable over short spatial and temporal scales, motivating a dense 
observation network (Luo et al., 2008). However, near-surface wind velocity (herein, velocity is describing a 
vector that represents the speed and direction) observations are typically spatially sparse outside of research 
domains (Mott et al., 2018). Thus, despite the importance of these wind observations, the spatially sparse obser-
vation networks can be problematic for application in spatially distributed applications, such as numerical models.

In complex terrain, wind flows are heavily impacted by overlapping influences of terrain at different scales 
(Ryan, 1977; Wood, 2000). Spatially and temporally variable wind velocities arise due to complex topographic 
and vegetation interactions with meso- and micro-scale topography where wind accelerates over hills and ridge 
crests (Jackson & Hunt, 1975; Mason & Sykes, 1979; Walmsley et al., 1984; Wood, 2000) and decelerates over 
lee slopes, in topographic depressions, and behind tall vegetation (Tabler et al., 1990). Thermally driven wind 
systems can also develop at different scales (individual slope, valley, whole mountain range) due to diurnal vari-
ation in the surface energy budget in complex topography (Reynolds et al., 2021; Serafin et al., 2018; Stewart 
et al., 2002). Individual point observations cannot be simply spatially interpolated due to the profound impacts 
of topography (Ryan, 1977).
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The problem of limited data is further compounded in remote locales, such as the critically important moun-
tain headwaters that act as the water towers of the world (Viviroli et al., 2007). In these mountain headwaters, 
winter winds heavily influence the heterogeneity of snowpacks (Fang & Pomeroy, 2009; Freudiger et al., 2017; 
MacDonald et  al.,  2009,  2010; Marsh & Pomeroy,  1999; Mott et  al.,  2010,  2018; Pomeroy,  1991; Pomeroy 
et  al.,  1997; Sturm et  al.,  2001; Wayand et  al.,  2018; Winstral et  al.,  2013) that can have profound impacts 
on downstream water resources (Dornes, Pomeroy, Pietroniro, & Verseghy,  2008; Fang et  al.,  2013; Luce 
et al., 1998; Marsh & Pomeroy, 1996; Pomeroy et al., 1997; Vionnet et al., 2020; Woo & Thorne, 2006). The use 
of spatially distributed hydrological models in these areas for prediction of water resources is motivated by the 
desire to explicitly represent these small-scale system behaviors and state variables (Dornes, Pomeroy, Pietroniro, 
Carey, & Quinton, 2008; Fatichi et al., 2016; Marsh et al., 2020). This is often done by representing the topog-
raphy at snow-drift permitting length scales of sub-200 m (Pomeroy et al., 2015; Vionnet et al., 2021). Due to 
the sparse observation network of near-surface winds, predictions in these often ungauged regions increasingly 
relies on downscaling coarse-scale numerical weather prediction (NWP) system output to estimate local wind 
velocities (Barcons et al., 2018; Vionnet et al., 2017; Wagenbrenner et al., 2016). Downscaling is required as the 
length scale of these NWP outputs is typically on the order of several kilometers. At these scales, the complex 
topography is too homogenous and results in insufficiently representing the impacts of complex terrain (Barcons 
et al., 2018; Vionnet et al., 2021). There is therefore a significant desire to account for the small-scale, spatially 
variable wind fields due to terrain influences.

The modeling approaches to estimate the spatially distributed topographic impacts on wind velocities at sub-200 m 
scales are applicable to both terrain-correcting interpolated values (e.g., spatial interpolation between observed 
values at meteorological stations) and to downscaling of NWP output. Computationally complex methods for 
dynamically downscaling wind fields, such as computational fluid dynamics (CFD) and Large Eddy Simulation 
(LES) models can provide detailed estimates of near-surface wind velocity (Vionnet et al., 2017; Wagenbrenner 
et al., 2019; Wang & Huang, 2017). However, they require substantial computational resources and can be numer-
ically unstable in highly complex terrain. Diagnostic models that preserve mass-conservation but neglect momen-
tum conservation can allow for decreased sensitivity to surface roughness and boundary layer conditions as well 
as result in faster numerical solutions (Quill et al., 2019). However, neglecting momentum conservation produces 
limitations in leeward slopes where recirculation and flow separation are not accounted for (Quill et al., 2019; 
Wagenbrenner et al., 2016). Simpler parameterizations derived from parametric fits to wind tunnel data and CFD 
models, such as those of Walmsley et al. (1984) and Walmsley et al. (1989) provide computationally efficient esti-
mates of crest windspeeds. However, these parameterizations were developed for isolated hills and are difficult to 
apply to spatially distributed applications. Linearized approaches, such as MS3DJH/3R (Walmsley et al., 1986) 
are applicable for low hills (Walmsley et al., 1986) with slopes of no more than 1 in 4 (Essery et al., 1999). These 
limitations make application to mountain regions difficult. Topographic feature methods, such as the popular 
MicroMet code of Liston and Elder (2006), estimate the impact of terrain on the speed via terrain curvatures. 
The impact of terrain on wind direction is then estimated using parameterizations such as that of Ryan (1977). 
The MicroMet approach has received substantial usage in spatially distributed hydrological models, especially 
when applied to complex terrain, for example, Pohl et al. (2006), Liston et al. (2007), Bernhardt et al. (2012), 
Musselman et al. (2015), Ravazzani et al. (2020), and Mills et al. (2019). However, its empirical nature requires 
calibration (Pohl et  al., 2006), and the directional perturbations are limited to a maximum diversion of 𝐴𝐴 22.5

◦

 
(Ryan, 1977) which can be problematic for simulating some processes such as blowing snow (Mills et al., 2019; 
Musselman et  al.,  2015). Terrain sheltering indexes such as Winstral et  al.  (2009) have shown some success 
(Winstral et al., 2017), however only provide speed, not direction estimates. Lastly, another approach has been to 
pre-compute terrain impacts on windflow via a more complex atmospheric models and “look-up” the perturba-
tions at run time. To reduce the computational cost of using a high-resolution wind model, Lehning et al. (2008) 
decomposed a simulation period into periods of quasi-stationary conditions. Then, time-averaged observations 
for these periods were used as boundary conditions to produce a library of wind fields for four wind speed condi-
tions and eight wind directions. Bernhardt et al. (2009) used a 220 wind field library that represented the most 
relevant synoptic situations for wind-induced snow transport at their test site. Instead of using the wind speeds 
directly, Essery et al. (1999) and Barcons et al. (2018) used an approach of normalizing the terrain impacts into 
speedup-factors, which then perturbed spatially interpolated observations.

In summary, distributed land surface scheme models motivate the inclusion of distributed wind fields. Unfor-
tunately, the computational overhead and increased data requirements of high-resolution atmospheric models 
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prohibits extensive use for either long periods of simulation, large spatial extents, or fine-scale spatial resolu-
tions. The isolated hill parameterizations, for example, Walmsley et al. (1989), are difficult to map to the spatial 
variable topographic of complex terrain, but have been included in some models such as the Cold Regions 
Hydrological Model (CRHM) (Pomeroy et al., 2007, 2022). Curvature methods tend to require calibration against 
observations, have limited wind direction modification in complex terrain, and are limited in the total domain 
size due to how the maximum curvature is normalized. These limitations are further complicated as wind flow 
models that perform well at a point may not provide satisfactory spatial heterogeneity, thus limiting application 
for other processes such as blowing snow (Musselman et al., 2015). Therefore, there is a need for a method that is 
computationally efficient, applicable for large spatial extents, provides substantial direction changes in complex 
terrain, and can be used for key processes such as blowing snow.

A new software tool Windmapper is presented that allows for efficient downscaling and interpolation of wind 
fields. Windmapper extends the wind library approaches of Essery et al.  (1999) and Barcons et al.  (2018) by 
using the diagnostic, mass conserving windflow model WindNinja (Wagenbrenner et al., 2016). Unique to this 
approach is that wind direction perturbations are also calculated using the table lookup approach, which allows 
for greater divergence in wind field direction fields. It also enables lee-side effects. It is designed for easy inclu-
sion into land surface and hydrological models where small-scale wind fields are of critical importance. Specif-
ically, the following questions arise: (a) how much error is introduced by this simplification versus the fully 
“online” windflow model used to generate the library; (b) can this approach be used with an unstructured surface 
representation; and; (c) what uncertainties are associated with the use of a fixed number of wind directions?

2.  Model Development
2.1.  Overview

WindMapper is a tool to help downscale mesoscale windfields, such as those from numerical weather prediction 
systems at 2.5 km resolution, to microscale winds used in fine-grained land surface models at, e.g., a 50 m resolu-
tion. This approach is an extension of the approaches developed by Essery et al. (1999) and Barcons et al. (2018) 
and applied to unstructured meshes by Marsh et al. (2019) and Vionnet et al. (2021). In brief: a mass-conserving 
diagnostic windflow model is used to determine the mechanical terrain impacts on a windflow field for a set of 
fixed wind directions, for example, from the North, East, South, West. Once normalized, these flow fields are 
saved into a library of speedup and direction perturbation maps allowing for fast lookup of relative windspeeds 
across the simulation domain at runtime for the consuming model.

The Windmapper tool is two discrete components: (a) a Python code that automates the creation of the wind field 
library (a set of wind field maps) and (b) the use of the wind library in a model to downscale winds. The Wind-
mapper code and algorithm were designed for use in a spatially distributed model or for use in parameterizing 
semi-distributed models such as those based on the hydrological response unit (HRU) approach (Flügel, 1995 
). The use of the wind library in a spatially distributed model is model agnostic. Herein, examples are shown as 
used by the Canadian Hydrological Model (CHM) (Marsh et al., 2020). A full implementation of the Windmap-
per algorithms are available in CHM, however basic usage examples are provided in the Windmapper reposi-
tory (please see Code Availability section for details). Although Windmapper is currently dependent upon the 
WindNinja model for producing the wind library, there is no limitation that precludes another windflow model 
from being used. WindNinja was selected due to: being open source; available in a fast-running mass conserving 
diagnostic configuration; actively developed; and provided reasonable estimates of wind velocity when tested. 
A preliminary version of Windmapper was partly described by Vionnet et al.  (2021) and was used by Marsh 
et  al.  (2019) and Vionnet et  al.  (2021) when simulating snowpack evolution in the Canadian sub-Arctic and 
Canadian Rockies respectively.

The processing workflow is described below at a high-level, with the following sections providing more back-
ground on the algorithm. The high-level workflow is as follows and illustrated in Figure 1:

1.	 �Select domain
2.	 �Determine number of directions to be in the wind library
3.	 �Determine spatial resolution of the windflow model
4.	 �Run underlying wind model for those directions
5.	 �Use the output in a land-surface model
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For an end-user perspective, the two primary decisions required are: (a) what spatial resolution to run the wind-
flow pre-processing steps at and (b) how many wind directions should be produced for the library. The spatial 
resolution should be sufficient to capture the micro-scale topography that is known to impact the wind flow, as 
well as being approximately the same order of magnitude as the spatial discretization used in the ingesting model. 
The number of wind directions ensures that more variability in the spatial fields is possible but at a minimum 12 
and no more than 24 has been deemed sufficient by the authors (Marsh et al., 2019; Vionnet et al., 2021). These 
decisions are investigated in the uncertainty analysis section.

Both CHM and Windmapper are open source software. Windmapper is installable via Python pip. This automates 
the compilation of the WindNinja backend and ensures ease of use from within a Python virtual environment. 
Further details can be found in the respective documentation, detailed in the Data Availability Section.

2.2.  Wind Field Library

The impact of terrain on micro-scale wind fields are precomputed using the diagnostic mass-conserving wind-
flow model WindNinja (Wagenbrenner et al., 2016). WindNinja was primarily designed to capture the mechanical 
effects of terrain on wind flow and has been shown to generally capture the important features of terrain-induced 
wind flow in complex terrain, such as ridge-top acceleration and valley channeling (Forthofer et al., 2014).

Figure 1.  A simplified overview of the WindMapper workflow. The domain is selected and various parameters are customized by the user before WindMapper runs 
the WindNinja wind model to produce the wind field library. When this wind field library is to be used in a model, the initial, to-be-corrected, coarse windfield is used 
to select the speedup and direction perturbation maps. These are used to modify the wind velocity at each computational element (e.g., grid cell; red square in diagram). 
The input elevation x/y axes are UTM 11N metres.
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To compute the wind field library, WindNinja is run with a constant input wind speed from 𝐴𝐴 𝐴𝐴 cardinal directions 
at some fixed spatial resolution. The finer this resolution, the more micro-topography is incorporated into the 
wind library. The optional configuration to include thermally driven windflow is not used. Thus, a user-specified 
spatial extent may be provided. This extent is used to automatically download the digital elevation model (DEM) 
required to run the simulations. Currently, this is the Shuttle Radar Topographic Model (SRTM) 30 m DEM (Farr 
et al., 2007) however this approach also works with user-supplied DEMs. A spatially constant initial condition 
of wind speed (𝐴𝐴 10m ⋅ s

−1 ) and a bare-earth roughness length (𝐴𝐴 𝐴𝐴0 = 0.01 ° m) are used to initialize WindNinja. 
If vegetation interactions or other surface characteristic impacts are desired, these can be included later in the 
consumer model as appropriate, however they are not considered at this step. For each wind direction, the transfer 
function 𝐴𝐴 𝐴𝐴 is computed as:

𝑓𝑓 =
𝑈𝑈𝑊𝑊𝑊𝑊

< 𝑈𝑈𝑊𝑊𝑊𝑊 >
𝐿𝐿

� (1)

where 𝐴𝐴 𝐴𝐴𝑊𝑊𝑊𝑊 is the local wind speed (i.e., 𝐴𝐴 𝐴𝐴𝑊𝑊𝑊𝑊 =

√

𝑢𝑢
2

𝑊𝑊𝑊𝑊
+ 𝑣𝑣

2

𝑊𝑊𝑊𝑊
 ), 𝐴𝐴 𝐴𝐴𝑊𝑊𝑊𝑊 and 𝐴𝐴 𝐴𝐴𝑊𝑊𝑊𝑊 are the horizontal components 

of the wind vector, and 𝐴𝐴 𝐴 𝐴𝐴𝑊𝑊𝑊𝑊 >𝐿𝐿 is the spatial average of 𝐴𝐴 𝐴𝐴𝑊𝑊𝑊𝑊 over an area of the size 𝐴𝐴 𝐴𝐴 × 𝐿𝐿 . L is user 
configurable.

By construction, as 𝐴𝐴 𝐴𝐴 → 0 then 𝐴𝐴 𝐴𝐴 → 1 . As 𝐴𝐴 𝐴𝐴 decreases, 𝐴𝐴 𝐴𝐴 incorporates fewer of the local wind fluctuation induced 
by the micro-scale terrain features (Barcons et al., 2018). Note that Barcons et al. (2018) used a circle instead of a 
square to compute the spatial average of the wind speed. Thus, 𝐴𝐴 𝐴𝐴 acts as a speedup/slowdown factor that accounts 
for topographic impacts on wind speed. The resulting output of the wind library is a set of raster files with 𝐴𝐴 𝐴𝐴𝑊𝑊𝑊𝑊 , 

𝐴𝐴 𝐴𝐴𝑊𝑊𝑊𝑊 , and transfer function components as computed by Equation 1.

If the simulation extent is greater than the 𝐴𝐴 𝐴𝐴 area given above, then the domain is automatically tiled into the 
correct number of subdomains by Windmapper. Each of the subdomains are slightly larger than optimal to ensure 
a good overlap in the wind solution between different subdomains. These subdomains are run in parallel to gener-
ate the wind library, dramatically decreasing the computational time required for large domains. The overlapping 
regions are combined by taking the mean of all overlapping regions.

An example of wind field library for some arbitrary mountain topography is shown in Figure 2 where the top row 
shows a constant wind from the North (N) for the magnitude (top-left), zonal 𝐴𝐴 𝐴𝐴 (N.u; top-middle), and meridional 

𝐴𝐴 𝐴𝐴 (N.v; top-right). This is repeated in the bottom row for a wind from the West (W).

2.3.  Adjustment of Wind Speed and Direction

Once the wind field library is created, the following algorithm is used to correct a spatially complete initial condi-
tion wind field for mechanical topographic impacts. This input wind field may be because of spatially interpolat-
ing observed wind velocities, or it could be interpolated NWP output. In any case, each computational element 
(i.e., raster cell, triangle) should have a wind speed (w; 𝐴𝐴 m ⋅ s

−1 ), zonal 𝐴𝐴 𝐴𝐴 (toward East; 𝐴𝐴 m ⋅ s
−1 ), and meridional 

𝐴𝐴 𝐴𝐴 (toward north; 𝐴𝐴 m ⋅ s
−1 ) component. Typically, windspeed and wind direction (𝐴𝐴 𝐴𝐴 ) are given and these can be 

converted to u, v components as follows (Liston & Elder, 2006):

𝑢𝑢 = −𝑤𝑤 ⋅ sin(𝜃𝜃),� (2)

𝑣𝑣 = −𝑤𝑤 ⋅ cos(𝜃𝜃)� (3)

where the sign convention is a meteorological wind direction such that the wind flows from this direction and 
direction is clockwise from North.

The example of the algorithm, described below, is a simple, idealized case and as such assumes there are four 
lookup maps: East (𝐴𝐴 90

◦

 ), South (𝐴𝐴 180
◦

 ), West (𝐴𝐴 270
◦

 ), and North (𝐴𝐴 0
◦ ). Thus, each library item covers (𝐴𝐴 Δ𝜃𝜃 = 90

◦

 ). 
The wind library is constructed such that the library items have indexes 1, 2, 3, 4 respectively with the first index 
(i.e., 1) corresponding to direction 𝐴𝐴 0 + Δ𝜃𝜃 . This approach can easily be changed to incorporate 0-indexing if 
preferred.

Step 1.  Interpolation
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Interpolate input windspeed and direction to the model domain using a method such as thin plate splines with 
tension (e.g., Chang (2008)) or inverse distance weighting (e.g., Chang (2008)). When interpolating the wind 
direction ensure the 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴 components are interpolated instead of 𝐴𝐴 𝐴𝐴 to avoid problems crossing the 𝐴𝐴 360

◦

∕0
◦ 

direction line (Liston & Elder, 2006). The zonal and meridional components can be recombined to a direction:

Θ = 𝑎𝑎 tan 2(−𝑢𝑢𝑢−𝑣𝑣).� (4)

Note that different implementations of arctan2 exist and may report a negative value for due north, for example,

𝑎𝑎 tan 2(0, 1) = −𝜋𝜋𝜋� (5)

This can be corrected by adding 𝐴𝐴 2𝜋𝜋 for 𝐴𝐴 𝐴𝐴 𝐴 0.

For the following example, a uniform spatial interpolation was used for simplicity. These initial conditions are:

1.	 �Constant wind velocity across the domain
2.	 �Wind from direction = 𝐴𝐴 270

◦

3.	 �Wind speed at 40 m = 10 𝐴𝐴 m ⋅ s
−1

This initial condition is shown in the top-left in Figure 3 where the arrows denote the wind direction, and the 
coloured cell values denote the windspeed (𝐴𝐴 m ⋅ s

−1 ). The initial condition windspeed was (arbitrarily) selected to 
approximately correspond to the mean wind speed during events driven by large scale meteorology in the study 
area. However, any “reasonable” constant input is considered to be correct due to the normalization that occurs.

Step 2.  Wind library lookup

Figure 2.  An example of a North (N) and West (W) wind library map (50 m spatial resolution) showing the speedup (−), zonal u (X.u), and meridional v (X.v) 
components at 40 m reference height. The u and v maps ignore magnitude and are only used to reconstruct the direction perturbation. Elevation contours are every 
300 m and x/y axes are UTM 11N metres.
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For each computational cell in the ingesting model (herein, computational cell will be referred to as “cell”), look 
up which library map 𝐴𝐴 𝐴𝐴 to use based on wind direction 𝐴𝐴 𝐴𝐴 :

𝑑𝑑 = ⌊𝜃𝜃∕Δ𝜃𝜃⌋� (6)

where 𝐴𝐴 𝐴𝐴 is the interpolated direction found above, and 𝐴𝐴 Δ𝜃𝜃 (𝐴𝐴
◦  ) is the angle each wind map covers. The 𝐴𝐴 𝐴𝐴 value is 

an index into the windmap library. If 𝐴𝐴 𝐴𝐴 = 0 then set 𝐴𝐴 𝐴𝐴 = 𝜃𝜃𝑛𝑛 where 𝐴𝐴 𝐴𝐴𝑛𝑛 is the total number of wind field maps. Note 
that each cell will likely have a different 𝐴𝐴 𝐴𝐴 value. For this example,

𝑑𝑑 = ⌊270
◦

∕90
◦

⌋ = 3.� (7)

As there is a uniform direction as the given initial conditions, each cell will use lookup map 𝐴𝐴 𝐴𝐴 = 3 .

Step 3.  Direction

The new wind direction only for the cell can be derived directly from the 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴 lookup maps. Thus, choose the 
𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴 map that corresponds to index 𝐴𝐴 𝐴𝐴 and perturb the cell's 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴 component to that of direction map 𝐴𝐴 𝐴𝐴 ’s 𝐴𝐴 𝐴𝐴 

and 𝐴𝐴 𝐴𝐴 component. The direction can be recovered from the 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴 components via Equation 4. The output u and 
v maps are only use to reconstruct direction due to including a uniformly constant windspeed of 1 𝐴𝐴 m ⋅ s

−1 ; that is, 
𝐴𝐴 𝐴𝐴 = 1 in Equation 3.

This step is shown in Figure 3, bottom left where the new direction is shown. The underlying colours are from 
the next step.

Step 4.  Speed

To perturb the wind speed, the previously computed 𝐴𝐴 𝐴𝐴 value is used to look up the transfer function (𝐴𝐴 𝐴𝐴
𝑖𝑖𝑖𝑖𝑖 ) for each 

cell 𝐴𝐴 𝐴𝐴𝐴 𝐴𝐴 in the 2D domain. Then the corrected windspeed (𝐴𝐴 𝐴𝐴 ’𝑖𝑖𝑖𝑖𝑖 ) at each cell is

𝑊𝑊 ’𝑖𝑖𝑖𝑖𝑖 = 𝑊𝑊𝑖𝑖𝑖𝑖𝑖 ⋅ 𝑓𝑓
𝑖𝑖𝑖𝑖𝑖
.� (8)

Figure 3.  An example of the algorithm applied to an uniform input wind velocity of 10 𝐴𝐴 m ⋅ s
−1 from the direction 𝐴𝐴 𝐴𝐴 = 270

◦

 . Arrows denote wind direction (toward 
arrow head) and colour indicates speed (𝐴𝐴 m ⋅ s

−1 ). This shows the three steps of the algorithm from initial wind field (top left) and the perturbation of direction and speed 
(bottom left). The right-hand side shows a zoomed in view of this domain to better illustrate the perturbations in direction possible with this algorithm. The x and y axes 
are UTM 11N metres.
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This new wind speed is shown as the colour in Figure 3, bottom left. Shown in Figure 3 right is the same corrected 
wind field, overlain on the topography for a zoomed-in region. Arrow size and colour correspond to wind speed. 
This better illustrates the substantial direction divergence that can occur with this method.

Step 5.  Optionally, lee-side slowdown

Forthofer et al. (2014) and Wagenbrenner et al. (2016, 2019) have shown that the mass-conserving version of 
WindNinja has difficulties simulating lee-side recirculation where flow separation occurs. This difficulty is 
due to the absence of a momentum equation in the mass-conserving version of the WindNinja flow simulation 
(Forthofer et al., 2014). An optional step in Windmapper may be performed to account for lee-side wind speed 
reduction. This is done by computing the Winstral et al. (2002) Sx terrain parameter to identify locations in the 
lee that may be susceptible to flow separation. Computational elements that had a critical angle of Sx 𝐴𝐴 𝐴 20

◦

 
computed from a 300 m range were considered susceptible to flow separation (Vionnet et al., 2021; Wood, 1995). 
To account for this, the transfer function 𝐴𝐴 𝐴𝐴 was set to 0.25 following Winstral et al. (2009).

A value of 300 m is used in WindMapper as the maximal search distance, 𝐴𝐴 𝐴𝐴max , when computing 𝐴𝐴 𝐴𝐴𝐴𝐴 . This 
value was selected since it corresponds to the optimal value reported by Winstral et al. (2009) when developing 
a method for distributing wind speed in several mountains catchments and by Winstral et al. (2017) when down-
scaling wind speed from a numerical weather prediction system in the Swiss Alps.

3.  Data and Methods
3.1.  Overview

To evaluate the capabilities of Windmapper, two evaluation approaches are used. These are described broadly 
here and in detail in the following sections.

First, the above detailed algorithm is evaluated by down-scaling NWP output and comparing at a point-scale 
against observations from several Canadian Rockies Hydrological Observatory research stations in the Cana-
dian Rocky Mountains west of Calgary, Alberta. Although such an evaluation is deeply contingent upon the 
NWP model producing the correct meso-scale wind patterns, such an evaluation provides insight into: (a) if 
the algorithm is more accurate than using a coarse NWP; and (b) if the algorithm is on-par or better than other 
down-scaling algorithms. Inputs for Windmapper are taken here from a NWP system as the observation points 
are too spatially sparse to spatially interpolate in a meaningful way.

Second, as the WindMapper algorithm is a type of model simplification of the WindNinja model, the Wind-
mapper output is compared directly to the standalone WindNinja output. Specifically, both approaches are used 
to downscale the same NWP input as above. This evaluation is done spatially so-as to quantifying the spatial 
pattern of errors introduced by the model simplification. In this study, bare-earth simulations are performed and 
vegetation is not considered as the goal herein is to compare the bare-earth representations and quantify the error 
introduced by the model approximation.

3.2.  Study Area

The study area is a 958 km 2 domain in the Kananaskis Valley of the Canadian Rockies, Alberta, shown in Figure 4. 
Characterized by complex topography, elevations range from 1,400 to 3,406  m. This area hosts the Univer-
sity of Saskatchewan's Canadian Rockies Hydrological Observatory (CRHO; https://research-groups.usask.ca/
hydrology/science/research-facilities/crho.php) surface meteorological network, detailed in the next section. The 
climate is dominated by continental air masses with long and cold winters. In the northern portion of this study 
region, these cold winters are interrupted by frequent mid-winter chinooks (Foehns) (DeBeer & Pomeroy, 2009). 
Snow covers the upper elevations from October to June (DeBeer & Pomeroy, 2009; Harder et al., 2016).

3.3.  Meteorological Observations

Observed windspeed and direction were obtained at an hourly interval from the CRHO data set including stations 
from the Marmot Creek Research Basin (Fang et al., 2019) and the Fortress Mountain Research Basin (Harder 
et  al.,  2016; Langs et  al.,  2021) for the period 2017-Sep-01 06:00:00 to 2018-Aug-30 06:00:00 averaged to 
a one-hour temporal interval. The CRHO stations used for the evaluation are described in Table 1 and their 
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location is shown on Figure  4. These stations range from low elevation 
valley sites (e.g., Hay Meadow; 1,492 m) to high elevation ridge lines (e.g., 
Centennial Ridge; 2,470  m). The hourly data were compiled from quality 
controlled 15-min observations using the methodology detailed in Fang 
et al. (2019). For the study herein, only open and exposed sites are considered 
(see model configuration for more details). The Topographic Position Index 
(TPI), following Winstral et al. (2017), of each station is listed. TPI values of 
>150 m were taken as indicative of upper slopes and ridge lines.

3.4.  Input Wind Fields

Output from the Environment and Climate Change Canada High-Resolution 
Deterministic System (HRDPS; Milbrandt et  al.,  2016) was used as input 
forcing fields for all simulations. These were selected due to their previ-
ous use, availability, and suitability over the study area. The HRDPS data 
consisted of hourly wind speed and direction at 2.5 km grid spacing taken 
at 40  m above the surface. Successive HRDPS forecasts were combined 
into a temporally continuous data set as done in Vionnet et  al.  (2021). 
Near-surface 2-m winds were estimated using the log-law relationship and a 
constant 𝐴𝐴 𝐴𝐴0 = 0.01  m. For all model runs, the period 2017-Sep-01 06:00:00 
to 2018-Aug-30 06:00:00 was simulated at a one-hour temporal timestep for 
a total of 8,712 timesteps.

3.5.  Model Configuration

3.5.1.  Windmapper

Windmapper was used to produce a 50  m wind field library for use with 
the Canadian Hydrological Model (CHM) (Marsh et al., 2020) to downscale 
the HRDPS output across a section of the Canadian Rockies, described in 

the previous section. However, CHM uses an unstructured mesh that may optionally have a variable resolution 
across the domain. Detailed in Marsh et  al.  (2020), this variable resolution, triangular unstructured mesh is 
generated so-as to minimize an error function (e.g., Root Mean Squared Error; RMSE) between the generated 
triangles and an underlying raster, such as topography. Multiple error functions and input rasters can be used 
so-as to minimize the error simultaneously. Thus, multiple landscape data such as vegetation and topography can 
be used to ensure that important surface heterogeneity is persevered as required. This is done by using smaller 
triangles. Areas with less heterogeneity can be represented using larger triangles, thus reducing the total number 
of computational elements. In practice, this strategy can reduce the total number of computational elements by 
50%–90% in complex terrain (Marsh et al., 2019, 2020; Vionnet et al., 2021) while preserving simulation fidelity.

Figure 4.  DEM of the study area located in the Canadian Rockies, west of 
Calgary. Canadian Rockies Hydrological Observatory stations used for this 
study are summarized in Table 1 and are shown as points. The x and y axes are 
UTM 11N metres.

Table 1 
List of Canadian Rockies Hydrological Observatory Meteorological Stations Used

Station name Abbreviation Latitude (°) Longitude (°) Elevation (m) TPI (m)

Burstall Pass BRP 50.7606 −115.3671 2,260 −93

Hay Meadow HMW 50.9441 −115.1389 1,492 −34

Fisera Ridge FSR 50.9568 −115.2044 2,325 −6

Canadian Ridge CRG 50.8215 −115.2063 2,211 74

Fortress Ridge FRG 50.8364 −115.2209 2,327 100

Fortress Ridge South FRS 50.8382 −115.2158 2,306 135

Fortress Ledge FLG 50.8299 −115.2284 2,565 217

Centennial Ridge CNT 50.9447 −115.1937 2,470 248

Note. Topographic position index (TPI) >150 m classifies upper slopes and ridges. These areas are considered more wind 
exposed.
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When discussing the resolution of a triangular mesh, it is useful to compare the triangle area to compare to raster 
grid cells. For example, a “50 m raster” is typically understood to refer to a raster whose cell size is 50 × 50 m 
(2,500 m 2). For a triangular mesh, a “50 m mesh” would be also understood as having a mesh with triangles of 
area 2,500 m 2.

A baseline Windmapper CHM configuration was created following the snow-drift permitting resolution in 
Vionnet et al.  (2021) of a 50–250 m variable resolution mesh. This mesh was created using the Mesher tool 
(Marsh et al., 2018) using the 30 m SRTM DEM as input. The Windmapper configuration is as follows: a 50 m 
Windmapper spatial resolution, an averaging area (𝐴𝐴 𝐴𝐴 ) of 1,000 m (in agreement with the finding of Barcons 
et al. (2018) in complex terrain), and 24 look-up maps. In all cases including the uncertainty analysis, lee-side 
detection via the 𝐴𝐴 𝐴𝐴𝐴𝐴 parameter was enabled with a critical slope of 𝐴𝐴 20

◦

 .

For each time-step the HRDPS wind speed and wind direction from the four nearest HRDPS cells to a given 
computational cell were converted to zonal 𝐴𝐴 𝐴𝐴 and meridional 𝐴𝐴 𝐴𝐴 components. These 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴 components were 
then spatially interpolated to the given triangle using the inverse distance weighting (IDW) method. The wind 
direction was reconstructed from the interpolated zonal 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴 components and the appropriate per-triangle 
wind speed map was selected.

3.5.2.  MicroMet

A frequently used terrain-based algorithm for estimating mechanical impacts of terrain on wind fields is the 
MicroMet approach of Liston and Elder (2006) that provides the impact of terrain on the speed via terrain curva-
tures and direction of wind via the parameterizations of Ryan (1977). Herein an implementation of the MicroMet 
(Liston & Elder, 2006) terrain curvature algorithm adapted for use with the unstructured meshes of CHM was 
used.

In brief, the MicroMet algorithm works by computing a wind weight factor (𝐴𝐴 𝐴𝐴𝑤𝑤 ) that weights the topographic 
slope in the wind direction (𝐴𝐴 Ω𝑠𝑠 ) and the terrain curvature (𝐴𝐴 Ω𝑐𝑐 ) such that

𝑊𝑊𝑤𝑤 = 1 + 𝛾𝛾𝑠𝑠Ω𝑠𝑠 + 𝛾𝛾𝑐𝑐Ω𝑐𝑐� (9)

where 𝐴𝐴 𝐴𝐴𝑠𝑠 and 𝐴𝐴 𝐴𝐴𝑐𝑐 are the slope and curvature weights. The definition of the topographic slope in the wind direction 
and the terrain curvature are given in Liston and Elder (2006). Default values of 𝐴𝐴 𝐴𝐴𝑐𝑐 and 𝐴𝐴 𝐴𝐴𝑠𝑠 are 0.5 and 0.5, giving 
equal weights to both slope and curvature (Liston & Elder, 2006). Following Pohl et  al.  (2006), the weights 
used here are 𝐴𝐴 𝐴𝐴𝑐𝑐 = 3 and 𝐴𝐴 𝐴𝐴𝑠𝑠 = 1 . These values were determined by Pohl et al. (2006) by calibrating against the 
MS3DJH/3R (Walmsley et al., 1986) windflow model.

3.5.3.  WindNinja

WindNinja was run using the HRDPS atmospheric forcing, as described above, to provide a direct downscal-
ing of the HRDPS wind field over the study area. This method uses the option in Wind Ninja proposed by 
Wagenbrenner et al. (2016) to downscale Weather Research and Forecasting Model (WRF) wind field in complex 
terrain. It requires that the atmospheric forcing be in a Lambert Conformal Conic projection. Therefore, the 
HRDPS data were re-gridded from the original rotated model grid to the Canadian Lambert Conformal Conic. 
The re-gridding was done using the pyresample (Nielsen, 2013) Python package with an output extent, number 
of cells, and spatial resolution that matches that of the input HRDPS. The input surface elevation was described 
by the SRTM DEM at 30 m resolution, re-gridded to a 50 m raster mesh.

The HRDPS wind speed and wind direction from the four nearest HRDPS cells to a WindNinja cell were 
converted to zonal u and meridional v components. These were then spatially interpolated via bilinear interpola-
tion. WindNinja was configured to run in the mass-conserving mode with a 50 m mesh resolution using the inter-
nal “grass” vegetation surface. No diurnal winds were considered. Model outputs were every 1 hr, corresponding 
every HRDPS timestep.

3.5.4.  Extraction of Points

To compare the model output to the point-scale meteorological station observations, the corresponding computa-
tional cells needed to be extracted from the spatial model. For the Windmapper and MicroMet implementations 
in CHM, the triangle that fully contained the latitude/longitude of each station was selected. This was done during 
the CHM runtime. For WindNinja, the nearest raster cell was selected in post processing.
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This approach has an obvious scale conflict, where, at a minimum, a 
50 × 50 m cell, and potentially larger triangle is being taken as representative 
of a point observation. Despite this, no sub-grid modification was done, and 
the points were taken as-is. There was no optimization of point locations to 
improve output.

3.6.  Uncertainty Analysis

An uncertainty analysis was performed on the three parameters that control 
the wind field generation in Windmapper: (a) the area over which the speedup 
averaging is done (L in Equation 1); (b) the impact of fine and coarse spatial 
resolutions of the WindNinja simulation to generate the wind field library; 
(c) the number of directions in the Windmapper library; and (d) the impact of 
a variable resolution mesh in CHM on the application of Windmapper. The 

values for these parameters are listed in Table 2. A total of 108 combinations were run. The 𝐴𝐴 𝐴𝐴avg distance values 
(m; over which the speedup averaging is done (L in Equation 1)) were chosen as they are thought to represent the 
local topography's length scale influence on wind patterns. Further, these ranges match previous work (Barcons 
et al., 2018; Marsh et al., 2019; Vionnet et al., 2021). The impact of a variable resolution mesh in CHM on the 
application of Windmapper is investigated as such a variable resolution mesh has not used with wind library 
algorithms previously. For this uncertainty analysis two CHM unstructured meshes are used. One with a constant 
50 m triangle resolution, and one with a variable resolution with a minimum triangle area of 50 m and a maxi-
mum of 250 m with a maximum error of 15 m RMSE.

This uncertainty analysis compared the CHM Windmapper output compared to the WindNinja output at the 
computational cells that correspond to the observations described above, listed in Table 1.

3.7.  Evaluation

Two evaluations are done: a point-scale comparison against observations and a spatial comparison between 
Windmapper and the WindNinja simulation.

3.7.1.  Evaluation 1

The extracted point-scale outputs from Windmapper and MicroMet implementations in CHM were compared 
to the observations at the above-described meteorological stations. The Root Mean Squared Error (RMSE) and 
bias were used to quantify the error between the model and observations. This was done for the wind speed and 
wind direction.

3.7.2.  Evaluation 2

The Windmapper output from CHM (using the variable resolution mesh) was rasterized to a 50 × 50 m raster, 
corresponding to the WindNinja mesh resolution. This rasterisation was done via the GDAL rasterisation algo-
rithm (GDAL/OGR contributors, 2020). In brief, this algorithm takes the triangle geometry in conjunction with 
a desired raster geometry and resolves which raster cells correspond to each triangle. If two triangles share an 
output cell, an overwrite is used. Then, this CHM-derived raster was compared to the WindNinja output where 
the RMSE and bias were computed for each raster cell. The Sx parameterization as not enabled for WindMapper 
for ease of comparison with WindNinja.

To quantify how the differences between the two models are impacted by topographic location, the TPI was 
calculated following Winstral et  al.  (2017). TPI values of >150 m were taken as indicative of upper slopes 
and ridge lines, and all other TPI values were assigned an “other” designation for the analysis. Locations of 
TPI <0 are not considered as these locations (in this domain) are heavily forested (in reality). As the impacts 
of the forest on windfields is not considered here, the use of a forested locations would be a major source of 
uncertainty.

Table 2 
List of Values for Each Uncertainty Analysis Parameter

𝐴𝐴 𝐴𝐴 (m)
WindNinja resolution 

(m)
Number of 

directions () CHM mesh

500 50 4 Variable (50–250 m)

1,000 150 8 Constant (50 m)

1,500 250 12

24

36

Note. A 108 total combinations were run.
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3.8.  Benchmarking

To quantify the computational resources required for CHM and WindNinja, the CHM and WindNinja simulations 
were performed on Compute Canada “Graham” cluster. Each Graham node is comprised of 2 × 16-core Intel 
E5-2683 v4 Broadwell at 2.1 GHz with 125 GB RAM.

Although CHM supports the Message Passing Interface (MPI) for distributed computing, only a single node was 
required for the CHM run. A total of 32 threads via OpenMP were used.

The parallel scheme in WindNinja is exclusively via OpenMP where each timestep is run in parallel. Due to the 
more compute-intensive aspect of WindNinja, 242 nodes were used, each with 16 threads utilized. The low thread 
utilization was due to memory constraints.

4.  Results
4.1.  Point Observation Comparison

The Windmapper baseline configuration (teal) was compared to the MicroMet implementation (green) in CHM, 
the non-terrain corrected, non-downscaled HRDPS output (red), and the WindNinja (purple) output at the 
observed stations. This is shown in Figure 5 and Figure 6 for the windspeed and wind direction respectively. The 
top panel is the bias and the bottom panel is the RMSE. The observed meteorological station short-codes (see 
Table 1 for full names) are on the x-axis. The stations are arranged in order of increasing TPI, indicating increased 
wind exposure.

For the wind speed comparison shown in Figure 5, for all stations except Centennial Ridge (CNT), there was a 
positive bias (top panel) from the non-downscaled HRDPS, indicating an over estimation of windspeed. At the 
three low-TPI sites (Burstall Pass (BRP), Hay Meadow (HMW), Fisera Ridge (FSR)) the downscaling approaches 
all reduced this positive bias. At the Canadian Ridge (CRG) site, an exposed ridge, Windmapper provided limited 
benefit versus the HRDPS speed, however both the MicroMet and WindNinja approaches increased the bias 
versus the baseline HRDPS (1.71 and 1.65 𝐴𝐴 m ⋅ s

−1  vs. 𝐴𝐴 m ⋅ s
−1 , respectively). At the increasingly exposed ridges 

of Fortress Ridge (FRG), Fortress Ridge South (FRS), and Fortress Ledge (FLG), the MicroMet method had the 
largest positive bias (1.49, 3.28, 5.0 𝐴𝐴 m ⋅ s

−1 , respectively). At these sites, Windmapper had a bias of 1.35, 2.35, 

Figure 5.  Mean bias, Model-WindNinja, (𝐴𝐴 m ⋅ s
−1 ; top panel) and RMSE (𝐴𝐴 m ⋅ s

−1 ; bottom panel) of the wind magnitude 
compared to observations for the non-downscaled HRDPS, the Liston and Elder (2006) method, Windmapper (this study), 
and the standalone WindNinja model. The error metric is computed at the specified observation points Table 1.
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and 1.45 𝐴𝐴 m ⋅ s
−1 , respectively. The Windmapper approach tended to have a similar bias as the HRDPS, and the 

stand alone WindNinja had consistently the lowest bias. However, at the FLG site, both MicroMet and WindNinja 
dramatically overestimates the windspeed (bias of 4.90 and 3.32 𝐴𝐴 m ⋅ s

−1 , respectively). The CNT site had the 
HRDPS, MicroMet, and Windmapper with a negative bias, whereas WindNinja had a positive bias. At the CNT 
ridge, Micromet had the lowest bias (0.76 𝐴𝐴 m ⋅ s

−1 ). For the majority of the sites, Windmapper had a lower bias 
than the terrain curvature and non-downscaled HRDPS methods. The FLG site was unique in that it was the only 
site where WindNinja performed the worst.

Similar results follow for the RMSE of windspeed. At the less exposed stations (BRP, HMW), WindNinja 
had the lowest RMSE. Windmapper was quite close or slightly better than the MicroMet implementation 
(difference of 𝐴𝐴 ≈ 0.05m ⋅ s

−1 ). Along the more exposed stations such as FRS and FLG, Windmapper had a 
substantially lower RMSE than the MicroMet implementation (3.24 and 2.83 𝐴𝐴 m ⋅ s

−1 vs. 4.14 and 6.05 𝐴𝐴 m ⋅ s
−1 , 

respectively).

The bias (top panel) and RMSE (bottom panel) for wind direction are shown in Figure 6. At the less exposed 
sites of BRP and HMW the limited terrain correction of MicroMet produced a result almost identical to that of 
the underlying HRDPS value (𝐴𝐴 37.55

◦

 and 𝐴𝐴 38.91
◦

 vs. 𝐴𝐴 38.16
◦

 and 𝐴𝐴 38.91
◦

 , respectively). Windmapper and Wind-
Ninja subsequently reduced this bias by better accounting for valley bottom channeling. The CRG stations had 
the largest bias for the Windmapper method (𝐴𝐴 76.20

◦

 ). The more exposed ride lines of FRG, FRS and FLG had 
progressively more bias for the Windmapper method, whereas WindNinja had decreasing bias. At the most 
exposed CNT station Windmapper out-performed the MicroMet code (𝐴𝐴 45.10

◦

 vs. 𝐴𝐴 52.61
◦

 respectively). The trend 
of limited terrain correction in the MicroMet method was reflected with an almost unchanged bias to that of the 
HRDPS simulation.

Similar results for the RMSE of the direction are seen with the MicroMet code performing almost identically 
to that of the HRPDS model. For example, at the valley sites BRP and HMW this was 𝐴𝐴 42.26

◦

 and 𝐴𝐴 50.68
◦

 versus 
𝐴𝐴 42.93

◦

 and 𝐴𝐴 50.68
◦

 respectively. At the low elevation valley sites of BRP and HMW, the RMSE of Windmapper and 
WindNinja are decreased versus the HRDPS value as they accounted for the valley channeling.

Figure 6.  Mean bias, Model-WindNinja, (°; top panel) and RMSE (°; bottom panel) of the wind direction compared to 
observations for the non-downscaled HRDPS, the Liston and Elder (2006) method, Windmapper (this study), and the 
standalone WindNinja model. The error metric is computed at the specified observation points Table 1.
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4.2.  Spatial Model-Model Comparison

4.2.1.  Wind Speed

To quantify the spatial variability for the entire simulation period in how the 
Windmapper simplification differs from WindNinja, the RMSE and bias of 
wind speed and direction was computed on a per-cell basis over the entire 
simulation period. The RMSE of the wind speed is shown in Figure 7 and 
bias in Figure 8. The largest differences between Windmapper and Wind-
Ninja were along the ridges, with the valleys having low RMSE (typically 
<3 𝐴𝐴 m ⋅ s

−1 ). The bias is near zero for the majority of the valleys and was 
generally >−5 𝐴𝐴 m ⋅ s

−1 on the ridges, indicating an under estimation of wind-
speed compared to WindNinja. For RMSE the range was 0.2–14.8 𝐴𝐴 m ⋅ s

−1 , the 
mean was 1.4 𝐴𝐴 m ⋅ s

−1 , the first quartile was 0.8 𝐴𝐴 m ⋅ s
−1 , and the third quartile 

was 1.8 𝐴𝐴 m ⋅ s
−1 . For the bias, the range was −11.9 to 4.6 𝐴𝐴 m ⋅ s

−1 , the mean was 
0.28 𝐴𝐴 m ⋅ s

−1 , the first quartile was −0.25 𝐴𝐴 m ⋅ s
−1 , and the third quartile  was 

1.1 𝐴𝐴 m ⋅ s
−1 .

Shown in Figure 9 is the distribution RMSE and bias of wind speed, shown 
as a function of TPI, allowing for the identification of where the difference 
occurs. Upper slopes and ridges (TPI >150 m; teal) had the majority of large 
differences (left panel, RMSE) and these differences are generally an under 
estimation of wind speed (right panel, bais).

Wind Direction The same procedure that was done for the spatial wind speed 
comparison was done for the wind direction. The spatial map of RMSE and 
bias for wind direction are not shown and are summarized as follows. These 
RMSE and bias values are shown as a histogram in Figure 10. The range 
of the direction RMSE is 16.7°–225°, the mean is 50.9°, the first quartile 
is 39.7°, and the third quartile is 58.2°. For the direction bias, the range is 
0°–142.7°, the mean is 10.4°, the first quartile is 4.3°, and the third quartile 
is 14.4°. Unlike the windspeed, the largest biases in direction are not clearly 
dominated by the upper slopes and ridges (TPI >150m; teal).

The qualitative comparison of streamlines is given in Figure 11. The first 
timestep was chosen due to the relatively uniform flow from the North-West 
as predicted by HRDPS thus providing a straightforward analysis example. 
The streamline plot displays the 2D vector field of the windflow for: the 
reference WindNinja simulation (left); the WindMapper approximation 
(centre); and the Ryan (1977) algorithm as described by Liston et al. (2016) 
and implemented on an unstructured mesh for use in CHM (right). For visu-
alization clarity, stream lines are allowed to terminate if they come too close 
to another streamline. Arrows show the direction of flow.

Broadly WindMapper shows a closer match to the reference WindNinja flows 
than the Ryan/Liston (RL) method. Limited valley channelling is observed 
in the RL plot, with the streamlines broadly flowing the main HRDPS 
circula tion flow. In contrast, the WindMapper flows show many of the valley 
channeling i.e., observed in the reference WindNinja flows. As an example, 
the complex flow observed at y = 616 km and x = 5,640 km in the WindNinja 
flows are well approximated in the WindMapper flows. Overall, WindMap-
per has close qualitative agreement with the WindNinja flows.

4.3.  Uncertainty Analysis

An uncertainty analysis was performed on the four parameters that control 
the wind field generation in Windmapper and CHM: (a) the area over which 

Figure 7.  RMSE (𝐴𝐴 m ⋅ s
−1 ) between Windmapper and the standalone 

WindNinja of the wind magnitude. The RMSE is evaluated at each grid cell 
for the entire simulation period. The x and y axes are UTM 11N metres.

Figure 8.  Bias, Windmapper-WindNinja, (𝐴𝐴 m ⋅ s
−1 ) between Windmapper and 

the standalone WindNinja of the wind magnitude. The bias is evaluated at 
each grid cell for the entire simulation period. The x and y axes are UTM 11N 
metres.
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Figure 9.  Histogram of RMSE (𝐴𝐴 m ⋅ s
−1 ) and bias, Windmapper-WindNinja, (𝐴𝐴 m ⋅ s

−1 ) between Windmapper and the standalone WindNinja of the wind speed for upper 
slopes and ridges (TPI>150m; teal) and all other locations (red).

Figure 10.  Histogram of RMSE (°) and bias, Windmapper-WindNinja (°) between Windmapper and WindNinja of the wind direction for upper slopes and ridges 
(TPI>150m) and all other locations.
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the speedup averaging is done (L in Equation 1); (b) the spatial resolution of the WindNinja simulation; (c) the 
number of directions in the Windmapper library; and (d) the impact of a variable resolution mesh in CHM on 
the application of Windmapper. These results are summarized as RMSE versus observations at the sites listed in 
Table 1, and are shown in Figures 12 and 13 for the wind speed and wind direction respectively.

There was substantial improvement in wind speed RMSE when the number of wind field maps are increased; 
however past 12-maps there is negligible improvement and no improvement past 24. This was most pronounced 
at the higher TPI (i.e., exposed) sites. At the valley site of HMW, there was no change regardless of the number 
of maps used.

As the averaging area increased there tended to be a decrease in RMSE of wind speed at the low TPI and high TPI 
sites. Further, the spread between the variable resolution and fixed resolution meshes increased as the averaging 
area was increased. The higher resolution WindNinja runs (50 m) tended to produce lower RMSE values across 
all stations, and this was most pronounced at the most exposed sites.

At the low TPI sites, ending at the FRS site, the fixed and variable resolution meshes had similar RMSE values, 
with the variable resolution tending to have slightly lower RMSE values. At the more exposed sites, FLG and 
CNT, the variable resolution mesh performs less well than the fixed resolution mesh. Overall, there was limited 
degradation in simulation performance using the variable resolution mesh.

When evaluated at the point scale, the wind direction was the least susceptible to increasing the number of maps 
with negligible improvements after 12 maps. However, the increase from 4 to 8, especially at the exposed sites 
such as FLG was pronounced. Overall, there was limited difference between the variable and fixed resolution 
meshes, and nor was there much impact from various WindNinja resolutions.

4.4.  Computational Costs

The variable resolution CHM mesh with 24 Windmapper directions took a wall-clock time of 16380s (4  hr 
33 min) to run for the 8,712 timesteps.

The standalone WindNinja simulation with a 50 m mesh took approximately 2 hr per-node. Therefore, in order 
to compare to the CHM wall-clock time, each nodes total wall clock time was summed. Thus, the single-node 
equivalent wall-clock time was 1626759s (18 days 19:52:39).

Figure 11.  Qualitative comparison between the streamlines of WindNinja reference solution (left), WindMapper approximation (centre), and Ryan/Liston method 
(right).
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5.  Discussion
Incorporating the mechanical terrain effects on wind flow in mountains terrain is a difficult and computationally 
expensive task. In this work, a model simplification approach was presented that expanded the work of Essery 
et al. (1999) and Barcons et al. (2018). This previous work used a CFD windflow model to build a library of wind 
flow maps which were used to perturb input wind speeds to account for the terrain effects. This type of approach 
allows for massively reduced computational burdens at the cost of decreased accuracy.

The Windmapper approach detailed herein showed generally consistent improvements against existing methods 
such as the terrain curvature method of Liston and Elder (2006) for both wind speed and direction. The improve-
ment versus the MicroMet  algorithm is especially pronounced for perturbations to the wind direction where 
almost no correction was done from the underlying HRDPS wind field. The limitation in direction perturbation 
via Ryan (1977) has been documented elsewhere. Musselman et al. (2015) identified that despite generally accu-
rate wind speed estimates along ridges, the resulting wind field from terrain curvature methods such as Liston and 
Elder (2006) and Ryan (1977) were insufficient for use with advection equations such as blowing snow transport 
and redistribution. The wind library approach detailed here has been used successfully with a blowing snow model 
(Marsh et al., 2019; Vionnet et al., 2021) and as such appears to avoid the terrain curvature limitations for deriva-
tive calculations on the windflow. This is in agreement with Essery et al. (1999) who used a similar approach with 
a simple blowing snow model, also based on the Prairie Blowing Snow Model (PBSM) (Pomeroy & Li, 2000). 
There is thus some evidence that wind library approaches improve upon the terrain curvature methods for advec-

Figure 12.  Uncertainty analysis for the application of Windmapper in the Canadian Hydrological Model (CHM) evaluated at 
the observation sites listed in Table 1. The line type corresponds to the WindNinja (WN) mesh resolution (res.) used as input 
to Windmapper, and the colours to either the variable (var.) or fixed (const.) resolution mesh in CHM, the vertical panels to 
the 𝐴𝐴 𝐴𝐴avg distance (m; over which the speedup averaging is done (L in Equation 1)), and the x-axis to the number of wind field 
maps used in Windmapper.
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tion problems. Lastly, it was shown that the WindNinja simulations overall had reasonable direction agreement 
with observations. However, there is a systematic over estimation in windspeed along the ridges.

Because observations of wind velocity are spatially sparse, evaluating the spatial heterogeneity of a wind model 
is difficult. The comparison of Windmapper to point-scale observations had a scale mismatch where computa-
tional cells (i.e., an area average) were compared to point-scale observations. This is further complicated with a 
variable resolution mesh, such as that used herein. The variable resolution meshes are a key aspect of preserving 
small scale features while allowing for large spatial extents to be represented in an explicitly distributed manner. 
However, it means that in such a comparison, the computational element containing the point observation may be 
more off-ridge than in reality, and thus results in a somewhat biased answer. This is likely the case with the CNT 
station reported herein as it was observed the triangle was slightly in the lee instead of exactly on the ridge. Over-
all, the ability of a wind library approach to succeed is dependent upon (a) the accuracy in input wind field; (b) 
the ability of the underlying CFD model to reproduce micro-topographic flows; and (c) the accuracy in the model 
simplification. The results here showed that point-scale results versus observations are highly dependent upon the 
skill of the HRDPS forecast. There is no way to completely compensate via downscaling for an incorrect HRDPS 
prediction. Although not explored here due to being out of scope, further work should investigate how the perfor-
mance in the wind direction is correlate with wind intensity, for example, strong synoptic forcing. Indeed, one 
might expect Windmapper to perform better in these conditions. When the synoptic forcing is weaker, thermal 
effects (e.g., slope wind and thermal breeze) may be more important and will influence the observed wind direc-
tion whereas Windmapper does not account for these diurnal thermal effects.

When Windmapper was compared spatially to WindNinja, the Windmapper approximation to the standalone 
WindNinja simulation has a third quartile RMSE of 1.9 𝐴𝐴 m ⋅ s

−1 . This error magnitude is well within reported 
uncertainty ranges for wind observations, for example, Winstral et  al.  (2009) and Raleigh et  al.  (2015) of 
±3.0 𝐴𝐴 m ⋅ s

−1 . The wind direction had a third quartile error of 60.23°. This suggests there is further improvement 
to how Windmapper treats direction. Although the Windmapper method does improve upon the terrain curvature 
methods direction estimate, it is not as accurate as the standalone CFD model.

Figure 13.  Uncertainty analysis for the application of Windmapper in the Canadian Hydrological Model (CHM). The line type corresponds to the WindNinja (WN) 
mesh resolution (Res.) used as input to Windmapper, and the colours to either the variable (Var.) or fixed (Const.) resolution mesh in CHM, and the x-axis to the 
number of wind field maps used in Windmapper. No 𝐴𝐴 𝐴𝐴avg distance is used for direction correction (as the direction is directly obtained from the map library) and so is 
not shown here.
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A large limitation with the Windmapper approach is with respect to flow separation and lee-side recirculation. 
The mass conserving version of WindNinja does not exhibit these behaviors (Forthofer et al., 2014; Wagenbrenner 
et al., 2016, 2019). This difficulty is due to the absence of a momentum equation in the mass-conserving version 
of the WindNinja flow simulation (Forthofer et al., 2014). Previous attempts by the authors to run the momentum 
conserving version of WindNinja, along with other CFD models proved to be numerically unstable over this 
region. Although updated versions of the WindNinja code may have fixed these problems (Wagenbrenner, per. 
comms), the momentum version of the model has not been extensively tested in this region nor with application 
to advection-transport models, for example, Marsh et al. (2020) and Vionnet et al. (2021). Therefore, Windmap-
per can be considered a first version of an easily applicable code that can be augmented with more complex and 
hopefully accurate models in the future. The development of leeward recirculation, although quite important, may 
not be possible with the Windmapper approach in its current form. Development of such a feature may require 
tracking multiple up-wind cells so-as to determine flow reversal. This should be addressed in future work and is 
out of scope of the current implementation.

The uncertainty analysis presented here demonstrated limited improvement in predictions at a point scale with 
more than 24 wind maps. This is important as over large spatial extents the addition wind maps can begin to 
have a large memory requirement. Overall, the Windmapper approach with either fixed or variable resolution 
meshes were similar, however the ridge-lines were best represented by the higher resolution fixed resolution 
mesh. However, this difference was small, on the order of approximately 0.5 𝐴𝐴 m ⋅ s

−1 . However, the impact of 
too large of a L value on distributed advection solutions is pronounced (Vionnet et al., 2021). This is due to 
averaging-out small-scale topographic impacts on wind velocity. The maximal value of 𝐴𝐴 𝐴𝐴 should be the resolu-
tion of the atmospheric model being downscaled as tested by Folch et al. (2017) when applying a preliminary 
version of the wind downscaling method of Barcons et al. (2018). An optimized version of 𝐴𝐴 𝐴𝐴 can be derived from 
a sensitivity analysis as done in this study. Further work is still required to adapt this value to the resolution of the 
mesoscale atmospheric models and to the terrain complexity.

The computational savings of almost 100x between the Windmapper approach and the stand alone WindNinja 
model is substantial. The wall-clock implications of this translates to a 1-node usage of 4 hr versus 18 days. This 
is not to disparage the WindNinja code—it is a modern C++ code that avails itself of high-performance comput-
ing paradigms. Rather, it is the nature of solving such equations. It should be noted that the mass conserving mode 
of WindNinja used herein was the simplest form of wind simulation available. The computational costs associ-
ated with the momentum conserving approach are larger. Therefore, it is thought that the error introduced by the 
Windmapper approximation is well constrained by the improvement in wall-clock performance. However, future 
work should consider using the momentum-conserving approach in WindNinja to produce the wind library.

Lastly, the Windmapper algorithm and code allows for producing the wind library at large spatial extents; extents 
greater than previously reported by Barcons et al. (2018) or Essery et al. (1999). An example of this is shown in 
Figure 14 where the Windmapper algorithm was run for 1.3 M km 2 at a 50 m spatial resolution. Such a capacity 
enables use in large extent models that wish to preserve high-resolution topographic impacts on wind flows. This 
is a unique aspect of this approach and will hopefully enable large-extent, high-resolution modeling in the future.

6.  Conclusions
Near surface wind speeds and directions are a key meteorological input for many hydrological and biological 
system process models. However, despite this importance, surface observations tend to be spatially sparse and are 
often not present in key locations such as mountain headwaters are often not present. Distributed models moti-
vate the inclusion of distributed wind fields, often by downscaling numerical prediction output, or by spatially 
interpolating point observation when available. Incorporating the mechanical terrain effects on wind flow in 
mountains terrain is a difficult and computationally expensive task. Therefore, there is substantial motivation for 
computationally efficient methods to estimate near surface winds.

In this work the software tool Windmapper was described. This model simplification allows for efficient down-
scaling of wind velocities from numerical weather prediction output or from dense observation networks. This 
approach builds upon the pre-computed wind library approaches of Essery et al. (1999) and Barcons et al. (2018). 
These pre-computed wind field libraries are used to perturb an input wind field to account for the influence of 
topographic features on wind speed and direction. New here is a generic software using the WindNinja CFD 
model that enables application to large spatial extents (millions of km 2), is applicable to unstructured, variable 
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resolution meshes, incorporates lee-side speed reduction estimates, and that also utilizes the wind library to 
perturb wind directions. Overall, this approach was shown to have a third quartile error of 1.9 𝐴𝐴 m ⋅ s

−1 versus the 
standalone CFD model, a value within reported uncertainty bounds for wind observations (Winstral et al., 2009). 
A third quartile error of 60.23° was also found for wind direction. The wind direction estimates versus observa-
tions were better than existing terrain-based estimates however further improvements are warranted. The Wind-
mapper approximation came at a substantial improvement (100x) in computational cost, with the Windmapper 
approach taking 4.5 hr of wall-clock time whereas the underling CFD simulation took almost 19 days for a year 
of hourly simulations for an approximately 1,000 km 2 domain.

In summary, the Windmapper approach enables easily generating pre-computed wind libraries for use in 
land-surface models at both a high spatial resolution and spatial extent. Future work should incorporate the more 
sophisticated options available in WindNinja (or other CFD model) to further improve the wind field library.

Data Availability Statement
The Windmapper code is open source and available at https://github.com/Chrismarsh/Windmapper. The Cana-
dian Hydrological Model (CHM) code is open source and available at https://github.com/Chrismarsh/CHM. The 
mesh generation software Mesher is open source and available at https://github.com/Chrismarsh/mesher. The 
WindNinja code is open source and available at https://github.com/firelab/windninja. The CRHO meteorological 
data are available at http://giws.usask.ca/meta/. The HRDPS data are available via the Canadian Surface predic-
tion Archive (CaSPAr; https://caspar-data.ca/).
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