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ABSTRACT  

Wind energy is one of the fastest growing sources of renewable energy. Because of the increasing 

growth of the wind energy sector, advanced computational modelling of wind turbine 

aerodynamics and wake interactions is required. Experiments on wind turbines can be costly and 

sometimes impractical. Often, a computational model can be an easier and less expensive solution. 

Computational fluid dynamics (CFD) uses numerical methods to solve complex flow models. For 

wind turbine applications, several models have been implemented in CFD. The actuator disc model 

(ADM) is considered the simplest model. It treats the rotor as an actuator disc with a small 

thickness. Other computational models are the actuator line model (ALM) and a fully resolved 

turbine geometry. 

The main objectives of this thesis are to use CFD to study the wake of a wind turbine and the 

interaction between two turbines in tandem. This research uses the ADM coupled with the RANS 

equations and explores a series of turbulence models. The first study covers the wake analysis of 

a standalone wind turbine, where the 𝑘 − ω SST with the corrections of Cao et al. (2018) is shown 

to be the best model. The second study covers the wake interaction between two in-line turbines. 

Finally, a study using neutral atmospheric boundary conditions was also performed.  

The actuator disc Reynolds-Averaged Navier-Stokes (AD/RANS) method was not able to fully 

capture the wake profile downstream of a rotor, especially in the region nearest to the rotor. The 

model did not match the spread rate and decay of the experimental data. The model was able to 

reproduce the disc edge effects to some extent, but not the hub effects. The AD/RANS model 

results begin to agree better with the experimental data in the region farther downstream of the 

rotor.  

All simulations in this thesis work were performed using four parallel processors, in contrast to 

the large supercomputer simulations reported in the literature. This was realized by assumptions 

that were meant to maintain the essential physics while reducing the problem’s complexity. 

The AD/RANS study demonstrates the potential of simplified models for exploring wind farm 

simulations, in particular turbine wake interaction.  
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Chapter 1. Introduction 

The increase in the price of oil, as well as concerns about limited fossil fuel supplies in 1973, 

prompted the development of wind energy (Burton et al., 2011). The relatively low CO2 emissions 

and the promise of wind energy to help mitigate climate change were the major drivers for using 

wind turbines to generate electrical power starting about 1990. Then, from 2006, the very high oil 

price and worries about energy security sparked a renewed interest in wind energy, and a multitude 

of legislative initiatives were implemented in a number of nations to stimulate its use. In Canada, 

installed wind energy capacity reached 13.413 GW in the year 2019, and the projected value for 

the year 2040 is around 20 GW (Government of Canada, 2021).  

A wind turbine converts the kinetic energy of the air passing through the rotor into electrical 

energy. Wind turbine aerodynamics is concerned with the modelling and prediction of 

aerodynamic forces on a wind turbine's solid components, particularly the rotor blades (Sørensen, 

2012). For the design, development, and optimization of wind turbines, an integrated aeroelastic 

model for forecasting performance and structural deflections is required. 

As wind farms develop, the rotor diameter and height of wind turbines increase. Wind farm design 

and optimization requires an understanding of the flow dynamics imposed by the atmospheric 

boundary layer (ABL) and local turbine wake interactions. Turbine wakes not only reduce 

downstream mean velocity, resulting in lower power output, but they also cause structural fatigue 

by increasing fluctuations. The wakes in a cluster of wind turbines result in areas of lower wind 

velocity and often higher turbulence than the ambient undisturbed wind (Kalvig, Manger, & 

Hjertager, 2014). This will introduce two major issues: decreased power and increased dynamic 

loads on the blades. Atmospheric turbulence, wind shear from the ground effect, changing wind 

directions in time and space, and influences from surrounding wind turbines all affect wind turbine 

performance. These issues motivate a better understanding of the wake profile and turbine 

interactions.
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This thesis will explore the role of computational fluid dynamics (CFD) as a tool for understanding 

wind turbine wake characteristics, using the actuator disc model implemented in a Reynolds 

Averaged Navier-Stokes (RANS) computational domain with different 2-equation turbulence 

closure models.  

1.1 Background  

1.1.1 History of Wind Energy  

Wind energy has a rich history that goes back thousands of years. Wind energy was used to propel 

boats in old Egypt on the Nile River as early as 5000 BC; later, around 200 BC, windmills were 

used to grind grain in Persia and the Middle East, and to pump water in China (Fleischer, 2021). 

Horizontal axis windmills have been an element of the rural economy since the middle ages, and 

only fell out of favor with the arrival of inexpensive fossil-fueled stationary engines and 

subsequently the expansion of rural electricity (Musgrove, 2010). 

The use of machines to generate electricity is traced back to the late nineteenth century work of 

Charles Brush in the USA and Poul la Cour in Denmark, and their 12 kW DC wind powered 

generator (Burton et al., 2011). Later, in 1941, a notable development was the Smith-Putnam 1250 

kW generator in the USA. Although the machine failed catastrophically in 1945 (Putnam, 1948), 

it remained one of the largest ever built for almost 40 years (Burton et al., 2011). 

In 1956, the 200 kW Gedser machine was developed in Denmark, and in 1963, Electricite de 

France tested a 1.1 MW 35 m diameter turbine called Golding. Professor Ulrich Hutter built a 

series of revolutionary, lightweight turbines in Germany throughout the 1950s and 1960s. Despite 

these technological advancements and the excitement generated by the Golding turbine at the 

Electrical Research Association in the United Kingdom, and elsewhere, there was little persistent 

interest in wind power until the price of oil soared substantially in 1973 (Burton et al., 2011).   

After realizing the threat to fossil fuel supplies, European and North American countries started to 

research and develop renewable energy sources such as wind energy. Denmark for example, 

became a pioneer in creating commercial wind power in the 1970s, and Danish manufacturers and 

component suppliers now produce a large portion of the world's wind turbines (From oil crisis to 

energy revolution, 2019).  
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1.1.2 Types of Wind Turbines  

Wind turbines are usually classified into two types: vertical axis wind turbines (VAWTs) and 

horizontal axis wind turbines (HAWTs). 

VAWTs mainly utilize both the drag and lift forces. This type of wind turbine accepts wind from 

all directions, as the blades are arranged vertically around the tower. This removes the need for a 

yawing system to align the rotor with the wind direction. The drive train and generator for VAWTs 

is installed at the ground level, minimizing maintenance cost, risk, and the initial investment 

(Dvorak, 2014). VAWTs have the capacity to scale down while still being fairly efficient. This 

can be useful in urban areas or rooftops. Despite the benefits, there are several reasons why many 

people are doubtful of VAWTs' ability to be adopted in a wind farm. VAWTs are less efficient 

compared to HAWTs. They also have an up-scaling issue. A large VAWT must be secured by 

tension wires (Dvorak, 2014). For a large scale wind farm, VAWTs will require more material and 

land space, and the overall efficiency will be lower than a HAWT.  

On the other hand, HAWTs use the lift force and are referred to as lift machines. The rotor is 

mounted horizontally on the tower, and a yawing system is usually installed at the rotor level, to 

orient it with the wind direction. HAWTs are more efficient than VAWTs on a large scale, and 

they require less space at ground level. The generator and the drive train are also installed at the 

level of the rotor. While HAWTs are more efficient, they have higher maintenance cost, and the 

additional cost of the yawing system (Gardiner, 2011). They also present higher risk to the 

maintenance technicians, and wildlife (Dvorak, 2014). 

1.1.3 Rotor Design  

The tip speed ratio (the ratio of blade tip velocity to wind velocity) is chosen to maximize the 

power coefficient. The value chosen has a significant influence on the turbine's overall design. 

First and foremost, the design tip speed ratio and the rotor's solidity (the area of the blades relative 

to the swept area of the rotor) are closely linked. A rotor with longer blades and a greater speed 

will have less blade area, or solidity, than a rotor with shorter blades and a lower speed. The chord 

and thickness of the blades will decrease when the solidity of the turbine is lower for a constant 

number of blades. There is a limit to how thin the blades can be due to structural constraints. As a 

result, the number of blades typically reduces as the solidity lowers. 
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Using greater tip speed ratios has multiple advantages. To begin with, lowering the number of 

blades or their weight lowers the price. Second, for a given power level, greater rotational speeds 

correspond to lower torques, resulting in less stress on the turbine's drive train and gearbox 

(McGowan et al., 2000). High tip speed ratios, on the other hand, have certain disadvantages. 

Higher-speed rotors for example are often noisier and they are more susceptible to leading edge 

corrosion. 

The choice of the number of blades is dictated by design constraints and factors. Most of the 

available commercial size HAWT wind turbines uses a three-blade design. A two-blade wind 

turbine will experience elevated cyclic stresses, as the moment of inertia of the rotor will be lower 

when the blades are vertical, than when they are horizontal. This phenomenon will increase wear 

on the turbine (Burton et al., 2011). Also, the choice of four or more blade wind turbines will 

increase the cost, and add more stresses on the hub and the tower. So, the three-blade design is 

considered to be the best configuration for commercial size wind turbines.  

1.1.4 Aerodynamic Controls   

Elevated wind speeds can damage a wind turbine. Almost all modern wind turbines come with a 

control system to prevent such outcomes. Some methods used to control the rotation of a wind 

turbine are control, variable pitch control, and yaw control. 

Stall control reduces the excess lift caused by elevated wind speeds, by changing the angle of 

attack of the blades. As the wind speed increases, the relative wind speed, which is a result of the 

incident flow and rotation, will change the angle of attack of the blade, causing stall (Apata & 

Oyedokun, 2020). This control system was used in the early years of wind energy, and is less 

common now. The reason for this is the increased vibrations and swirl because of the excessive 

turbulence.  

Changing the angle of the blades along their long axis allows for variable pitch control. This 

reduces the amount of lift force available to turn the rotor, giving greater control than stall control. 

In order to provide the required mechanical control, variable pitch control necessitates a more 

complex hub assembly. Some designs have a partial span pitch control option as an alternative to 

complete blade pitch control (McGowan et al., 2000). 
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Another way to control the power output of a wind turbine is yaw control. This method requires a 

reliable yawing system to turn the rotor away from the wind, and to withstand gyroscopic wind 

loads (McGowan et al., 2000). 

1.1.5 Environmental Impact and Noise  

Wind energy development has positive and negative impacts on the environment. Being a clean 

energy, the environmental benefit of wind energy is usually calculated by the carbon emissions 

avoided by using it. Although the low carbon footprint of wind energy is enough to justify its use, 

some environmental aspects limit its expansion.  

Wind turbines have been linked to bird and bat deaths. Moreover, large wind farms invade the 

natural habitat of some animals, and impact the migration routes for some birds.  

Some early wind turbines built in the 1980s were extremely noisy, to the point that it was annoying 

to hear them from a mile away (Maine Government, 2000). Industry quickly responded to this 

problem, and wind farms have become quieter. 

1.2 Objectives 

Understanding turbine interactions is becoming increasingly important as the number of turbines 

in on- and off-shore wind farms grows. The turbulence intensity increases as flow passes a turbine, 

amplifying the fatigue stress on downstream turbines. Furthermore, because power is related to the 

cube of velocity, the velocity deficits in turbine wakes can have a significant impact on 

downstream power generation. When more than one turbine is involved, the complexity of the 

flow mechanics increases. 

This research will explore the role of computational fluid dynamics (CFD) as a tool for 

investigating wind turbine wake characteristics.  This is done using the actuator disc model 

(ADM). This method was first developed by Rankine in 1865 and later enhanced by Greenhill in 

1888 and Froude in 1889 (Mikkelsen, 2004). The first part of this study will explore the wake 

characteristics of a standalone wind turbine, and the second part will explore the wake interactions 

between two turbines only in tandem. For both cases, only a single wind direction is considered.  

Figure 1.1 shows the famous picture of Horns Rev wind farm, which demonstrates the wake 

expansion of wind turbines in a wind farm. Christiansen and Hasager (2006) found that the velocity 
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deficit can be as high as 20% in the wake of a wind turbine. Velocity deficit and turbine interactions 

must be better understood and modelled in order to deal with wake effects on this scale. Wind 

farms can be constructed to better maximize power production and reduce fatigue damage with a 

better knowledge of wind turbine wake interactions using enhanced modelling approaches, thus 

lowering operating costs. 

 

Figure 1.1. Photograph of the wake expansion of Horns Rev wind farm (© Vattenfall, Horns Rev 

1 owned by Vattenfall. Photographer Christian Steiness) (Emeis, 2010) “Reproduced with 

Permission of the Publisher/Owner, See Appendix B”  

The overall objective of this research is to perform a CFD study of a standalone wind turbine using 

an ADM and RANS formulation, as well as the wake interaction of two inline turbines located in 

tandem.  

This will be accomplished in the following parts:  

1. A parametric study of CFD for the different turbulence closure models; 

2. A CFD study of the AD/RANS model for a standalone wind turbine under different inflow 

conditions, including a neutral ABL study; 

3. A CFD study of the wake of a turbine located directly downstream of another turbine. 
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All parts of this research will be performed using the finite volume commercial CFD software 

ANSYS/Fluent (ANSYS, 2020). The purpose of part one is to determine the applicability of the 

commonly used turbulence closure models, and to compare them with the different 

recommendations from the literature. Part 2 will compare the prediction of a simple AD/RANS 

model with experimental results for the far wake. Finally part 3 will explore the velocity deficit 

for wind turbines in tandem.  

1.3 Thesis Organization   

This thesis consists of four chapters. Chapter 1 is the introduction, which gives a general overview 

of wind energy and presents the objectives of this research. Chapter 2 presents a literature review 

of different numerical methods used in the wind industry, and relevant scholarly publications. This 

will document the current methods used in analyzing wind turbines, and will demonstrate the role 

of CFD. 

Chapter 3 will explore wake predictions using the AD/RANS model. This includes a technical 

review of different turbulence models, as well as a parametric study of the performance using CFD 

simulations. Chapter 4 summarizes the work done in this research, the results and findings, and 

notes possible future work. Finally, the appendices will present the meshes used in the simulations 

and the permissions to use figures.  
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Chapter 2. Literature Review 

The purpose of this literature review is to summarize the different methods used for analyzing the 

wake of a stand-alone horizontal axis wind turbine, as well as for studying the wake interaction of 

several turbines in tandem. The chapter will first reviews one-dimensional momentum theory and 

classical blade element momentum theory. Next, it presents a brief literature review of the CFD 

studies using an actuator disc, actuator line, and fully resolved blade models.  

2.1 One-dimensional Momentum Theory  

A wind device in its most basic definition converts the translational kinetic energy of the wind into 

rotational kinetic energy that is available as shaft work. In this context, the rotor can be modeled 

as a permeable disc that impedes the flow just enough to create the same effects as the rotating 

rotor. The disc is assumed to be frictionless and static, and there is no rotational velocity 

component in the wake. The rotor disc works as a drag mechanism, reducing the wind speed from 

𝑉𝑜 upstream to 𝑢 at the rotor plane and to 𝑢1 in the far wake. As a result, the streamlines must 

diverge as shown in figure 2.1. A pressure decrease across the rotor will produce a drag force. 

There is a pressure rise from upstream 𝑝𝑜 to 𝑝 close to the rotor, before a discontinuous pressure 

decrease through the rotor. The pressure gradually returns to ambient conditions downstream of 

the rotor. With the Mach number being low, the air density remains constant, therefore the axial 

velocity must gradually drop from 𝑉𝑜 to 𝑢1. Figure 2.1 also idealizes the pressure and axial velocity 

behavior.  

The flow here is assumed to be incompressible and frictionless, and the rotor is assumed to be 

stationary. Using these assumptions, a relation between the velocity components, thrust on the 

rotor, and the power produced can be derived. The thrust is the force in the streamwise direction, 

creating a pressure drop, and reducing the wind speed. It is given by
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𝑇 = 𝛥𝑝𝐴. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.1) 

where 𝑇 is thrust, 𝛥𝑝 is pressure difference and 𝐴 is the surface area of the rotor. 

Based on the previous assumptions about the flow, and the absence of any external forces on the 

flow, Bernoulli’s equation can be used, 

 

Figure 2.1. Illustration of the 1D momentum theory (Hansen, 2008) “Reproduced with 

Permission of the Publisher/Owner, See Appendix B” 

𝑝𝑜 +
1

2
𝜌𝑉𝑜

2 = 𝑝 +
1

2
𝜌𝑢2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.2) 

and the pressure just downstream of the actuator disc becomes 𝑝 − 𝛥𝑝. If the pressure drop across 

the actuator disc is defined as 𝛥𝑝, then the downstream Bernoulli’s equation becomes 

𝑝 − 𝛥𝑝 +
1

2
𝜌𝑢2 = 𝑝𝑜 +

1

2
𝜌𝑢1

2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.3) 
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Combining equations (2.2) and (2.3) yields an expression for the pressure drop across the rotor 

𝛥𝑝 =
1

2
𝜌 (𝑉𝑜

2 − 𝑢1
2
) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.4) 

For the circular control volume with sectional area 𝐴𝑐𝑣, shown in figure 2.2, the axial momentum 

equation written in integral form is  

𝜕

𝜕𝑡
∭ 𝜌𝑢𝑑𝑥𝑑𝑦𝑑𝑧 + ∬ 𝑢𝜌

 

𝑐𝑠

 

𝑐𝑣

𝑉⃗⃗ · 𝑑𝐴 = 𝐹ext + 𝐹pres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2.5) 

where 𝑡 is time, 𝜌 is density, CV is control volume, 𝑉 is velocity, 𝐴 is area of the rotor, 𝐴1 is the 

area of the wake, and 𝑚̇ is the mass flow rate.  

 

Figure 2.2. Circular CV representing the flow field (Hansen, 2008) “Reproduced with 

Permission of the Publisher/Owner, See Appendix B” 

Because the flow is assumed to be steady, the first term on the LHS of equation (2.5) is zero. 𝐹ext 

represents the external force acting on the control volume, while 𝐹pres represents the axial pressure 

on the lateral boundary of the control volume. The previous assumptions imply that 𝐹ext will be 

the thrust force and 𝐹pres is zero. 𝑑𝐴 is a vector of infinitesimal length pointing outward in the 

normal direction of the control surface.  

Evaluating the second term on the LHS gives  



 

11 
 

𝜌𝑢1
2𝐴1 + 𝜌𝑉𝑜

2(𝐴𝑐𝑣 − 𝐴1) + 𝑚̇𝑠𝑖𝑑𝑒𝑉𝑜 − 𝜌𝑉𝑜
2𝐴𝑐𝑣 = −𝑇. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2.6) 

Using conservation of mass  

𝜌𝐴1𝑢1 + 𝜌(𝐴𝑐𝑣 − 𝐴1)𝑉𝑜 + 𝑚̇𝑠𝑖𝑑𝑒 =  𝜌𝐴𝑐𝑣𝑉𝑜 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2.7) 

and 

𝑚̇ =  𝜌𝐴 𝑢 = 𝜌𝐴1𝑢1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.8) 

Then, the mass flow rate out the side becomes   

𝑚̇side =  𝜌𝐴1(𝑉𝑜 − 𝑢1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.9) 

Combining equations (2.6), (2.8) and (2.9) 

𝑇 = 𝜌𝑢𝐴(𝑉𝑜 − 𝑢1) = 𝑚̇ (𝑉𝑜 − 𝑢1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.10) 

An interesting and useful observation from equations (2.1), (2.4) and (2.10) is the value of the 

velocity at the rotor 

𝑇 = 𝜌𝑢𝐴(𝑉𝑜 − 𝑢1) = 𝛥𝑝𝐴 =
1

2
𝜌𝐴 (𝑉𝑜

2 − 𝑢1
2

) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.11) 

 𝑢 =
1

2
(𝑉𝑜

 + 𝑢1
 ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2.12) 

Equation (2.12) identifies that the velocity at the rotor is the average between the upstream wind 

speeds 𝑉𝑜
  and the velocity in the wake 𝑢1. 

The shaft power at the rotor can be related to the thrust created and the velocity at the rotor, i.e.  

𝑃 = 𝑇𝑢. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2.13) 

From equation (2.11), the shaft power is given as  

𝑃 =
1

2
𝜌𝑢𝐴 (𝑉𝑜

2 − 𝑢1
2

) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.14)  

The fractional decrease in wind velocity caused by the rotor is defined to be the axial induction 

factor, a, 
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𝑎 =
𝑉𝑜 − 𝑢

𝑉𝑜
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.15) 

Combining equations (2.12) and (2.15) gives  

𝑢1 = (1 − 2𝑎)𝑉𝑜 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.16) 

This can then be used in equations (2.10) and (2.14) to gives expressions for the power and the 

torque created at the rotor in terms of a, 

𝑃 = 2𝜌𝑉𝑜
3𝑎(1 − 𝑎)2𝐴. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.17) 

𝑇 = 2𝜌𝑉𝑜
2𝑎(1 − 𝑎) 𝐴 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.18) 

The power and thrust are often non-dimensionalized with respect to the available value in the free 

wind, to create the following power and thrust coefficients: 

𝐶𝑝 =
𝑃

1
2 𝜌𝑉𝑜

3𝐴
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.19) 

𝐶𝑇 =
𝑇

1
2 𝜌𝑉𝑜

2𝐴
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.20) 

Using equations (2.17) and (2.18), then 

𝐶𝑝 = 4𝑎(1 − 𝑎)2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.21) 

𝐶𝑇 = 4𝑎(1 − 𝑎). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.22) 

Differentiating the power coefficient with respect to 𝑎 gives 

𝑑𝐶𝑝

𝑑𝑎
= 3𝑎2 − 4𝑎 + 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.23) 

It is readily shown that the maximum power coefficient is 16
27⁄  for the value 𝑎 = 1

3⁄ . This value 

is the maximum theoretical power output of a wind turbine, referred to as the Betz limit, as shown 

in figure 2.3.  
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Figure 2.3. The power and thrust coefficients as a function of the axial induction factor 

Experimental analysis (Eggleston & Stoddard, 1987) has shown that the momentum theory is valid 

for an axial induction factor of less than 0.4. If the value of 𝑎 is larger than 0.5, equation (2.16) 

would give a negative value for u, which is unrealistic.  

2.2 Blade Element Momentum  

2.2.1 Theory  

The blade element momentum theory (BEM) is the classical and the most widely used method for 

analyzing and calculating the local forces on open propellers and wind turbines. The method was 

developed by Glauert (1926, 1935), and it was based on momentum theory (Rankine, 1865 and 

Froude, 1889) and blade element theory (Froude, 1878). The BEM model's main contibution is to 

identify the best conditions for optimum energy conversion (Leishman, 2006). A steady, 

frictionless, and incompressible flow is assumed for the BEM technique.  Angular momentum is 

incorporated in the blade element momentum theory, implying that when the fluid interacts with 

the rotor, it begins to rotate around the main stream axis.    

In the framework of wind turbines, the blade is divided into elements, with each blade element 

approximated by a planar model. Multiple forces acting on the blade element as functions of flow 

characteristics and blade geometry are obtained. The two experimental coefficients (typically 

designated by 𝐶𝑙 and 𝐶𝑑; lift and drag coefficients, respectively) that account for the forces in the 

cross-section as functions of the angle of attack, i.e. the relative angle between the spinning blade 

and flow, are the essential parameters of this model. To obtain global values, the findings at each 
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section are then integrated along the blade. The BEM was adopted by Lanchester (1915), Betz 

(1920), and Joukowsky (1920) to create the Betz limit or the Betz-Joukowsky limit, which gives 

the maximum theoretical output power of a wind turbine.  

In the BEM, the stream-tubes defined in the momentum theory are discretized into N annular 

elements with thickness 𝑑𝑟 as shown in figure 2.4, where r is the radial distance from the center, 

and R is the radius.  

 

Figure 2.4. Annular elements of the BEM (Hansen, 2008) “Reproduced with Permission of the 

Publisher/Owner, See Appendix B” 

The BEM assumes no radial dependency between the annuli, meaning that the elements are 

independent of the flow on adjacent elements. Also, the force created by the elements is constant 

through the flow over the rotor plane, implying an infinite number of blades. These assumptions 

seem to be non-physical, which necessitates some corrections to the behavior of this method, 

which will be discussed in the following sections.  

Applying the results from equation (2.10), the elemental thrust force on each annulus is found to 

be  

𝑑𝑇 = (𝑉𝑜 − 𝑢1)𝑑𝑚̇  
= 2𝜋𝑟𝜌𝑢(𝑉𝑜 − 𝑢1)𝑑𝑟. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.24) 

𝑑𝑇 = 4𝜋𝑟𝜌𝑢𝑉𝑜
2𝑎(1 − 𝑎)𝑑𝑟 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.25) 
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From momentum theory, an ideal turbine has no wake rotation, but this is not the case for an actual 

turbine with a constant number of blades. According to the blade element theory, flow past a 

particular section is 2D, and the effective inflow velocity can be determined as the vector sum of 

the incoming velocity and rotational speed. To include the rotational speed at each element, the 

tangential induction factor 𝑎′ (Mikkelsen, 2004) was defined as  

𝑎′ =
𝐶𝜃

2ω𝑟
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.26) 

where 𝐶𝜃 is the azimuthal component of the velocity, and 𝜔 is the rotational speed of the rotor.  

According to Euler’s turbine equation (Euler, 1752), the relation between power output and torque 

is defined as  

𝑑𝑃 = 𝜔𝑑𝑀 = 𝑚̇ω𝑟𝐶𝜃 = 2𝜋𝑟2𝜌𝑢ω𝐶𝜃𝑑𝑟. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.27) 

where 𝑀 is the torque.  

So, the equation for the torque on each element is conveniently given as  

𝑑𝑀 = 4𝜋𝑟3𝜌𝑉𝑜(1 − 𝑎)𝑎′𝑑𝑟. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.28) 

Figure 2.5 shows a section of the blade with the velocity components shown, where 𝑉𝑟𝑒𝑙  is the 

relative velocity  

 

Figure 2.5. Velocities at the rotor plane (Hansen, 2008) “Reproduced with Permission of the 

Publisher/Owner, See Appendix B” 

Here 𝜃 is the local pitch angle, which is a combination between the twist of the blade and the pitch 

angle, 𝛼 is the local angle of attack, and 𝜙 is the angle between the relative velocity and the plane 

of rotation.  
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From figure 2.5 

𝛼 = 𝜙 −  𝜃. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.29) 

tan 𝜙 =
(1 − 𝑎)𝑉𝑜

(1 + 𝑎′)𝜔𝑟
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.30) 

By understanding that the velocity seen by the airfoil is 𝑉𝑟𝑒𝑙, the lift and drag forces per unit span 

can be defined for each element  

𝐿 =
1

2
𝜌𝑉𝑟𝑒𝑙

2 𝑐𝐶𝑙. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.31) 

𝐷 =
1

2
𝜌𝑉𝑟𝑒𝑙

2 𝑐𝐶𝑑  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.32) 

where 𝐶𝑙 and 𝐶𝑑 are the lift and drag coefficients, and 𝑐 is the chord  

The lift and drag forces per unit span will then be used to determine the normal and tangential 

forces per unit span (figure 2.6) for the BEM theory  

𝑝𝑁 = 𝐿 cos ϕ + 𝐷 sin ϕ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2.33) 

𝑝𝑇 = 𝐿 sin ϕ − 𝐷 cos ϕ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.34) 

 

 

Figure 2.6. The loads on a blade (Hansen, 2008) “Reproduced with Permission of the 

Publisher/Owner, See Appendix B” 
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Equations (2.33) and (2.34) are then normalized with 
1

2
𝜌𝑉𝑟𝑒𝑙

2 𝑐  to give 

𝐶𝑛 = 𝐶𝑙 cos ϕ + 𝐶𝑑 sin ϕ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2.35) 

𝐶𝑡 = 𝐶𝑙 sin ϕ − 𝐶𝑑 cos ϕ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.36) 

where  

𝐶𝑛 =
𝑝𝑁

1
2 𝜌𝑉𝑟𝑒𝑙

2 𝑐
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.37) 

𝐶𝑡 =
𝑝𝑇

1
2 𝜌𝑉𝑟𝑒𝑙

2 𝑐
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.38) 

A solidity σ is defined as the fraction of the annular area that is covered by blades  

𝜎(r) =
𝑐(𝑟)𝐵

2𝜋𝑟
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.39) 

where 𝑐(𝑟) is the chord at the radial distance 𝑟, and 𝐵 is the number of blades.  

From figure 2.5, it is readily seen that  

𝑉𝑟𝑒𝑙 =
𝑉𝑜(1 − 𝑎)

sin 𝜙
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.40) 

and 

𝑉𝑟𝑒𝑙 =
𝜔𝑟(1 + 𝑎′)

cos 𝜙
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.41) 

From the equations of elemental normal and tangential forces, the thrust and torque on the control 

element is defined as  

𝑑𝑇 = 𝐵𝑝𝑁𝑑𝑟. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.42) 

𝑑𝑀 = 𝑟𝐵𝑝𝑇𝑑𝑟. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.43) 

Using equations (2.37), (2.38), (2.40) and (2.41); the thrust and torque equations become  

𝑑𝑇 =
1

2
𝜌𝐵

𝑉𝑜
2(1 − 𝑎)2

sin2 𝜙
𝑐𝐶𝑛𝑑𝑟. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.44) 
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𝑑𝑀 =
1

2
𝜌𝐵

𝑉𝑜
 (1 − 𝑎) ωr(1 + 𝑎′)

sin 𝜙 cos 𝜙
𝑐𝐶𝑡𝑟𝑑𝑟. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.45) 

If equations (2.25) and (2.44) are equated as well as equations (2.28) and (2.45), and the definition 

of solidity is implemented in them, new expressions for the axial and tangential induction factors 

will be  

𝑎 =
1

4 sin2 𝜙
σ𝐶𝑛

+ 1
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.46) 

𝑎′ =
1

4 sin 𝜙 cos 𝜙
𝜎𝐶𝑡

− 1
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.47) 

Using the series of equations presented in this section, the BEM theory uses an iterative solution 

technique for determining the local loads on each blade element.  

The tip vortical structure of the rotor necessitates another correction for the BEM algorithm. Also, 

the momentum theory, which is the basis of the BEM theory, is not valid for axial induction factors 

of more than approximately 0.4. To correct these two phenomena, Prandtl (Glauert, 1935) 

introduced a tip loss correction factor, and Glauert (1935) introduced an empirical relation between 

the thrust coefficient and the axial induction factor for a heavily loaded rotor, i.e. 𝑎 is greater than 

0.4. 

2.2.2 Prandtl’s Tip Loss Correction Factor 

For a finite number of blades, Prandtl (Glauert, 1935) derived a correction factor 𝐹 for the thrust 

and torque equations (2.25 and 2.28) as follows: 

𝑑𝑇 = 4𝜋𝑟𝜌𝑢𝑉𝑜
2𝑎(1 − 𝑎)𝐹𝑑𝑟. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.48) 

𝑑𝑀 = 4𝜋𝑟3𝜌𝑉𝑜(1 − 𝑎)𝐹𝑎′𝑑𝑟 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.49) 

where  

𝐹 =
2

𝜋
cos−1(𝑒−𝑓). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2.50) 

and  
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𝑓 =
𝐵

2

(𝑅 − 𝑟)

𝑟 sin 𝜙
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.51) 

Using the same analysis as presented in the previous section, the axial and tangential induction 

factors become  

𝑎 =
1

4 𝐹sin2 𝜙
σ𝐶𝑛

+ 1
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.52) 

𝑎′ =
1

4 𝐹sin 𝜙 cos 𝜙
σ𝐶𝑡

− 1
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.53) 

2.2.3 Glauert Correction for axial momentum factor  

When the axial induction factor exceeds 0.4, the momentum theory fails. This was pointed out in 

several experimental studies (Eggleston and Stoddard, 1987). To correct this behavior, several 

empirical formulas were introduced between the thrust coefficient and the axial induction factor  

𝐶𝑇 = {
4𝑎(1 − 𝑎)𝐹, 𝑎 ≤

1

3
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.54)

4𝑎 (1 −
1

4
(5 − 3𝑎)𝑎) 𝐹, 𝑎 >

1

3
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.55)

 

or  

𝐶𝑇 = {
4𝑎(1 − 𝑎)𝐹, 𝑎 ≤ 𝑎𝑐 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.56)

4(𝑎𝑐
2 + (1 − 2𝑎𝑐)𝑎)𝐹, 𝑎 > 𝑎𝑐 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.57)

 

The second expression is from Spera (1994). 

The thrust coefficient by definition is  

𝐶𝑇 =
𝑑𝑇

1
2 𝜌𝑉𝑜

22𝜋𝑟𝑑𝑟
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.58) 

If equation (2.44) is used for 𝑑𝑇 in equation (2.58), the thrust coefficient becomes  

𝐶𝑇 =
(1 − 𝑎)2σ𝐶𝑛

sin2 ϕ
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.59) 

Then equation (2.59) is now equated to the empirical equations (2.56) and (2.57) 
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If     𝑎 ≤ 𝑎𝑐,  

𝑎 =
1

4 𝐹sin2 𝜙
σ𝐶𝑛

+ 1
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.60) 

which is the same as equation (2.52).  

If 𝑎 > 𝑎𝑐,  

𝑎 =
1

2
[2 + 𝐾(1 − 2𝑎𝑐) − √(𝐾(1 − 2𝑎𝑐) + 2)2 + 4(𝐾𝑎𝑐

2 − 1)] . . . . . . . . . . . . . . . . . . . . . . . . . . (2.61) 

where 

𝐾 =
4𝐹 sin2 𝜙

σ𝐶𝑛
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.62) 

The Glauert correction is useful only for low wind speeds, when the axial induction factor is high. 

The algorithm in figure 2.7 summarizes the BEM without the Glauert correction. To introduce this 

correction, the induction factors presented in equations (2.60) and (2.61) are introduced.  

The BEM is the classical tool for analysis of loads on wind turbines. It is widely used in industrial 

applications for designing and assessing the efficiency of a wind machine. While this method is 

very useful, it is 2D and includes certain assumptions and empirical analysis. BEM theory alone 

cannot predict the wake of a wind turbine, nor the interaction between two turbines in tandem. For 

these features, numerical analysis using computational fluid dynamics can be used.  
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Figure 2.7. BEM solution algorithm 

 

Initialize 𝑎 and 𝑎′ 

Typically 𝑎 = 𝑎′ = 0 

Calculate Φ using 

equation 2.30 

Calculate α from equation 

2.29 

Read 𝐶𝑙  and  𝐶𝑛 from the 

aerodynamic table for the section 

airfoil 

Calculate 𝐶𝑛  and  𝐶𝑡  from 

equations 2.35 and 2.36 

Calculate 𝑎 and 𝑎′ from 

equations 2.46 and 2.47 

Calculate Prandtl’s correction 

factor using equation 2.50 

Finish 

𝛥𝑎 < 𝑡𝑜𝑙 (𝑎)      𝛥𝑎′ < 𝑡𝑜𝑙 (𝑎′) 

 

 

𝛥𝑎 > 𝑡𝑜𝑙 (𝑎)      𝛥𝑎′ > 𝑡𝑜𝑙 (𝑎′) 

 

 

NO 

YES 
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2.3 Numerical Models  

Wind turbine aerodynamics can appear simple when compared to the aerodynamics of fixed-wing 

aircraft or helicopters. There are, however, a few additional complexities. Most notably, 

aerodynamic stall is often avoided in aircraft, whereas it is an inherent part of the operating 

envelope of wind turbines (Schaffarczyk, 2014). Estimating power generation, assessment of 

turbine loads, and wake modelling play a critical role in planning wind farm. Wind farm models 

must be relatively accurate – to reduce financial risk – while also being cost-effective, so that a 

large number of configurations may be evaluated in a reasonable amount of time (Aubrun et al., 

2014). While many models have been presented in the literature, one that stands out is the Reynolds 

Averaged Navier-Stokes (RANS) equations with a two-equation turbulence closure and an 

actuator disc representation of the rotor. The actuator disc is a rotor performance analysis 

methodology. The rotor is represented by a porous disc that enables the flow to pass through it 

while still being subject to surface forces. The classical actuator disc model is based on mass, 

momentum, and energy conservation. 

Empirical models, such as the BEM approach, have been critical in the growth of the wind energy 

sector. However, advanced CFD models will be necessary to fulfil demand and as the industry 

grows and farm locations become scarcer, resulting in higher density turbine deployment 

(Bazilevs, et al., 2010). Several research groups have been studying different challenges for the 

industry, including wind turbine wake interactions (Tachos, et al., 2010; PortéAgel, et al., 2011), 

atmospheric wind farm effects and turbine configurations (Calaf, et al., 2010; Wu et al. 2020), and 

turbine spacing (Meyers & Meneveau, 2011). These studies have employed different numerical 

approaches, such as RANS with turbulence closures (Hahm & Wußow, 2006; Tachos, et al., 2010), 

and large eddy simulation (LES) with different sub-grid scale (SGS) models (Calaf, et al., 2010; 

Meyers & Meneveau, 2011; PortéAgel, et al.; 2011 Wu et al. 2020). 

Hahm and Wußow (2006) looked into the spacial organization of turbulence kinetic energy and 

compared their findings to empirical models. They utilized a 𝑘 − 𝜀 RANS model (𝑘 is the 

turbulence kinetic energy and 𝜀 is the dissipation) and a detached eddy simulation (DES) model to 

investigate the wake structure behind a 1 MW turbine. The turbulence intensity in the far wake 

was calculated using an empirical model that combines the upstream turbulence intensity with a 

bell-shaped turbulence intensity determined as a function of thrust coefficient and tip speed ratio. 
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Using a multiple reference frame model in FLUENT, the 𝑘 − 𝜀 RANS study simulated a 

previously investigated 55 kW turbine with a neutral atmospheric boundary layer (ABL). Although 

the results were somewhat able to simulate the downstream velocity profiles, the turbulence 

intensities along the edge of the wake were underestimated due to the averaging nature of RANS 

models (Hahm & Wußow, 2006).  

Hahm and Wußow (2006) encountered troubles with the classic 𝑘 − 𝜀 RANS closure. Tachos et 

al. (2010) performed some studies using a RANS model with different turbulence closure models. 

The models used included Spalart-Allmaras, standard 𝑘 − 𝜀, 𝑘 − 𝜀 RNG, and the 𝑘 − 𝜔 shear 

stress transport (SST) closure models (𝜔 is the specific rate of dissipation). The simulation was 

run in a steady state using ANSYS-FLUENT.  

The findings of Tachos et al. (2010) showed that the SST 𝑘 − 𝜔 turbulence closure model gave 

the best approximation to the measured data. The other closure models which performed fairly 

well, except for the standard 𝑘 − 𝜀 model which performed quite poorly.  

RANS simulations can produce accurate results, however they only compute the mean flow and 

parameterize the turbulence scales (Porté-Agel et al., 2011). LES simulations are necessary for 

more accurate and informative results. LES models employ a grid-based filter to resolve the flow 

when the mesh is fine enough, comparable to direct a numerical simulation (DNS), and an SGS 

model to represent the smallest scales where the mesh is too coarse. Typically the grid should be 

small enough to resolve 80% of the energy (Pope, 2000), which is a significant constraint for LES.   

Porté-Agel et al. (2011) used a tuning-free Lagrangian dynamic SGS model previously developed 

for wind energy applications to represent single turbine wakes and wake interactions in an 

operational wind farm in an LES investigation. The time required to fully resolve a revolving wind 

turbine increases dramatically, as does the model complexity. An actuator disc model (ADM) can 

be used to function as a momentum sink with features similar to those of an actual wind turbine. 

This simplifies the model and reduces the computational cost. 

Three different actuator disc models were investigated by Porté-Agel et al. (2011). The first was a 

model with a nonrotating actuator disc (ADM-NR). The Rankine-Fronde actuator disc model was 

chosen for this model because of its well-known ability to work with coarse grids. Because this 
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model assumes that forces only operate in the axial direction, it is unable to represent rotation. For 

this model, the axial force is represented as  

𝐹𝑎𝑥𝑖𝑎𝑙 =
1

2
𝜌𝑢̃𝑜

2𝐴𝐶𝑇 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.63) 

where 𝑢̃𝑜
  is the unperturbed resolved velocity of the axial incident flow acting on the center of the 

disk, 𝐴 is the swept area of the rotor, and 𝐶𝑇 is the thrust coefficient. 

A rotational actuator disc model was employed as the second model (ADM-R). To compute the 2-

D forces, this model employs the BEM technique outlined previously, which is integrated across 

the rotor disc. The ADM-R can model rotation as a result of this modification. It is unable to show 

the tip vortices, however, because they are integrated throughout the entire disc surface. The 

actuator line model (Sorensen and Shen, 2002) was the final model investigated. This model 

calculates turbine induced lift and drag forces using the BEM technique and distributes them 

uniformly throughout the actuator lines. The ALM can capture tip vortices and needs considerably 

fewer cells than resolving the real turbine blades since it employs lines rather than a disc. The 

major benefit of using actuator models is that the mesh size is decreased compared modelling the 

exact geometry of the wind turbine, resulting in lower computing expenses. 

The actuator models were tested in a wind tunnel with a 0.15 m diameter wind turbine model and 

a log-law incident neutral ABL by Porté-Agel et al. (2011). Figure 2.8 shows how the ADM-R and 

ALM models closely match the measurements in the near and far wake areas. In the near-wake 

area, the ADM-NR model underestimates the velocity loss, but agrees well in the far wake region. 

The turbulence intensity findings were not as close. The ADM-R and ALM models were close to 

each other, but different from the wind tunnel data. The ADM-NR, on the other hand, consistently 

underestimated the turbulence intensity. In figure 2.8, 𝑥/𝐷 is the normalized distance in the wake, 

and 𝑧/𝐷 is the normalized distance from the ground.  
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Figure 2.8. Stream wise velocity profiles (m/s): wind tunnel measurements (◦), ADM-NR 

(dashed line), ADM-R (solid line), ALM (black dots) (Porté-Agel, et al., 2011) “Reproduced 

with Permission of the Publisher/Owner, See Appendix B” 

As wind turbines are getting larger, wind farms continue to grow in size. For this reason, 

understanding the wind farm effects on the ABL is important. Calaf et al. (2010) pointed out that 

wind farms might not have much effect on the large ABL, but they can affect the performance of 

the downstream wind turbines, lowering the performance of the wind farm as a whole.  

According to Calaf et al. (2010), wind farm arrays larger than 10-20 km approach the infinite wind 

farm asymptotic limit, causing the boundary layer flow to be nearly fully developed. Calaf et al. 

(2010) used a LES model with a Smagorinsky SGS closure method to produce a parametric 

analysis of wind farms for their research. They created models of entire farms, changing the 

number of turbines and their spacing. The turbines were modelled as non-rotating actuator discs 

and a pressure driven neutral ABL was adopted (Calaf, et al., 2010). 

When streamwise spacings of 7.85D and greater were employed in wind tunnel studies by 

Frandsen et al. (2006), considerable velocity recovery occurred prior to the succeeding turbine. 

𝑥/𝐷 = −1 𝑥/𝐷 = 2 𝑥/𝐷 = 3 𝑥/𝐷 = 5 

𝑥/𝐷 = 20 𝑥/𝐷 = 14 𝑥/𝐷 = 10 
𝑥/𝐷 = 7 

𝑧/
𝐷

 
𝑧/

𝐷
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This was also reflected in the findings of Calaf et al. (2010)'s CFD study. Modelling single turbines 

has shown that the energy originates from the difference in kinetic energy flux across the turbine. 

Kinetic energy must be entrained from above for an array of turbines. This is due to the fact that 

the vertical kinetic energy fluxes are on the same scale as the power extracted (Frandsen et al., 

2006). Turbine spacing only contributed around 10% increase in the overall power generation.  

Wu et al. (2020) ran 20 wind farm simulation scenarios, with five different wind farm layouts and 

four different incoming ABL flow conditions. An aligned configuration, two lateral staggered 

arrangements, and two vertical staggered arrangements were considered, as shown in figure 2.9. 

Each wind farm had 120 turbines, which were arranged in 30 rows in the streamwise direction and 

four rows in the spanwise direction. The turbine hub heights in the AL and LS wind farms were 

100 m, while those in the vertically staggered wind farms were 60 and 140 m.  

To generate the incoming flow used later in the wind farm simulations, precursor simulations were 

ran for the ABL flow. The mean velocity (𝑢̅), streamwise turbulence intensity, and Reynolds stress 

(𝑢′𝑤′) profiles obtained from the precursor simulations are shown in figure 2.10. The log-law and 

the nondimensional velocity profiles align well. The turbulence strength was calculated as follows: 

𝐼 =
√σ𝑢

2 + σ𝑣
2 + σ𝑤

2

3
𝑢̅ℎ𝑢𝑏

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.64) 

where 𝑢̅ℎ𝑢𝑏= 9 m s ⁄ denotes the incoming mean velocity at the hub height, and (σ𝑢
2 , σ𝑣

2, σ𝑤
2 ) 

respectively, denote the velocity variance components in the streamwise, spanwise, and vertical 

directions, respectively.  
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Figure 2.9. Schematic of (A) aligned layout, (B) laterally staggered layout, and (C) vertically 

staggered wind farm layouts; 𝑠 is the separation distance (Wu et al., 2020) “Reproduced with 

Permission of the Publisher/Owner, See Appendix B” 

The hub height velocity of 9 m
s⁄  was chosen to systematically examine the impact of various 

incoming flow conditions and wind farm layouts on overall farm power output performance. For 

surface roughness heights of 0.5, 0.1, 0.01, and 0.0001 m, respectively, the corresponding friction 

velocity values were 0.60, 0.49, 0.37, and 0.26 m s⁄ . The chosen four roughness lengths, 𝑧0 =  0.5 

m for bushes, 𝑧0 =  0.1 m for farmland, 𝑧0 = 0.01 m for grassland, and 𝑧0 =  0.0001 m for snow-

covered flats, are indicative of different surface types. A constant pressure-gradient was used to 

control the formation of the boundary layer flow with a depth of 𝛿 = 1000 m.    

Increases in surface roughness contribute to increases in the pressure gradient (used to drive the 

flow) and turbulence level for the four incoming flow conditions. This effect illustrates that a 

rougher surface dissipates more kinetic energy (due to higher surface friction) and allows greater 

entrainment to transfer more energy from above in order to maintain the hub height velocity 𝑢̅ℎ𝑢𝑏= 

9 m s⁄ , causing the momentum flux to be negative with larger magnitude for a rougher surface. 

These four inflow conditions were referred to as ABL11, ABL09, ABL07, and ABL05, based on 

the hub height turbulence levels of 11.1 %, 8.9 %, 6.8 %, and 4.9 % for roughness lengths of 0.5, 
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0.1, 0.01, and 0.0001 m, respectively. In addition, the vertically staggered configuration has two 

turbine hub heights of 140 and 60 m. At the high and low hub heights, the mean inflow streamwise 

velocities for ABL11 were 9.51 and 8.08 m
s⁄ , 9.40 and 8.28 m

s ⁄ for ABL09, 9.33 and 8.42 

m
s ⁄ for ABL07, and 9.20 and 8.63 m s ⁄ for ABL05. 

 

Figure 2.10. Profiles of incoming atmospheric boundary layer (ABL) flows developed over flat 

surfaces with roughness lengths of 0.5, 0.1, 0.01, and 0.0001 m: (A) mean streamwise velocity 𝑢 

(m
s⁄ ), (B) normalised velocity versus vertical height in log scale, (C) overall turbulence stage, 

and (D) vertical momentum flux 〈𝑢′𝑤′〉(m2

s2⁄ ) (Wu et al., 2020) “Reproduced with Permission 

of the Publisher/Owner, See Appendix B” 

Wu et al. (2020) results show that increasing the inflow turbulence level, rather than adjusting the 

turbine arrangement, will increase the overall power generation performance of wind farms. Based 

on the power outputs for the AL1 and LS1 wind farm layouts, an improvement in turbine 

configuration will only boost power generation performance on the turbines positioned in the first 

10-turbine rows while increasing total farm power generation by approximately 9–13 %. Increased 

inflow turbulence, on the other hand, will effectively facilitate turbine wake recovery, minimize 
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turbine-induced turbulence strength enhancement, and improve the power generation performance 

of downstream turbines exposed to upstream turbine wakes. The overall difference in average wind 

farm power output for the AL1, LS1, LS2, VS1, and VS2 layouts for the ABL11 and ABL05 

inflow conditions was approximately 18.9%, 16.4%, 15.6 %, 12.7%, and 11.9%, respectively. 

Meyers & Meneveau (2011) developed a formula for optimal turbine spacing based on the work 

of Calaf et al. (2010). Calaf’s research predicted power production; the turbine cost (𝑐𝑜𝑠𝑡t), and 

land acquisition cost (𝑐𝑜𝑠𝑡land), were all taken into account in the analysis. The formula is defined 

as  

𝛼 =

𝑐𝑜𝑠𝑡t
𝐴⁄

𝑐𝑜𝑠𝑡land
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.65) 

where 𝛼 is the non-dimentionalised design constant, and A is the swept area of the rotor. It was 

found that for 𝛼 = 1, the optimal spacing is 4D. However, for higher values of 𝛼 (in the order of 

104), where the land acquisition price is low, the optimum turbine spacing is 15D.  

The following chapter will focus on the ADM. Instead of modelling the rotor's exact geometry, 

since approximating it as a disc has significant computational advantages. Mesh resolution at the 

blade surface must be sufficient to capture the boundary layer and separation, as well as the 

development of the wake up to 30 turbine diameters (D) downstream, in order to create a complete 

model of the rotor. This requires a huge number of mesh elements and, as a result, a tremendous 

amount of computational work. With limited resources, extending this mesh to many devices in 

arrays of 10 or more turbines is not practical. Also, the actuator disc approximation can be used to 

solve a steady-state simulation. Modelling a rotating turbine needs the simulation to be unsteady 

and the blades to change position with each time step. The actuator disc approach is beneficial 

where large-scale flow effects, such as those seen in the installation of multi-turbine arrays, are of 

interest due to its limits and efficiency. 

With such advantages of the ADM also comes some disadvantages. A wind turbine will extract 

energy from the flow, by reducing momentum. However, an experimental ADM will generate a 

small scale turbulence that will dissipate rapidly after the disc. This phenomenon is an artefact of 

the porous disc approach. This approximation will not replicate the vortices shed from a rotating 

turbine, neither in experiment nor a RANS simulation.  
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The assumption of the actuator disc will not generate any swirl in the flow. This is based on the 

idea that the flow will have similar structure after the near wake region, as the swirls and vortices 

would have dissipated. Wind turbine wakes are divided into two categories: near wake and far 

wake. The near wake region is concerned with a single turbine extracting energy from the wind, 

whereas the far wake is more concerned with the impact on downstream turbines and the 

environment (Marmidis et al., 2008). Near wake length has been debated, although it is generally 

thought to be between 1 and 5 rotor diameters (1D to 5D) downstream from the rotor disc, with 

far wake areas depending on terrain and environmental factors (Vermeer et al., 2003). 

The steady AD/RANS methodology, does not account for the transient characteristics of the flow. 

It provides an understanding of the mean flow characteristics and the isotropic turbulence. If the 

object of interest is the vortices shed in the wake, a LES which fully resolves the geometry would 

be a better option.  
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Chapter 3. Numerical Study of Wind Turbine Wakes  

This research will explore the velocity deficit and the turbulence quantities created by a wind 

turbine wake, through a suite of actuator disc Reynolds Averaged Navier-Stokes models. The 

simulations will be performed using ANSYS/FLUENT for a single turbine and two inline turbines 

under a uniform flow inlet conditions, and neutral atmospheric boundary conditions. 

The objective of this study is to understand the effect of a wind turbine wake on subsequent 

turbines, and to test the effects of different turbulence closure models. All models were run on a 

four parallel processor system (Intel(R) Xeon(R) CPU E3-1230 V2, 3.30 GHz) with 32 GB of 

installed memory, to demonstrate the capabilities of AD/RANS models on modest computer 

systems.  

The following section will present a theoretical overview of the numerical methods and models 

extracted from the literature review.  

3.1 Theory  

As mentioned earlier, the actuator disc model has the same circumference as a turbine rotor and 

approximates the forces it imparts on the surrounding flow. Modeling wind turbines has long relied 

on the actuator disc momentum principle (Burton, Jenkins, Sharpe, & Bossanyi, 2011). This model 

approximates the thrust force in one dimension and does not account for the rotation of the flow 

created by the blades (Tossas & Leonardi, 2013). There are significant computational savings to 

modelling the turbine as a disc rather than trying to resolve its complete geometry in a RANS 

simulation. A full rotor model would require sufficient mesh resolution at the blade surface to 

capture the boundary layer and any separation, as well as resolve the evolution of the wake up to 

twenty turbine diameters downstream. This would necessitate a huge number of grid points and, 

as a result, an enormous computational effort (Mason-Jones et al., 2008). With finite resources, it 

is not possible to extend this meshing to arrays of ten or more turbines. Furthermore, modelling a 

rotating turbine necessitates an unsteady model in which the blades change position with each time 

step, whereas the actuator disc approximation represents a steady-state simulation. In general, the
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actuator disc model is beneficial when large-scale flow effects, such as those seen during the 

installation of multi-turbine arrays, are of interest.  

The three-dimensional, Reynolds-averaged equations for conservation of mass and momentum are 

solved for the whole domain, with a special treatment in the disc region (Harrison, Batten, Myers, 

& Bahaj, 2010). To implement the ADM, a mathematical formulation of the thrust force is needed. 

The thrust force was defined by equation (2.1) as the pressure difference multiplied by the disc 

area; the thrust coefficient becomes   

𝐶𝑇 =
𝑇

1
2

𝜌𝑈∞
2 𝐴𝐷

=
𝛥𝑃

1
2

𝜌𝑈∞
2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.1) 

where 𝐴𝐷 is the surface area of the disc. 

This implies the following expression for the pressure difference based on the thrust coefficient, 

velocity, and density: 

𝛥𝑃 =
1

2
𝜌𝑈∞

2 𝐶𝑇 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.2) 

The thrust coefficient presented in equation (3.2) is that of the rotating turbine. To implement the 

thrust in the momentum equation, the pressure difference is expressed as a difference in pressure 

across a disc of finite thickness 𝛥𝑥, where the thrust coefficient is defined per unit thickness, 

𝛥𝑃

𝛥𝑥
=

1

2
𝜌𝑈∞

2
𝐶𝑇

𝛥𝑥
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.3) 

In this model the inputs are the disc thickness and the thrust coefficient, which is sometimes 

referred to as the drag coefficient in the wind turbine literature (Helvig et al., 2021). 

The thrust coefficient in equation (3.3) is that of the rotating wind turbine which will be matched 

to the actuator disc. A solid disc with the same diameter as the rotor would have a higher drag 

coefficient (approximately 1.1 for thin discs over a wide range of Reynolds number (Engineering 

ToolBox, 2004)).  

After Betz (1920) determined the maximum output of a wind turbine using a representation of the 

rotor as a perfect disc (actuator disc), there was an increased interest in the aerodynamics of 

circular and perforated plates. Taylor (1963) introduced a theoretical relation (3.4) between the 
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drag of a thin solid plate and a porous plate with the same dimensions and offering enough 

resistance to slow the wind passing through it. He then verified his theoretical results by measuring 

the drag coefficients of flat circular sheets of porous material dropped as parachutes in air and 

water (Taylor, 1963). Equation (3.4) presents a relation between the thrust (drag) coefficient and 

what is called the resistance coefficient (k), which is essentially the drag (thrust) coefficient of a 

porous plate analogous to the actuator disc. Taylor (1963) also introduced a relation (3.5) for the 

open area ratio 𝜃 (a measure of porosity) and the resistance coefficient.    

𝐶𝑇 =
𝑘

(1 + 𝑏𝑘)2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.4) 

𝜃2 =
𝑘

1 + 𝑘
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.5) 

In the equations above,  𝑏 = 0.25 for wind/tidal turbine applications, and  𝜃 is the porosity of the 

plate. Whelan et al. (2007) investigated these relations by comparison to experiments and found 

that they produce reasonable results.  

Usually in experiments involving an ADM, the disc is represented by a perforated circular disc 

(Medici, 2005; Sforza et al., 1981). While this can be done in CFD modelling, the mesh density 

near the disc can be problematic. To overcome this problem and in alignment with the previously 

mentioned formulation (equation 3.3), the disc region can be represented by a source term in the 

momentum equation that is only implemented for the grid points within the disc domain; the source 

term is given by  

𝑆𝑖 =
1

2
𝜌𝑈𝑖

2𝐾. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.6)  

𝐾 =
𝐶𝑇𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑

𝛥𝑥
=

𝑘

𝛥𝑥
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.7) 

where 𝑈𝑖  is the velocity in the disc proximity, 𝐾 is the corrected resistance coefficient, and 𝑖 = 0 

everywhere except in the streamwise direction (𝑖 = 1, for 𝑥 only, no source term for 𝑦 and 𝑧). 

The regular RANS equations will be solved over the whole domain, except on the disc grid point, 

where the new source term will be added (3.9). So the mass and momentum equations in tensor 

notation will be as follows   
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Mass conservation 

𝜕𝑈𝑖

𝜕𝑥𝑖
= 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.8) 

 Momentum conservation 

𝜕(𝜌𝑈𝑖)

𝜕𝑡𝑖
+

𝜕𝜌(𝑈𝑖𝑈𝑗)

𝜕𝑥𝑖

= −
𝜕𝑃

𝜕𝑥𝑖
+ 𝜌𝑔𝑖 +

𝜕

𝜕𝑥𝑗

[𝜇 (
𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕𝑈𝑗

𝜕𝑥𝑖
)] −

𝜕

𝜕𝑥𝑗

(𝜌𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ ̅) + 𝑆𝑖 . . . . . . . . . . . . . . . . . . . (3.9) 

where 𝑔𝑖 is the gravitational force, 𝜇 is viscosity,  𝑆𝑖 is the new source term added to the momentum 

equation, 𝜌 is the density, and 𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅  is the turbulent stresses.  

Unlike the fully resolved unsteady modelling, the AD/RANS provides an inexpensive 

computational model for wind turbines wake analysis. It requires knowledge of the thrust and the 

diameter of the rotor. The fully resolved model requires many inputs, including the airfoil profiles, 

twist angle, angle of attack, pitch angle and rotational speed. For many commercial wind turbines, 

such information may not available from the manufacturer. So, the AD model provides a robust 

method for analyzing wind turbine wake structure.  

While the above source term approach has been used in multiple studies (Johnson et al. 2014, 

Harrison et. al., 2010), presenting the external forces on an interface of zero thickness will remove 

the uncertainty with the definition of the disc thickness. This was employed by several other 

research papers (El Kasmi & Masson, 2008; Cao et. al., 2018).  

In their approach the source term is defined as  

𝑆𝑖 =
1

2
𝜌𝑈𝑖

2𝑘. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.10) 

Also, the resistance coefficient is that of the perforated plate in an experimental analysis. However, 

for numerical analysis, the resistance coefficient will overestimate the velocity deficit. So the final 

form of the source term used in a numerical domain is as follows  

𝑆𝑖 =
1

2
𝜌𝑈𝑖

2𝐶𝑇 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.11) 
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Given the nature of RANS, the Reynolds stresses represent additional unknowns creating a closure 

problem. For this reason, a progression of turbulence closures was considered, as described in the 

following section.  

3.2 Turbulence Closure Models 

 

3.2.1 Standard 𝒌 − 𝜺 Model 

The 𝑘 − 𝜀 model (Launder and Spalding, 1974) is a two-equation turbulence closure model that 

solves for the turbulent kinetic energy 𝑘 and the turbulent dissipation rate 𝜀. It is one of the most 

popular models for general application. The model uses an isotropic eddy viscosity model (EVM) 

for the Reynolds stress tensor (equation 3.12) 

−〈𝑢𝑖𝑢𝑗〉 = 𝑣𝑡 (
∂𝑈𝑖

∂𝑥𝑗
+

∂𝑈𝑗

∂𝑥𝑖
) −

2

3
𝛿𝑖𝑗𝑘 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.12) 

where 𝑣𝑡 is the eddy viscosity, and 𝛿𝑖𝑗 is the Kronecker delta.  

The two transport equations as represented in ANSYS/FLUENT are: 

𝜕

𝜕𝑡
(𝑘) +

𝜕

𝜕𝑥𝑖

(𝑘𝑢𝑖) =
𝜕

𝜕𝑥𝑗

[(𝑣 +
𝑣𝑡

σ𝑘
)

𝜕𝑘

𝜕𝑥𝑗

] + 𝑔𝑘 + 𝑔𝑏 − 𝜀 − 𝑦𝑚 + 𝑆𝐾  . . . . . . . . . . . . . . . . . . . . . . . (3.13) 

𝜕

𝜕𝑡
(𝜀) +

𝜕

𝜕𝑥𝑖

(𝜀𝑢𝑖) =
𝜕

𝜕𝑥𝑗

[(𝑣 +
𝑣𝑡

σ𝜀
)

𝜕𝜀

𝜕𝑥𝑗

] + 𝑐1𝜀

𝜀

𝑘
(𝑔𝑘 + 𝑐3𝜀𝑔𝑏) − 𝑐2𝜀

𝜀2

𝑘
+ 𝑆𝜀 . . . . . . . . . . . . . . (3.14) 

They are then used to solve for the local eddy viscosity   

𝑣𝑡 = 𝑐𝑢

𝑘2

𝜀
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.15) 

In equations (3.13) and (3.14), 𝑔𝑘 and 𝑔𝑏 are the kinetic energy production terms due to the mean 

velocity gradient and buoyancy, and 𝑦𝑚 is the contribution from the fluctuating dilatation in 

compressible turbulence to overall dissipation rate. The turbulent Prandtl numbers for k and 𝜀 are 

σ𝑘 and σ𝜀, respectively; 𝑐1𝜀, 𝑐2𝜀 and 𝑐3𝜀 are constants; and 𝑆𝐾  and 𝑆𝜀 are user-defined source 

terms.  

While the standard 𝑘 −  𝜀 performs very well in a free shear layer (Menter, 1994), it lacks accuracy 

in flows involving adverse pressure gradients, separation, and strong curvature. 
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The main drawback in this model is the highly empirical dissipation rate. The model performance 

can be improved by modifying the dissipation rate transport equation. (Hanjalic et al., 1980).  

3.2.2 𝒌 − 𝜺  RNG Model 

Renormalization group theory, a statistical approach, was used to create the 𝑘 − 𝜀 RNG model. It 

is founded on Kolmogorov's fundamental assumption of the universality of small scales in 

turbulence (Orszag et al., 1996). The eddy viscosity in the standard 𝑘 − 𝜀 model is estimated from 

a single turbulence length scale, therefore the calculated turbulent diffusion is only that which 

occurs at that scale, although in fact all scales of motion contribute to the turbulent diffusion. The 

RNG method, which is a mathematical strategy for deriving a turbulence model comparable to the 

𝑘 − 𝜀  model, yields a modified form of the 𝜀 equation that seeks to account for varied scales of 

motion by changing the production term (Yakhot & Smith, 1992). The transport equations of 𝑘 

and 𝜀 in the 𝑘 − 𝜀 RNG model are  

𝜕

𝜕𝑡
(𝑘) +

𝜕

𝜕𝑥𝑖

(𝑘𝑢𝑖) =
𝜕

𝜕𝑥𝑗

[𝑎𝑘𝜇eff

𝜕𝑘

𝜕𝑥𝑗

] + 𝑔𝑘 + 𝑔𝑏 − 𝜀 − 𝑦𝑚 + 𝑆𝐾  . . . . . . . . . . . . . . . . . . . . . . . . . (3.16) 

𝜕

𝜕𝑡
(𝜀) +

𝜕

𝜕𝑥𝑖

(𝜀𝑢𝑖) =
𝜕

𝜕𝑥𝑗

[𝑎𝜀𝜇eff

𝜕𝜀

𝜕𝑥𝑗

] + 𝑐1𝜀

𝜀

𝑘
(𝑔𝑘 + 𝑐3𝜀𝑔𝑏) − 𝑐2𝜀

𝜀2

𝑘
− 𝑅𝜀 + 𝑆𝜀  . . . . . . . . . . (3.17) 

where 𝑎𝑘 and 𝑎𝜀 are the inverse effective Prandtl number for 𝑘 and 𝜀, respectively; and 𝜇eff is the 

effective viscosity.  

It should be noted that the effective viscosity is calculated differently in near-wall regions to 

account for the effects of low Reynolds numbers. The turbulent viscosity of a high Reynolds 

number flow is estimated in the same way as for the standard 𝑘 − 𝜀 model. The most important 

difference between the RNG model and the standard model is an extra term in the 𝜀 equation that 

improves the responsiveness to quickly strained flow: 𝑅𝜀 is given by   

𝑅𝜀 =
𝐶𝜇η3(1 − η η𝑜)⁄

1 + 𝛽η3

𝜀2

𝑘
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.18) 

η ≡
𝑆𝑘

𝜀
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.19) 

𝑆 = (2𝑆𝑖𝑗𝑆𝑖𝑗)
1

2⁄  
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where η𝑜 = 4.38 and 𝛽 = 0.012 

𝑅𝜀 was not calculated using RNG theory and lacks a solid foundation (Pope, 2000). The 𝑘 − 𝜀 

RNG model incorporates analytical formulations of the turbulent Prandtl numbers (ANSYS, 

2020). These enhancements make 𝑘 − 𝜀 RNG more capable over a larger range of flows, but 

incorrect model tuning can cause near-wall effects to be poorly captured (ANSYS, 2020). 

3.2.3 El Kasmi and Masson (2008) 

Motivated by Chen and Kim (1987), El Kasmi and Masson (2008) presented a new method for 

simulating the flow around a wind turbine. In their model, a new term was added to the transport 

equation dissipation rate in the vicinity of the wind turbine. This term represents the energy transfer 

rate between scales of turbulence controlled by the production rate and the dissipation rate (El 

Kasmi & Masson, 2008).  

The added term is  

𝑝𝜀 = 𝑐𝜀4

𝑃𝑡
2

𝜌𝑘
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.20) 

where 𝑃𝑡 is the production of turbulent kinetic energy, and 𝑐𝜀4 is a new constant for the 𝑘 −  𝜀 

model.  

The new term was added in the region extending 0.25D upstream and downstream of the actuator 

disc, and within the actuator disc. This raises a question about the correct region to apply the new 

term, and the credibility of the method. One more issue with this method is the experimental 

constant 𝑐𝜀4. Prospathopoulos et al. (2011) showed that this constant is case specific and needs to 

be tuned. For their paper, El Kasmi and Masson (2008) used a value of 0.37 for 𝑐𝜀4, while the other 

constants where taken based on Crespo et al. (1985). The numerical results were in good agreement 

with the experimental results, however the authors were not explicit about the value of 𝑐𝜀4. 

Prospathopoulos et al. (2011) ran different cases based on different experiments, and the results 

for 𝑐𝜀4 varied from 3 or 4 for the first experiment, to as high as twenty for the second experiment. 

This indicates that the presented model of El Kasmi and Masson (2008) is not robust and needs 

some further development.  
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3.2.4 𝒌 − 𝝎  Model   

Saffman (1970) formulated the 𝑘 −  𝜔 model after which Spalding (1972), Wilcox (1988) and 

others further improved the 𝑘 −  𝜔 model. The term 𝜔 (specific dissipation rate or turbulent 

frequency) is defined as the ratio of 𝜀 to 𝑘, therefore, 𝜔 is the rate of dissipation per unit turbulence 

kinetic energy. The formulation of the transport equation for 𝜔 has changed as the model evolved. 

The following formulation is based on Wilcox (1988). 

The eddy viscosity is given by 

𝜇𝑡 =
𝜌𝑘

ω
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.21) 

The transport equation for the turbulent kinetic energy is 

𝜌
𝜕

𝜕𝑡
(𝑘) + 𝜌𝑈𝑗

𝜕

𝜕𝑥𝑖

(𝑘) =
𝜕

𝜕𝑥𝑗

[(𝜇 + 𝜎∗𝜇𝑡)
𝜕𝑘

𝜕𝑥𝑗

] +  𝜏𝑖𝑗

𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽∗𝜌𝑘𝜔 . . . . . . . . . . . . . . . . . . . . . . . (3.22) 

Specific dissipation rate  

𝜌
𝜕𝜔 

𝜕𝑡
+ 𝜌𝑈𝑗

𝜕𝜔 

𝜕𝑥𝑗
=  

𝜕

𝜕𝑥𝑗
[(µ +  𝜎µ𝑡)

𝜕𝜔 

𝜕𝑥𝑗
] +  𝛼

𝜔

𝑘
𝜏𝑖𝑗

𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽𝜌𝜔2. . . . . . . . . . . . . . . . . . . . . . . . . . . (3.23) 

where 𝜎∗ and 𝜎 are coefficients that damp the turbulent viscosity, 𝜏𝑖𝑗 is the favre-averaged specific 

Reynolds-stress tensor, and 𝛽∗ and 𝛽 are closure coefficients.  

Both the 𝑘 − 𝜀 and 𝑘 −  𝜔 models are eddy viscosity models and use a similar constitutive relation 

(gradient diffusion) to calculate the eddy viscosity which is based on a single turbulence length 

scale. The 𝑘 equation is exactly the same for both models. It contains diffusion, production and 

dissipation terms on the RHS. The terms in the 𝜀 and 𝜔 equations are also the same, however, 

since ω = 𝜀 𝑘⁄  , each term has an extra 𝑘 in its denominator in the 𝜔 equation.  

The 𝑘 −  𝜔 model performs significantly better under an adverse pressure gradient condition than 

the 𝑘 − 𝜀 model and shows potential for predicting transition. It also allows a more accurate near 

wall treatment. The 𝑘 −  𝜔 model does not employ damping functions and has straightforward 

boundary condition. 
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3.2.5 𝒌 −  𝝎 SST and Cao et al. (2018) Observations  

The 𝑘 −  𝜔 shear stress transport (SST) turbulence model, is a popular and reliable two-equation 

eddy-viscosity turbulence model. The model incorporates the 𝑘 −  𝜔 and 𝑘 − 𝜀 turbulence 

models, with the 𝑘 −  𝜔 being used in the inner region near the wall and the 𝑘 − 𝜀 being used in 

the free shear flow region. Menter (1994) developed the SST two-equation turbulence model to 

address the 𝑘 −  𝜔 freestream sensitivity and improve the performance in adverse pressure 

gradients. The SST model is based on both physical experiments and simulations. The two 

calculated variables are generally interpreted as follows: k is the turbulence kinetic energy and 𝜔 

is the rate of dissipation of eddies.  

The SST model is based on the standard 𝑘 –  𝜔 model, where the k-equation is the same, but the 𝜔 

equation and the eddy viscosity model are modified as follows to account for the transport of the 

principal turbulent shear stress  

𝜕(𝜌𝜔)

𝜕𝑡
+

𝜕(𝜌𝑢𝑗𝜔)

𝜕𝑥𝑗
=

 𝛾

𝜐𝑡
𝑃 − 𝛽𝜌𝜔2 +

𝜕

𝜕𝑥𝑗

[(µ + 𝜎µ𝑇)
𝜕𝜔

𝜕𝑥𝑗

] + 2(1 − 𝐹1)
𝜌𝜎2

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
 . . … (3.24) 

𝜐𝑡 =
𝑎1𝑘

𝑚𝑎𝑥 (𝑎1𝜔, Ω𝐹)
  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.25) 

where  𝛾 is a tuning constant, and 𝐹1 and 𝐹 are blending functions.  

Comparing equation (3.23) with equation (3.24), it can be seen that the main difference is the 

presence of the last term in the new equation. Combining the strengths of the 𝑘 − 𝜀 and 𝑘 –  𝜔  

models, the SST model gives accurate prediction of the onset and amount of flow separation under 

adverse pressure gradients. It is also capable of simulating boundary layers with reasonable 

accuracy. 

Cao et al. (2018) suggested a modification for the 𝑘 –  𝜔 SST model. The re-formulation contained 

two parts, a change in the model constants and a new source term to maintain turbulence level. 

The first part is based on Prospathopoulos et al. (2011) where all the constants remain the same as 

Menter (1994) prescribed them except for the following 

β = 0.033, β∗ = 0.025 and γ = 0.37 for the inner region 

The second part is based on the free decay of the turbulence intensity. As pointed out by Cao et al. 

(2018), in the free-stream flow, the mean velocity gradient is zero so that the turbulence quantities 

https://en.wikipedia.org/wiki/Dissipation
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decay. Therefore, the production terms and the diffusion terms can be neglected. To maintain the 

turbulence quantities defined at the inlet without unphysical decay, the new model has source terms 

added to the 𝑘 and 𝜔 equations   

𝜌
𝜕

𝜕𝑡
(𝑘) + 𝜌𝑈𝑗

𝜕

𝜕𝑥𝑖

(𝑘)

=
𝜕

𝜕𝑥𝑗

[(𝜇 + 𝜎∗𝜇𝑡)
𝜕𝑘

𝜕𝑥𝑗

] + 𝜏𝑖𝑗

𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝛽∗𝜌𝑘𝜔 + 𝛽∗𝜌𝑘𝑎𝑚𝑏𝜔𝑎𝑚𝑏 . . . . . . . . . . . . (3.26) 

𝜕(𝜌𝜔)

𝜕𝑡
+

𝜕(𝜌𝑢𝑗𝜔)

𝜕𝑥𝑗

=
 𝛾

𝜐𝑡
𝑃 +

𝜕

𝜕𝑥𝑗

[(µ + 𝜎µ𝑇)
𝜕𝜔

𝜕𝑥𝑗

] + 2(1 − 𝐹1)
𝜌𝜎2

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
 − 𝛽𝜌𝜔2

+ 𝛽𝜌𝜔𝑎𝑚𝑏
2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.27)  

The subscript “amb” refers to ambient. 

The destruction terms can be cancelled if the inflow values of 𝑘 and 𝜔 are set equal to the ambient 

values, which means in the free-stream flow case, turbulence quantities will remain unchanged 

throughout the computational domain. This modification was inspired by the experimental and 

numerical work of Spalart and Rumsey (2007). Table 3.1 summarizes the different turbulence 

closure models used. 

Table 3.1: Summary of turbulence closure models  

Turbulence Model Author(s) Comments 

Standard 𝒌 − 𝜺 model Launder and Spalding (1974) Eddy viscosity model 

𝒌 − 𝜺 RNG Yakhot and Smith (1992) Modified 𝜀 equation in 

attempt to account for the 

different scales of motion 

through changes to the 

production term 

𝒌 − 𝜺 model with extra source 

term for the dissipation 

transport equations 

El Kasmi and Masson (2008) El Kasmi and Masson 

(2008) claimed the 

existence of a region of 

non-equilibrium 

turbulence close to the 

turbine. So the added 
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source term was applied 

only in the proximity of 

the disc 

 

𝒌 − 𝝎 model Wilcox (1993) Superior performance for 

complex boundary layer 

flows  

SST  𝒌 − 𝝎 model Menter (1994) Best prediction of flow 

separation. Suitable for 

adverse pressure gradient 

applications 

SST  𝒌 − 𝝎 model with extra 

source terms for the 

turbulence kinetic energy and 

dissipation transport 

equations 

Cao et al. (2018) Cao et al. (2018) 

suggested that the free 

decay of turbulence 

intensity cannot be 

avoided with the current 

set of RANS equations. 

So, additional source 

terms are needed 

 

3.3 Model Description  

The simulations in this chapter investigate the ability of the proposed AD/RANS model to predict 

the velocity and turbulence quantities in the wake. The simulations are based on three experimental 

studies. The first experiment is a Nibe 630-kW wind turbine with a 40-m diameter located at a 45 

m hub height (Taylor et al., 1985). The second experiment is a Danwin 180-kW wind turbine with 

a 23 m diameter located at a 31 m hub height (Magnusson and Smedman, 1999). The third 

experiment is a Sexbierum 310-kW wind turbine with a 30 m diameter located at 35 m hub height 

(Cleijne, 1993). For the Nibe experiment, the velocity deficit and turbulence intensity within the 

wake under a variety of operating conditions up to 7.5 rotor diameters downstream of the turbine, 

the spectral characteristics of the turbulence in the wake, the power losses experienced by the rotor 

when operating in the wake, and the dynamic loads imposed on a rotor when operating in the wake, 

were collected. The rates of fatigue damage and external stresses caused by running a turbine in 

the wake zone were also investigated. For the Danwin experiment, the velocity deficit and 

turbulence intensity were measured in the wake, as well as the thrust coefficient for different inflow 
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conditions. Finally, horizontal and vertical profiles of the 𝑈, 𝑉, and 𝑊 components of the velocity 

in the wake, turbulence intensities in three directions and turbulent kinetic energy in the wake, and 

shear stresses 〈𝑢′𝑣′〉, 〈𝑢′𝑤′〉, and 〈𝑣′𝑤′〉 in the wake were all included in the Sexbierum experiment 

analysis. The data contained in this research were chosen for their relevance to the present study 

as well as their availability in the literature. Table 3.2 summarizes the location and type of terrain 

for each experiment. The Nibe experiment studies an inland area with a flat terrain, the Danwind 

experiments studies a coastal area with a rougher terrain, and the Sexbierum experiment studies 

an inland area that is rather close to the shore, with a flat homogeneous terrain.   

Table 3.2: Summary of experiments 

Experiment Location Terrain Method 

Nibe (Taylor et al., 1985) Northern 

Denmark 

Level terrain Field Study 

Danwin (Magnusson and 

Smedman, 1999) 

Gotland Island 

in Sweden 

Flat coastal 

strip with some 

grazed grass 

and low herbs 

Field Study 

Sexbierum (Cleijne, 1993) Northern part of 

the Netherlands 

Flat 

homogeneous 

terrain, 4 km 

from the 

seashore 

Field Study 

 

These three experiments are chosen to study the effect of different terrain on the velocity deficit 

in the wake of a wind turbine. In a CFD study, the terrain is set by surface roughness value. In this 

study, the first case discussed is the wake of single and tandem turbines under constant inlet 

boundary conditions. The second case is the neutral ABL inlet condition of Panofsky and Dutton 

(1984) for the velocity, turbulence kinetic energy and dissipation. 

The turbulent viscosity is given by  

𝑣𝑡(𝑧) = 𝐾𝑢∗𝑧. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.28) 
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where 𝑧 is the vertical height above the ground, 𝐾 is the von Karman constant, and 𝑢∗ is the friction 

velocity. The friction velocity is given by  

𝑢∗ = √
𝜏0

𝜌
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.29) 

where 𝜏0 is the surface shear stress. A logarithmic velocity profile is adopted as follows  

𝑢0(𝑧) =
𝑢∗

𝐾
ln (

𝑧

𝑧0
) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.30) 

where 𝑧0 is the roughness length of the terrain.   

Assuming equilibrium between production and dissipation, and a constant stress layer the 

equations for the dissipation and turbulence kinetic energy become  

𝜀0(𝑧) =
𝑢∗3

𝐾𝑧
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.31) 

𝑘0(𝑧) = √
𝑣𝑡0𝜀0

𝐶𝜇
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.32) 

where 𝐶𝜇 is a constant.  

The geometry and the domain of the experiment were created in ANSYS SpaceClaim according 

to the specifications of El Kasmi and Masson (2008) for the Nibe experiment, Magnusson and 

Smedman (1999) for the Danwin experiment, and Cleijne (1993) for the Sexbierum experiment. 

The 3D domain (Figure 3.1) is cylindrical: the turbine is located 5D from the inlet, the outlet is 

located 20D from the turbine, and the outer edge of the domain is located 5D from the center of 

the turbine. The outer domain is far enough from the main flow, so that the effects of the walls 

velocity gradient can be neglected, also the simulations are trying to mimic a wind tunnel in 

external flow analysis. So the assumption of a slip wall (zero shear stress) is an acceptable one.  

Meshing was performed with ANSYS Meshing using a structured hexahedral mesh. Cell sizes 

were set to 1 m on the surface of the disc. The grid was implemented on the disc with a maximum 

growth rate of 1.05. The mesh size for all 3D experiments was approximately 600,000 elements. 

A grid independence study was performed using the axial induction factor, which is a measure of 
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the velocity at the rotor. Grid elements were reduced by half their original size until a change of 

less than 1% was obtained in the axial induction factor. An example of the mesh and a grid 

independence study can be found in Appendix A.   

The actuator disc was implemented as a 2D interface in the domain, using the source term approach 

discussed earlier. The turbulence quantities and inlet velocity were calculated using the ABL 

equations of Panofsky and Dutton (1984) evaluated at the hub height of the turbine. An ABL 

simulation was performed in this research; the result shows similar velocity value on the perimeter 

of the rotor. So the assumption of a constant velocity inlet and turbulence kinetic energy based on 

Panofsky and Dutton (1988) ABL equations is valid.  

All steady state CFD models were run in ANSYS FLUENT V20.0. The inlet is set to uniform 

velocity inlet, the outlet is an outflow (Patankar, 1980), and the walls are zero shear walls. Figure 

3.1 gives a sketch of the computational domain, where the single and tandem turbines are studied 

within a similar domain.  

 

Figure 3.1: A sketch of the computational domain 
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Figure 3.2. Velocity vectors and streamlines for flow over the actuator disc; a: velocity vectors 

on the cross-section of the domain; b: velocity streamlines on the cross-section of the domain; c: 

a: velocity vector on the lateral cross-section of the domain   

The velocity vectors for the flow over an actuator disc are shown in Figure 3.2. The streamwise 

velocity vectors decrease on the inner area of the disc, and increase near the disc perimeter. The 

accelerated flow reflects the portion of the flow that has been deflected by the actuator disc. A 

source term is used to approximate a porous disc.  

3.4 Results  

The results of the simulations show good agreement between all the turbulence closure models for 

the velocity prediction. However, the prediction for turbulence quantities vary. The major 

enhancement in turbulence quantities is mainly associated with the model described by Cao et al. 

(2018). All models provided a fairly good agreement for the far wake velocity predictions, but, the 

turbulence intensity results from Cao et al. (2018) agrees better with the experimental results than 

the rest of the models. 

a b 

c 
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This section will first introduce the wake similarity analysis, then the results for the standalone 

wind turbine, then two turbines in tandem, and finally the results under a neutral ABL conditions.  

3.4.1 Wake Similarity  

The velocity profile for a free shear layer can be expressed in a self-similar form. For an 

axisymmetric wake (Pope, 2000), as is the case of the constant inlet AD/RANS model, two 

parameters used to study the self-similarity are the maximum velocity deficit (𝛥𝑉𝑚𝑎𝑥) and the half-

width (𝑟1/2).  The half-width is, by definition, the distance from the wake centerline to the location 

where the velocity deficit has increased to one-half that at the centerline. For a self-similar wake 

the spread rate is constant with downstream distance: 

𝑆 =
𝑉𝑜

𝛥𝑉𝑚𝑎𝑥

𝑑𝑟1
2⁄

𝑑𝑥
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.33) 

Previous analysis (Pope, 2000) shows the relation 𝛥𝑈𝑚𝑎𝑥  ~ 𝑥−2
3⁄  and 𝑟1/2 ~ 𝑥  1 3⁄ . The wakes 

generated from different blunt bodies exhibit different spread rates. The spread rates for a flat plate, 

circular cylinder and airfoil are 0.073, 0.083 and 0.103, respectively (Pope, 2000).  Figure 3.3 

shows the velocity deficit at different downstream locations. Figure 3.4 shows the spatial 

development of the half-width which approaches the asymptotic dependence on 𝑥  1 3⁄  . For 𝑥 𝐷⁄ >

10, the corresponding relations are  

𝛥𝑉𝑚𝑎𝑥

𝑉𝑜
= 0.542(

𝑥

𝐷
)− 0.364. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.34) 

𝑟1/2

𝑅
= 0.685(

𝑥

𝐷
) 0.193 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.35) 

The average spread rate for the far wake region is approximately 0.065, which is lower than the 

values for other blunt bodies.  
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Figure 3.3. Velocity deficit of self-similar wake profiles  

 

Figure 3.4. Half-width of self-similar wake profiles  
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Figure 3.5 shows the turbulence kinetic energy profile at the centerline of the rotor for different 

locations in the wake. For the far wake region, the rate of recovery of turbulence kinetic energy 

is observed to be  

𝑘 = 1.388(
𝑥

𝐷
)−0.143. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3.36) 

 

Figure 3.5. Turbulence kinetic energy of self-similar wake profiles  

Based on these figures, a self-similar wake is achieved at around 10D downstream, and the best fit 

curves are those of the self-similar region.  

3.4.2 Uniform Inlet Flow 

3.4.2.1 Standalone Wind Turbine 

Figures 3.6, 3.7 and 3.8 show the velocity profile in the wake of the Nibe wind turbine, for different 

inlet conditions. The agreement appears to happen at the beginning of the far wake region. The 

definition of the far wake region is ambiguous. However, in most cases, the far wake will start 

around 5D downstream (Sanderse, 2009). The reason behind the disagreement in the near wake 

region is the effect of the blade geometry. This problem in the near wake was stipulated and 

accepted based on the reasoning of rotor geometry effect (Van Kuik et al., 2008). For velocity 
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were represented by a single curve to avoid confusion. The significance of using different 

turbulence closure models will appear in the turbulence intensity results.  

Turbulence intensity is shown in figures 3.9 and 3.10 for the centerline decay and a half rotor 

decay at 2.5D respectively. The figures show that the turbulence closure model used (Cao et al., 

2018) shows a better agreement than El Kasmi and Masson (2008), however the general profile of 

the graphs show that the El Kasmi and Masson (2008) method is able to approximately capture the 

peak in TI. So, the El Kasmi and Masson method could be useful, but the used parameters need to 

be adjusted.  

 

Figure 3.6. Nibe experiment: Wake velocity profile for 𝑉𝑜 = 11.52 m
s⁄ , 𝐶𝑇 = 0.67 and 𝑇𝐼 =

10.5% at: (𝑎): 𝑥 𝐷⁄ = 2.5, (b): 𝑥 𝐷⁄ = 6, (c): 𝑥 𝐷⁄ = 7.5. 
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Figure 3.7. Nibe experiment: Wake velocity profile for 𝑉𝑜 = 9.56 m
s⁄ , 𝐶𝑇 = 0.77 and 𝑇𝐼 =

11% at: (a): 𝑥 𝐷⁄ = 2.5, (b): 𝑥 𝐷⁄ = 6, (c): 𝑥 𝐷⁄ = 7.5 

 

Figure 3.8. Nibe experiment: Wake velocity profile for 𝑉𝑜 = 8.5 m
s⁄ , 𝐶𝑇 = 0.82 and 𝑇𝐼 = 11% 

at: (a): 𝑥 𝐷⁄ = 2.5, (b): 𝑥 𝐷⁄ = 6, (c): 𝑥 𝐷⁄ = 7.5 
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Figure 3.6 shows that the resistance coefficient (Taylor, 1943), explained in the previous chapter, 

indeed overestimates the velocity deficit in the wake. The resistance coefficient was introduced by 

Taylor (1943) for the experimental actuator disc model, however numerically as shown in figure 

3.6, it gives erroneous results. However, the resistance coefficient in fact underestimates the 

maximum velocity deficit in the wake, but it captures the spread rate more accurately. 

Figure 3.7 shows that the maximum velocity deficit is underestimated at 7.5D, while the results 

are better for 6D. However the spread rate at 7.5D agrees better with experimental data than that 

at 6D. Again after 2.5D the velocity deficit is far from the experimental data. For figure 3.8, a 

similar result as figure 3.7 is achieved.  

Figure 3.6, 3.7 and 3.8 shows that for different thrust coefficient and inlet conditions, similar 

results are obtained for different downstream locations.   

Figure 3.9 shows the turbulence intensity at the centerline of the domain downstream of the 

turbine. All turbulence closure models show good agreement with the experimental data, except 

for the El Kasmi and Masson (2008) model. The idea of adding an extra source term to the 

dissipation rate equation to transfer energy from large scales to small scales was not thoroughly 

justified. The inaccurate results shown in their paper based on the 𝑘 − 𝜀 model, may have arisen 

from the abrupt change of constants, following Crespo et al. (1985) analysis.  

Figure 3.10 shows the turbulence intensity profile for one half of the rotor at 2.5D from the rotor. 

A better agreement is seen for the Cao et al. (2018) model than El Kasmi and Masson (2008). The 

peak turbulence intensity at 0.4D from the center of the rotor is underpredicted by the AD/RANS 

model. This relates to the nature of the model used. The constant value of the source term over the 

whole disc resulted in a uniform value of the TI for most of the wake. Figure 3.10 is the results of 

TI in the near wake region, so the turbulence quantities from the modeled experiment were 

expected to vary from the actual experiment.  
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Figure 3.9. Nibe experiment: Decay of wake axial turbulence intensity decay for 𝑉𝑜 =

8.5 m
s⁄ , 𝐶𝑇 = 0.82  and 𝑇𝐼 = 11% 

 

Figure 3.10. Nibe experiment: Wake distribution of turbulence intensity at 𝑥 = 2.5𝐷 for 𝑉𝑜 =

8.5 m
s⁄ , 𝐶𝑇 = 0.82  and 𝑇𝐼 = 11% 
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Figure 3.11. Danwin experiment: Wake velocity profile for several downstream locations 

for 𝑉𝑜 = 8 m
s⁄ , 𝐶𝑇 = 0.82 and 𝑇𝐼 = 7% at: (a): 𝑥 𝐷⁄ = 1, (b): 𝑥 𝐷⁄ = 4.15, (c): 𝑥 𝐷⁄ = 9.4 

The Danwind and Sexbierum experiments have a larger experimental data set than the Nibe 

experiments. Figure 3.11 shows a promising result in predicting the velocity deficit in the far wake 

region. At 9.4D downstream of the rotor, the result of the simulation match the experimental data 

more closely than for the Nibe experiment. At 1D, which is close to the rotor, the results do not 

agree with the experimental data. Figure 3.12 shows that the spread was not captured exactly in 

the wake.  
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Figure 3.12. Sexbierum experiment: Wake velocity profile for 𝑉𝑜 = 8.5 m
s⁄ , 𝐶𝑇 = 0.75 and 

𝐼𝑇 = 10% at: (a): 𝑥 𝐷⁄ = 2.5, (b): 𝑥 𝐷⁄ = 5.5, (c): 𝑥 𝐷⁄ = 8 

To further assess the capabilities of the AD/RANS model to determine the turbulence quantities 

in the wind turbine wake, the Sexbierum experiment (Cleijne, 1993) was modelled under different 

flow conditions with different turbulence models. Figures 3.13, 3.14 and 3.15 show the results. 

The different turbulence models varied in agreement with the experimental data. The 𝑘 − 𝜀 and 

𝑘 − 𝜀 RNG models, were the least accurate, and they behaved similarly as expected. Next was the 

𝑘 −  𝜔 and then the 𝑘 −  𝜔 SST models. Here, the issue of free turbulence decay is clearly shown 

as described by Cao et al. (2018). The source terms by Cao et al. (2018), gave more accurate results 

than the standard turbulence closure models. Also, as stated before, the turbulence quantities agree 

better with the experimental data in the far wake. Figure 3.13, which is closer to the rotor, shows 

a mismatch between the experimental data and the simulations. However, as the distance 

downstream of the rotor increases, the turbulence quantities begin to approach the experimental 

data as shown in figures 3.14 and 3.15. In all three figures, the turbulence closure model suggested 

by Cao et. al. (2018), proves to be the most accurate. This identifies that the free turbulence decay, 

that is an artefact of this kind of simulations, is affecting the accuracy of the turbulence modelling. 

However, all three figures show that the 𝑘 − 𝜀 and 𝑘 − 𝜔 models could capture the peak of 
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turbulence intensity on either sides of the rotor, better than Cao et al. (2018). Figures, 3.14 and 

3.15 shows non symmetry in the experimental data, which is not captured by the AD/RANS model.  

Figure 3.16, shows a contour of the turbulence kinetic energy free decay in the domain; the location 

of the rotor is specified but it is not present in this simulation. The issue identified by Cao et al. 

(2018) is clearly shown, i.e. the inlet value which is defined according to the values at the rotor, is 

decaying. In the actual scenario, the rotor will have a similar turbulence quantities as the inflow, 

which makes the free turbulence decay affect the accuracy of the simulations results, in consistence 

with Cao et al. (2018) suggestions.  

 

Figure 3.13. Sexbierum experiment: Wake turbulence intensity at 𝑥 = 2.5𝐷 for 𝑉𝑜 = 8.5 m
s⁄ , 

𝐶𝑇 = 0.75 and 𝑇𝐼 = 10% 
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Figure 3.14. Sexbierum experiment: Wake turbulence intensity at 𝑥 = 5.5𝐷 for 𝑉𝑜 = 8.5 m
s⁄ , 

𝐶𝑇 = 0.75 and 𝑇𝐼 = 10% 

  

Figure 3.15. Sexbierum experiment: Wake turbulence intensity at 𝑥 = 8𝐷 for 𝑉𝑜 = 8.5 m
s⁄ , 

𝐶𝑇 = 0.75 and 𝑇𝐼 = 10% 
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Figure 3.16. Contour of the decay of turbulence kinetic energy 

The results above show that the AD/RANS model can predict the velocity deficit in the wake with 

good accuracy. Turbulence intensity on the other hand is not as accurate as the velocity deficit.  

3.4.2.2 Two Wind Turbines in Tandem 

To test the effect of spacing between two turbines in tandem, two in-line Nibe turbines were 

studied for a 7D spacing. Next, two Sexbeirum wind turbines were studied for several spacing 

distances. 

Figure 3.17 is a sketch of the Sexbeirum experiment, where 𝑠 is the distance between the two 

rotors. Three different locations in the wake of the second turbine were considered.   

 

Figure 3.17. Sketch of the two turbines in tandem and the wake measurement locations 

Rotor Location 

s 
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Figure 3.18. Nibe experiment for two turbines in tandem: Wake profile of velocity for 𝑉𝑜 =

8.5 m
s⁄ , 𝐶𝑇 = 0.82 and 𝑇𝐼 = 11% at: 𝑥 𝐷⁄ = 6, 𝑥 𝐷⁄ = 7.5 

Figure 3.18 show the velocity profile at two different locations downstream of the second wind 

turbine located 7D from the first wind turbine. The two locations downstream were chosen to show 

the results in the beginning of the self-similar region. The prediction for the stand-alone turbine is 

also included. The results show that the velocity deficit is greater for the second turbine than the 

first turbine. Figure 3.18 also shows a higher spread rate for the second wind turbine. This implies 

that for a stand-alone wind turbine the recovery of momentum is faster than for the second turbine.  

Figure 3.19 shows a contour plot of the velocity magnitude. The velocity is lower in the wake of 

the second turbine than the first turbine. Hence, placing the second turbine in the wake of the first 

turbine leads to a decreased power output. Note that the accelerated flow decreased earlier as 

shown by the red contours outside the wake region of the rotors. Figure 3.19 also indicates that as 

the distance between the turbines increase, the velocity deficit in the second turbine decreases. 

This is evident in the decreased intensity of the dark blue region behind the second turbine as the 

separation distance increases.  
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Figure 3.19. Sexbierum experiment for two turbines in tandem: Velocity contour for three 

different spacing 𝑠: (a): 𝑠 𝐷⁄ = 5.5, (b): 𝑠 𝐷⁄ = 8, (c): 𝑠 𝐷⁄ = 15 

Figure 3.20 shows the velocity deficit measurements 8D downstream of the second wind turbine 

for three different distances (𝑠) between the first and the second wind turbine for the Sexbierum 

(a) 

(c) 

(b) 
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experiment. The wake profile 8D downstream of single turbine is included for comparison. When 

the separation distance between the two wind turbines is 5.5D, the velocity deficit is maximum of 

the three spacing distances considered. The Sexberium study shows that placing a wind turbine in 

the wake of another turbine will increase the velocity deficit, with only a 5.5% enhancement when 

the separation distance is increased from 5.5D to 15D. While the difference in velocity is minor, 

it is worth noting that a wind turbine's power output is a function of velocity to the third power. 

Meyers & Meneveau (2011) have shown that wind turbines should at least be 15D apart for them 

to operate efficiently, different to the 7D that was believed before (Meyers & Meneveau, 2011). 

 

Figure 3.20. Sexbierum experiment for two turbines in tandem: Wake velocity profile for 𝑉𝑜 =

8.5 m
s⁄ , 𝐶𝑇 = 0.75 and 𝑇𝐼 = 10% at 𝑥 𝐷⁄ = 8 for three different turbine spacings s: 

𝑠 𝐷 = 5.5, 8 and 15⁄  

Figure 3.21 shows contours of turbulence kinetic energy of two turbines in tandem for three 

different separation distances. This figure shows a distinct characteristic of the AD model. The 
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rotor edge effects on turbulence kinetic energy are captured, however, the variation over the extent 

of the AD is minimal.  

As the separation distance increases, the turbulence kinetic energy created by the second turbine 

decreases. Note the change in the maximum value of the turbulence kinetic energy in the three 

plots shown in figure 3.21.  

 

 

(a) 

(b) 
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Figure 3.21. Sexbierum experiment for two turbines in tandem: contours of turbulence kinetic 

energy for spacings s: (a): 𝑠 𝐷⁄ = 5.5, (b): 𝑠 𝐷⁄ = 8, (c): 𝑠 𝐷⁄ = 15 

The turbulence kinetic energy at the rotor edge is further shown in figure 3.22 for the three different 

separation distances at a section 8D downstream of the second rotor. The maximum turbulence 

kinetic energy is shown to decrease approximately 8% as the separation distance increases from 

5.5D to 15D. The profile as shown is dominated by the edge effects. This is also clearly reflected 

in figure 3.21. The decrease in turbulence kinetic energy with the increase in separation distance 

explains the importance of wind turbine separation distance on the life time of the turbines. The 

most common reason for early decommissioning of wind turbines is the fatigue arising from the 

poor placement of wind turbines in a wind farm. Most modern wind turbines are designed for 25 

years of useful life, however some of them are often decommissioned as early as 7 years. This is 

mainly tied to the uneven cyclic loads arising from the turbulence field. Note that figure 3.22 shows 

the turbulence kinetic energy which is not to be confused with prior figures showing turbulence 

intensity.  

(c) 
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Figure 3.22. Sexbierum experiment for two turbines in tandem: Wake profile of turbulence 

kinetic energy for 𝑉𝑜 = 8.5 m
s⁄ , 𝐶𝑇 = 0.75 and 𝑇𝐼 = 10% at 𝑥 𝐷⁄ = 8 for spacings of  

𝑠 𝐷 = 5.5, 8 and 15⁄  
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Figure 3.23. Sexbierum experiment for two turbines in tandem: Pressure contours for spacings s: 

(a): 𝑠 𝐷⁄ = 5.5, (b): 𝑠 𝐷⁄ = 8, (c): 𝑠 𝐷⁄ = 15 

Figure 3.23 shows the pressure contours of two turbines in tandem for three different separation 

distances. Pressure differences at the disc are the direct result of the AD model. The source term 

added is perceived as a pressure difference. Matching this pressure difference to the experimental 

data is crucial for accurate results. As seen in the figure, the pressure difference in the second 

turbine is always lower than that of the first turbine. This is due to the decrease in velocity in the 

wake which is directly related to the pressure value. As the spacing increases between the turbines, 

the velocity at the second turbine begins to recover, and the pressure values become closer to those 

of the first turbine.  

 

(b) 

(c) 
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3.4.3 Atmospheric Boundary Layer  

The Sexbierum experiment was used to study the flow in a neutral atmospheric boundary layer. 

The formulation used for modelling the ABL followed the Panofsky and Dutton (1984) 

formulation. The domain was 3D, where the inlet implements user defined functions for the 

velocity, turbulence kinetic energy and dissipation, the outlet is an outflow, the top is a slip wall, 

and the bottom is a non-slip wall, and the side walls are zero shear stress walls. For this simulation, 

a standard 𝑘 − 𝜀 model was used with a standard wall function. To maintain a horizontally 

homogeneous flow, the roughness length was used to apply its equivalent sand grain roughness. 

Figure 3.24 shows a sketch of the domain.  

Figure 3.25 shows the velocity values at three different locations downstream of the rotor 

compared to a profile taken 2D upstream of the rotor. There is a velocity deficit at all three 

locations, which is asymmetrical between the top and bottom sides of the rotor, this is due to the 

effect of surface roughness. For a rough surface, the blades above the hub experiences higher 

velocity than blades below the hub (Kabir & Ng, 2019).  The top region appears to have regained 

more velocity than the lower half due to increased turbulence mixing with the undisturbed wind 

stream above the rotor, as demonstrated by the higher turbulence kinetic energy values in figure 

3.26. Near the ground, the velocity for all three distances is greater than the upstream profile due 

to the accelerated flow around the AD.  

As expected, the velocity deficit after 2.5D of the rotor is the highest, however from previous 

results, the ADM is proven to have inaccurate results for the near wake region. The curve labelled 

ABL is the velocity without the rotor. Figure 3.25 shows that after 8D, the flow has regained up to 

78% of the undistributed wind speed.  
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Figure 3.24. 3D view of the domains set up for ABL analysis  

 

Figure 3.25. Sexbierum experiment: velocity profiles at three different locations downstream of 

the turbine comparted to a neutral ABL profile  
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Figure 3.26. Sexbierum experiment: Turbulence kinetic energy profiles at three different 

locations downstream of the turbine comparted to a neutral ABL profile 

Figure 3.26 shows the turbulence kinetic energy profiles for three wake different locations 

downstream of the rotor compared to a profile 2D upstream of the rotor. The elevated level of 

turbulence kinetic energy in the top half of the rotor is the most notable aspect of this figure. This 

is due to the turbulent mixing of the undisturbed flow above the wake zone with the wake region. 

The turbulence above represents a zone of large eddies, which mixes with the low momentum 

wake flow, boosting wake momentum and power production in any turbines located downstream. 

This is consistent with the findings of Wu et al. (2018), who found that increasing turbulence in 

the inflow stream increases power production and improves momentum regeneration for a specific 

wind farm. These results can also be related to the results of Breton et al. (2017). In their paper, 

the turbulence level was higher on the upper portion of the rotor under neutral ABL conditions. 

Although more turbulence may improve power output, it also raises the fatigue strains on the 

rotors. 
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Figure 3.27. Sexbierum experiment: Reynolds stresses at three different locations downstream of 

the turbine comparted to a neutral ABL profile 

Figure 3.27 shows the Reynolds shear stress – < 𝑢𝑤 >. The general trend of the graph agrees with 

the experimental data found in the literature (Hu et al., 2016). Figure 3.27 shows a strong negative 

shear on the lower side of the rotor, as well as a moderate shear on the upper half, near the rotor 

blades. The highest values appear to be on either end of the rotor, because of the relative velocity 

between the edge and the air, resulting in a strong shear. As the distance downstream increase, the 

relative velocity decreases, as well as the shear stress. Figure 3.27 shows a stronger shear stress on 

the lower portion of the rotor than the upper portion for the near wake region.   

The ABL simulation introduces the effects of surface roughness and terrain on the analysis of the 

wind turbines wake, which is directly related to the turbulence level. The constant inlet analysis is 

valuable when comparing CFD results with wind tunnel data, however when modelling a real wind 

farm, a full ABL study with different stability functions should be implemented.  
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Chapter 4. Conclusion 

Renewable energy generation is becoming increasingly important in meeting current and future 

energy demands as worries about resource availability, energy prices, environmental implications, 

and global population growth grow. Wind energy is believed to be one of the most cost-effective 

sources of renewable energy. Rotor diameters rise as wind turbines reach higher in the atmosphere, 

and wind farms extend above 20 kilometers in length. Advanced computational modelling is 

becoming increasingly important in analyzing the performance of a wind farm.  

4.1 Summary  

Wind turbine aerodynamic study has its origins in helicopter and propeller aerodynamics, and has 

progressed empirically until recently, when it was essentially passed off to advanced CFD analysis. 

Many studies over the last decade have laid the groundwork for understanding single turbine and 

total wind farm aerodynamics. From RANS to LES and modelling actuator discs to fully resolved 

rotating turbine blades, a variety of CFD approaches have been used. 

The present study investigated the AD/RANS model to gain an understanding of the wake 

characteristics of a wind turbine. This thesis work proposed that the wake structure and interaction 

can be captured to a certain level using a simple computational model to save computational time 

and effort. At first, a parametric study was performed on three different standalone wind turbines 

under different inflow conditions with different turbulence closure models. It was found that the 

turbulence closure model has a noticeable effect on the results of the turbulence quantities, and the 

model by Cao et al. (2018) proved to give the best results.   

Then two turbines were chosen to compare their interaction in terms of the wake effect on the 

turbine located downstream. For this analysis, the model proposed by Cao. et al. (2018) was used. 

The results show that as the distance between the turbines increases, the wake deficit will decrease, 

which translates to better performance of the subsequent turbines downstream. 
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Finally, an ABL analysis was performed using the Panofsky and Dutton (1982) neutral 

atmospheric boundary layer profile for the inlet conditions. 

4.2 Key Results  

The key results for the AD/RANS model are as follows: 

1. When representing a wind turbine rotor using an actuator disc, defining the disc as an 

interface in the domain, rather than a 3D disc, will remove the uncertainty related to the 

disc thickness. 

2. The coefficient proposed by Taylor (1963) proves to be significant for experimental 

analysis of the actuator disc model, however, for numerical analysis, the global thrust 

coefficient should be used.  

3. The similarity analysis of the wake shows a spread rate of 0.065 and a centerline decay rate 

of  0.542(
𝑥

𝐷
)− 0.364, with a self-similar region beginning around 10D downstream of the 

rotor.  

4. The AD/RANS model was shown to not well predict the wake characteristic of a wind 

turbine, where the spread and decay did not match the experimental data   

5. The AD/RANS model will often under predict the turbulence intensity in the wake  

6. The AD/RANS model is able to predict the edge effects to some level, however it fails to 

represent the hub effects on turbulence  

7. The ABL study suggests that momentum is gained from above in the wake. 

8. The present ABL simulation failed to bring strong turbulent diffusion from above. The 

AD/RANS model needs to be tested in more realistic atmospheric boundary layers.  

9. Increasing the spacing between wind turbines up to 15D will only decrease the velocity 

deficit by 5%.  

4.3 Suggestions for Future Work  

This research is one approach to a long-standing challenge of understanding wind turbine wake 

interaction in order to optimize turbine spacing for maximum power output and minimal wear 

damage. It also raises questions that need to be investigated further. The ability to enhance and 

expand models would be greatly aided by removing the limitation of desktop computer 

capabilities.  



 

71 

 

Models such as the actuator line model, could be utilized in a future work to better understand the 

wake interaction and to assess the actuator methods in comparison to fully resolved methods and 

experimental data. 

The current thesis work was restricted to the neutral ABL condition. The diurnal cycle, in reality, 

is made up of constantly changing convective and steady ABL conditions. Incorporating some of 

these conditions into the simulations would be beneficial. These conditions should ideally be 

included in a complete wind farm simulation with a LES framework. 
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Appendix A – Meshes and Description of the Simulations Setup  

The domain mesh and grid independence studies are shown below. The mesh for the 2D domain 

is shown in Figure A.1, while the mesh for the 3D domain is shown in Figure A.2. The grid 

independence study for both types of experiments according to the axial induction factor is 

shown in Tables A.1 and A.2. With around 70,000 components, the 2D simulations become grid 

independent, and the average simulation time is roughly 5 min. At roughly 600,000 elements, the 

3D simulations become grid independent, and the average simulation duration varies depending 

on the turbulence closure mode. A simulation with the Cao et al. (2018) model runs for almost 8 

h. Finally, the ABL simulations proved to be the most difficult to converge. In terms of the UDF 

used to determine the inlet velocity, turbulence kinetic energy, and dissipation, this simulation is 

delicate. This experiment lasted a full 24 h, and it used all of the desktop's RAM while the four 

cores worked in parallel. Nearly 2 million elements were used. Figure A.3 shows the mesh for 

the ABL simulation.  

 

Figure A.1. The 2D mesh used for the preliminary study 
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Figure A.2. The 3D mesh used for the results section 

 

Figure A.3. The mesh used for the ABL simulation 

Table A.1. Grid independence study (2D) 

Number of Elements Number of 

actuating points 

Axial induction factor 

at 𝒙/𝑫 = 0 (at the 

rotor) 

3,284 10 0.171 

12,620 20 0.159 

50,280 40 0.153 

68,980 40 0.150 

105,280 40 0.150 

200,720 80 0.150 
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Table A.2. Grid independence study (3D) 

Number of Elements Number of 

actuating points 

Axial induction factor 

at 𝒙/𝑫 = 0 (at the 

rotor) 

171,952 ~1250 0.162 

371,663 ~1250 0.162 

557,184 ~1250 0.161 

842,646 ~1250 0.161 
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Appendix B – Permissions to Use 

Permission for figure 1.1  
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Permission for figures 2.1, 2.2, 2.4, 2.5 and 2.6  
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Permission for figure 2.8 
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Permission for figures 2.9 and 2.10 
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