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ABSTRACT

Below-ground effects during forest fires are some ofrtigortant issues forest managers
consider when conducting prescribed fire programs. Heaféramodels in soil are
needed to predict temperatures in soil during forest flasy of the heat transfer models
in soil that include the effects of moisture are comptekia most cases do not have very
good predictive abilities. Researchers believe thatlsiimgmat transfer models in soil that
neglect the effects of moisture could have very good grediabilities.

This study presents a one-dimensional numerical model of heat transfer in dry
homogenous sand. Both constant and temperature dependent thermal properties of the
sand were used in order to determine which had better predictive abilities. Tlatonst
thermal properties model was also extended to a model of two-layer dry soil. A
computer code written in Fortran was used to generate results from deé moaumber

of experiments were conducted with dry sand to validate the model. A comparison of the
numerical and experimental results indicated that the temperature defpenogenties

model had better predictive abilities than the constant properties model. The models
were found to do a good job of predicting temperature profiles and depth of lethal heat

penetration at heat fluxes indicative of forest fires.

Experiments were also conducted to determine the effect of moisture on temgerat
profiles and the depth of lethal heat penetration in sand and the effect of inorganics on
the spread rate of smoldering combustion in peat moss. An experimental correlation of
the effects of inorganic content on the spread rate of smoldering combustion in peat
moss was developed. Additionally, laboratory methods of validating models of heat
transfer in soil were developed with the aim of limiting the dependence on fal scal
testing. Specifically the use of the cone calorimeter for validating ncahenodels of

heat transfer in soil and the responses of forest floor soil and laboratoryl geiate
samples to heat input were compared. The results indicated that the laboesteg cr

soil did a very good job of mimicking the heat response of the forest floor soil with a

maximum difference in lethal heat penetration of 4%.
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NOMENCLATURE

Notation

T: = average fluid temperature fK

k = thermal conductivity [W/m-K]

¢ = specific heat [J/kg-K]

t =time [s]

texposure= period of exposure of incident heat flux [s]

g’ = incident heat flux from cone calorimeter [kW/m

= convective heat flux losses [kKW/m

n
qconvection

q., = radiative heat flux losses [kWfn
g, = heat flux conducted into soil [kW/in

X = depth in soil from surface of soil [m]
Ta = ambient temperature [K]

To= initial temperature of solil [K]

T = temperature [K]

g = acceleration due to gravity [Mys

L = thickness of soil [m]

P= AAtZ = stability criteria of the form of the Fourier number[§/m
X

MC = moisture content

IC = inorganic content

A

P = statistical probability of burning

Rwv = the moisture ratio (volume of water to volume of soil), and
R = the inorganic ratio (volume of inorganics to volume of soail).
w = load loss rate [g/cfinr]

Wmax = maximum load loss [g/chhr]

R = smoldering spread rate [cm/hr]

kv = the thermal conductivity at the surface, [W/m-K]

Nu, = Nusselt number
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Ra = Raleigh number

Pr = Prandtl’'s number
h = convective heat transfer coefficient [W/ki

Greek Symbols
o = Stephan Boltzmann’s constant [W/i']

o = thermal diffusivity [nd/s]

p = density [kg/m]

v = kinematic viscosity of air [ffs]

B = 1/T; = expansion coefficient of air [
0 = penetration depth [m]

Ax = mesh size [m]

At = time step [s]

¢ = view factor

Abbreviations
TDTP = temperature dependent thermal properties
CTP = constant thermal properties

DLHP = depth of lethal heat penetration [m]

Subscripts

1 = first layer

2 = second layer
max= maximum
I = initial

o0 = ambient
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CHAPTER ONE: INTRODUCTION
1.1 Forest/Wildland Fires

Fire is one of the most important factors affecting the extent, compositidrcharacter
of forest and other plants in wildlands [1]. A forest/wildland fire is an uncontamed a
freely spreading combustion which consumes the natural fuels of a forest. U¢lese f
are duff (partially decomposed organic material of the forest floor benedttighef
freshly fallen twigs, needles, and leaves), litter, grass, dead branch wood)@ysgs
stumps, weeds, brush, foliage, and to a certain degree, green trees. Thus any fire not
prescribed for an area by an authorized plan can be referred to as a ifdtastivire.
There are three types of forest/wildland fires based on where combustiopltadees
These are described as follows.
Surface fire: A surface fire burns surface litter, loose debris on the fores
floor and small vegetation at or near the soil surface, mostly in flaming
combustion [1]. The typical spread rate of a surfaedd 8.3 to 50 m/min [2].
Ground fires: A ground fire typically burns without flames and consumes
organic material beneath the surface litter of the forest floor which lies on
top of the mineral soil. The typical spread rate in a ground fire is 3.3 3010
1.62 x 10° m/min [2].
Crown fire: A crown fire evolves from surface fires and in this type of fire
the upper layers or canopies of vegetation undergo flaming combustion [1].

The typical spread rate in a crown fire is 15 to 200 m/min [2].

1.2 Severity of forest/wildland fires

The term fire severity is used by several authors to describe the eablogacts of
fire [3]. Generally the severity of a fire on soil is governed by the littdrsail organic
material consumed by fire. There are three levels of fire severitynhogerate and
high. In low-severity fires, temperatures do not normally exceetCl80the surface

and 50C at about 5 cm depth in the soil [4]. Moderate-severity fires have surface



temperatures in the range of 250 —%Dand consume most of the organic matter at the
soil surface, leaving mineral soil exposed but not visibly altered [4]. Termpesaiver
50°C can be reached as deep as 5 cm into soil [5]. In high-severity fires, surface
temperatures exceed 500 In such fires temperatures in excess of@5tan be

achieved at a depth of 10 cm and in excess dic@da depth of 22 cm [6].

1.3 Importance of forest/wildland fires

Forest/wildland fires can constitute an environmental risk especiallgas and periods
of high temperatures and low precipitation. On the other hand, forest/wildland &yes pl
a vital role in removing excess fuels and maintaining normal plant composition and
density in forests. This section provides a basic review of the effects dfvididiand

fires in terms of financial impacts and effects on seeds, soil, plants and sutride

soil. More details on the effects of forest fires on ecosystems can be fouid in [7

1.3.1 Financial impacts of wildland/forest fires

Statistics from Natural Resources Canada indicate that the averesfeai@a burned is
2.5 million hal/year, the average fire occurrence rate is 8000 fires/pelahe@average
suppression cost is $500 million annually [8]. In 2003, British Columbia recorded
severe forest fires during the forest fire season and it is edtinfatiein that year, the
British Columbia Government spent $545 million in managing forest fires [9].

1.3.2 Effect of fireon soil and nutrients

In most forest types, a mantle of organic material accumulates on top ofi@lnsoil;

this is identified as duff, muck, or peat. This organic material reduces sodrerosi
increases water infiltration, stabilizes soil surface temperatureantcbls moisture
evaporation [5]. When the organic material is reduced or removed through burning in a
forest/wildland fire, the mineral soil becomes more susceptible to saiberesd there

Is increased surface water runoff. When high temperatures persist in aniréstilt in
reduced water infiltration [10 cited by 2], reduced water absorption [11] amdtiaiteof

the clay structure [12]. Above 3D, there is substantial loss of nitrogen and sulfur in

gaseous form to the atmosphere. However, the high temperatures in a forest/wildland



fire can cause important plant nutrients like phosphorous, potassium, magnesium,
calcium, manganese and sulfur to be oxidized and made readily available farsglant
More information on soil, its functions in supporting plant life and effect of fire on
nutrients can be found in [4, 13, 14].

1.3.3 Effect of fire on seeds and plants

Generally, experience has shown that germination of seedsibs more rapid as the
temperature of the soil rises up to a certain point bewdnch the temperature becomes
lethal to the seed [15]. Studies have also shown thasexp of a living part of a plant to
a temperature of 8Q for even a short time is lethal [16, 17, 18]. Gatgthe effects of
fire on seeds and plant tissues vary depending on theromae duration of exposures
and moisture content of the plant tissue. Detaileatinétion on the effects of fire on

seeds and plants can be found in [5, 7, 17, 19].

1.4 Depth of lethal heat penetration

Scientists agree generally that a temperature & &a reasonable approximation of a
lethal temperature required to kill shoot tissues of land plants [5, 16, 17, 18, 20, 21].
During forest/wildland fires, the depth at which a temperature % &achieved is

referred to as the depth of lethal heat penetration. Ryan [2] mentions tkeattaer
relationship between the depth of reproduction organs and seeds and the depth at which
lethal temperatures are achieved. These combine to determine a plant’s@abilityive

a fire and to regenerate. In general, however, the likelihood of plant tissueitieithgs
dependant on the amount of thermal energy it receives, which is described aséeing th
combination of the temperature reached and the duration of exposure [20].

1.5 Heat Transfer in Sail

1.5.1 Combustion

All combustion require three elements: fuel, oxygen, and a source of heat. When these
three elements are combined in the appropriate environment, combustion will occur. If
any of the elements is removed, combustion stops. Fire and smoke are visual

manifestations of the combustion process. For a wildland fire, the vegetation in the



forest serve as the fuel, oxygen is plentiful in the atmosphere, and the sourde of hea
could be from natural causes such as lightning or from human-made sources such as a

burning cigarette butt or a camp fire.

In the development of a wildland fire, the following phases have been observed:
() pre-ignition and pyrolysis, (ii) ignition, (iii) initial growth, (iv) seadary growth,
(v) flame decay, (vi) extinction and (vii) cooling. Ryan [2] states that, gmted,
wildland fires will burn until a significant change occurs in either thathker or fuels.

1.5.2 Heat transfer principles

In the discipline of heat transfer, temperature represents the amount of thegrgsl e
available, whereas heat flow represents the movement of thermal energldoanio

place. In forest/wildland fires heat is transferred from burning fuelsetorganic and

mineral soils through several processes, including conduction through the isa@i] gra
liquid, and gases; evaporation-condensation; vapor and liquid diffusion; convection; and
radiation in the gas-filled pores. Some of the processes of heat transferaire soll

described below.

Radiation: All materials radiate thermal energy in amounts determintceio
temperature and other factors such as emissivity. Radiation becomes thentlonoide

of heat transfer at high temperatures. Thus, due to high temperatures in willdland fi
radiation is the major source of heat transfer in crown fires without clogarpty
between fire and unburnt fuel and also at the initiation of wildland fires [7, 22]. In soil,

radiation takes place through the voids in the soil.

Convection: This is the transfer of heat by currents within a fluid. It anees
temperature differences either within the fluid or between the fluid and its boundary
There are two types of convective heat transfer:

(a) natural convection in which the temperature of the solid can induce a fluid

motion, and



(b) forced convection in which air blown over warm surfaces by the use of external
devices such as fans and pumps to generate a fluid motion in addition to that due

to temperature.

Conduction: Regions with greater molecular kinetic energy will pass themahe
energy to regions with less molecular energy through direct molecularawlis

Conduction is the dominant mode of heat transfer in soils [16, 22, 23, 24].

Vaporisation/ condensation: Water has a high heat capacity and when it is vaporised
through absorption of heat it is able to move much faster in soil pores and organic layers
than in the liquid form. On condensing the amount of thermal energy required to
vaporize it is released into its surroundings and this raises the temperahgsaif br

organic layer.

Detailed information on heat transfer principles in porous media can be found in [25].

1.5.3 Soil temperatures.

The temperature of the soil affects climate, plant growthtithie@g of budburst or leaf
fall, the rate of decomposition of organic wastes and other chenpicgsical, and
biological processes that take place in the soil. Soil organisstreeir ecological
processes give an indication of the thermal and hydrological esgoghthe soils they
inhabit [7].

Soil temperatures typically fluctuate annually and daily as a resultiatieas in air
temperature and solar radiation. The annual variation of daily average qmr&tune at
different depths due to solar radiation can be estimated using a sinusoidal function t
represent surface temperature variation with time [26]. In the case adndl@ites, the
type, loading and size of vegetative fuel undergoing combustion and the rate at which
the fire moves determines surface and ground temperatures during forest fires
Ecologists are generally interested in soil temperatures undebécasise of their

influence on seed germination and plant survival [24].



During forest/wildland fires, maximum surface temperatures can be iarte of

200°C to 700C [27] but fires with low fuel loadings usually have ground temperatures
of less than 22% [7]. Archibold et al. [28] recorded above-ground and surface
temperatures in fescue, spear grass and brome community burns. At a depth ofcs cm |
the soil. They measured surface temperatures dfC37brome stands, 180 in fescue,
209C in spear grass, 692 in a snowberry stand and 589in an aspen grove. At a

depth of 5 cm, they recorded average temperatures’Gfiibrome stands,’6 in

fescue, 12C in spear grass, 20 in snowberry and 45¢ in aspen grove.

1.6 Factors affecting heat transfer in soil

The transmission of heat within soil is dependent on the physical and thermalipsopfert
the soil particles, the degree of compaction, and the moisture content ol .thgcally

the temperature reached by a material in a fire depends not only on the fire/®mbeha
but also heat transfer mechanism and the thermal properties of the matennatH). |
research, the focus is on the heat transfer mechanism within the soil and trteeefore
behaviour of fire will not be discussed in detail. However, data from the literature on
surface temperatures and durations of such fires will aid in the choices of boundary
conditions and inputs for a numerical model for heat transfer in soil that will be

developed in Chapter Two.

Heat transfer in a soil, neglecting the effects of moisture, can be modelgdhes

Fourier field equation for the case of variable thermal properties:

Ia;a_T:i(ka_T]+i ka_T +i(ka_Tj (1_1)
ot ox\ ox) oy\ ody) oz\ oz
where: T = temperature

t=time

k = thermal conductivity of soill
¢ = specific heat of soil
p = density
X, Y, z= cartesian coordinates
For one-dimensional heat transfer with variable thermal properties, Equatipn (

becomes:
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In the case of constant thermal properties, the Fourier field equation (Eqiiatipis of

the form:

2: 2 2
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For the case of constant thermal properties, one-dimensional heat transfer in the
direction, Equation (1.3) reduces to:

oT 97T
~—=q
ot ox?

(1.4)

wherea = X is the thermal diffusivity.
oC

Because of the porosity and the variability of the amounts of air and water cdntaine
soil, the analysis of heat flow through soil is much more complicated than for a
homogeneous solid, for which thermal conductivity and heat capacity are stdble, we
defined parameters. Soil is a composite of mineral particles, organic,raatlgrores
which may contain either water or air. All these materials differ wigtetizeir thermal
characteristics. For example, the thermal conductivity of the mineradlpaiit

typically five times that of water, 10 times that of organic matter, and 1@3 tinat of

air [29]. Hence thermal conductivities of soil samples can vary considerablydilegpe
on the relative amounts of mineral particles, organic matter, and pores contaaténg

or air.

1.6.1 Thermal properties

The thermal properties of the soil (thermal conductivity, volumetric heatitgpand
thermal diffusivity) determine the rate at which heat is transmittédmiihe soil. The
thermal conductivity relates the heat that will flow through the materia farticular
temperature gradient in the material. The volumetric heat capacityrasdie soil's
ability to store thermal energy. The thermal diffusivity is a ratio oftieenal
conductivity to the volumetric heat capacity and is a measure of the abiiitg soil to

transmit a thermal disturbance. For any solil, the larger the value of thifimsivity,



the greater the rate of heat transfer in the soil hence the greater the deithl dfeat

penetration.

1.6.2Moisture

The thermal properties of soil are affected by water content and the mestiéat of

moisture on the heat transfer mechanism in soil has been catalogued by numerous
authors [22, 30, 31, 32]. Water has a high volumetric heat capacity, about four times that
of air [32], and the overall volumetric heat capacity of a soil is a linearidunat water
content. Water has a higher thermal conductivity than air hence there is ancapade

in thermal conductivity of soil with just a small addition of water due to wateaciey

air at the contact points of soil particles [33].

The phase change associated with moisture in soil dggsrédse temperatures at the soll
interface, in comparison to dry soils, by requiring &tosorption of the heat of

vaporisation [33]. This is similar to moisture’s effectreducing the rate of heat release in
fuels when burning [34]. Simmerman [35] conducted a stoidpmpare dry and moist
underburns in ponderosa pine shelterwoods with the olgexftreducing fuel loadings.

In the study, Simmerman found that fuel reduction was as ami€bh% in dry burns

whereas in moist burns fuel reduction was only about ¥0&hdsen and Ryan [33], in
comparing burns in wet and moist sands covered with peat moss found residual
uncharred peat moss in burns on wet sand whereas there was complete charring of the
peat moss in burns on dry sand. Wet soils typically do not exce€@ 40€he surface

until the moisture has been dried out [22, 36, 37]. The effect of moisture can literally be
taken as an increase in soil thermal diffusivity due to an increased themdalctivity

and volumetric heat capacity but with a larger increase in the volumetricapeaity

than in thermal conductivity.

1.7 Challenges of prescribed fire management
Pyne et al. [38] mentions that forests in many parts of the world have suffergd heal
losses due to prevention of fires. Fire suppression over long periods of time has resulted,

in certain cases, in insect and disease damage and an increase in erpetefitial and



increased stand densities. In recent years this has resulted in seagtrérés which
have accelerated forest mortality, threatened people, property and regatates, and

emitted large amounts of particulate matter [39].

Prescribed fire is widely used as a means of reducing unwanted fuels, prepesifay s
seeding, and for managing vegetation. Prescribed fire involves settingrfdes
controlled conditions to eliminate excess fuels within the forest in order to avoid
catastrophic uncontrollable fires. This is very important especially demsg the
economical and ecological impacts of forest fires. Prescribed firdsmbaused for
selective regeneration since vegetative species have depth-specific omadenggarts [5]
and can also be used to improve wildlife habitat. Forest managers want to askompli

these objectives while minimizing adverse impacts of heat on the soil.

Much as prescribed fire can be a good tool, improper or incorrect use could lead to
undesired consequences. For example, repeated prescribed fire every twedos 18 y
essential to perpetuate longleaf pine ecosystems and is a valuable stand-raahagem
tool in Southeast America [40]. However, using prescribed fire on an annual basis as
tool to maintain an effective fire break may not allow enough time for the soildyto ful

recover [41].

In the use of prescribed fire, some of the challenges are minimizing excessi
consumption of organic matter and excessive solil sterilization, and ensuring tirat the
does not get out of control. Generally a duff/organic layer covering is expected to
suppress mineral soil temperatures initially from persistent and aburataesfbf
surface fires by acting as an insulator. However, this causes dryiing @@ff which

may burn after the passage of the fire. Due to the intimate contact betweemddiné a
mineral soil and the long period of burn of smoldering fires, burning of duff after a
prescribed fire or any other fire for that matter can have severequmrsces for the
mineral soil. Smoldering organic matter can transfer heat and causedamgpeses in
excess of 30T to persist in the mineral soil for long periods of time. The ability to

predict heating of the soil during a fire will aid in relating fire behaviouhe totality of



fire effects and is very important in determining the efficacy of a pbestfire and

ultimately its management.

1.8 Literaturereview

Studies on heat transfer in soil as well as smoldering combustion of organic magter ha
been catalogued by many authors. Some of the studies have been purely expenmental i
which temperatures of soil are measured during a fire (e.g., [17, 26, 32]) and & other
analytical and numerical models have been developed to predict heat transfesoih the
under various surface boundary conditions with or without experimental verification
(e.q., [15, 16, 29, 42]). The surface boundary conditions for most of these works are
different from that which will be used in this study. Most of the works have used
temperature of the source of heat as an input for the model whilst for this stuésathe h
flux from the source of heat will be used. Some of the relevant works concerning heat

transfer in soil during a fire are described below.

1.8.1 Feddes

Feddes [24] gave a general review of some of the aspects of heat transildrased

on experiments on a groundwater level experimental field at Oudkarspel in the
Netherlands. Feddes calculated heat transfer in soils by consideringahsfgrtas a
periodic phenomenon in an isotropic soil. The quantitative description of the heat fluxes
and temperatures were based on analytical solutions of the one-dimensional Fourier
equation of heat conduction (Equation (1.4)) using heat flux fnensun as surface
boundary condition. He assumed that the period and angpliithe heat flux from the

sun were constant sinusoidal functions of time for penatieout cloud cover and for

cloudy periods a Fourier series replaced the sinusiidetion. For this study clay and

light sandy loam soil of a groundwater experimentdd ¢ Oudkarspel were analysed.

The thermal capacities of the soils were determined usingpthme fraction formula of
deVries [43] and data obtained indicated that wet soils had a larger tloapaaity than

dry soils. Similar methods were used for the soil thermal conductivity and obseraed dat

indicated that wet soils had a larger thermal conductivity.
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The analytical solution indicated that the temperature amplitude at the sufrtheesoil

was proportional to the heat flux and the phase of the heat flux was in advance of that of
the surface temperature. Feddes also investigated experimentallyeth®emoisture

on the amplitude and phase displacement of the heat flux in soil. Data obtained from
experiments indicated that dry soils showed larger heat flux amplitudes thaailset
Results from the experiments also indicated that evaporation produced large asiplitude
of heat flux and temperature. This implies that soils undergoing evaporation had highe
risk of night frost.

1.8.2 Scotter

Scotter [23] presented a simplified analytical model for describing soil tatoupes

under grass fires. Scotter assumed that for grass fires, which ardlyshnéd-lived in

any one spot, the soil temperature just beneath the surface does not rise atve 100
This assumption was based on experimental work of other researchers who had found
that the temperature in partly saturated soils cannot rise abo¥@ a6l the water had
been removed. The objective of Scotter’'s study was to provide an insight for stlogi
who would be interested in soil temperatures under wildland fires due to their iefluenc
on seed germination and plant survival. The model assumed conduction to be the

dominant mode of heat transfer in the soil.

Two experiments were conducted in this work for validation of the model. The first was
an in situ measurement of temperatures in and beneath a grass fire in which diode
thermometers were used at 2 cm and 4 cm depth to measure temperatures. The second
experiment involved an artificial grass fire on an artificial soil. Thigtakperiment

used a wooden tray measuring 60 cm by 60 cm which had been filled with sand to a
depth of 4 cm. Chromel-constantan thermocouples of 0.1 mm diameter were used to
measure temperatures at depths of 0.3 cm and 1.0 cm. Results for both experiments
showed good agreement between model and experiment with difference between
predicted and measured maximum temperatures of about 33%. In both experiments, the
temperature above the soil stayed abov€é@@0r approximately 80 seconds. For

validation of the model with the first experiment, assumed values of thermaldiffusi
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were used whilst for the second experiment, measured mean values of thermal
diffusivity of the sand were used. However because the surface boundary condition had
been assumed to be £a0) the predicted soil temperatures were independent of the

actual maximum temperature in the fire just above the surface.

1.8.3 Steward et al.

Steward et al. [16] presented a solution of the one-dimensional Fourier equation
(Equation (1.4)) for conduction heat transfer for six heat flux boundary conditidres at t
soil surface in graphical terms using dimensionless groups. These diagrabesiused
to predict the depth of lethal heat penetration based on f@ecBiferion. Three heat

flux histories were used: a constant heat flux for a specific time, a Gahesiaflux
distribution with a specified variance in time and a triangular heat fluxidison.

These three heat flux distributions, with and without convective cooling at theesurfac
generated six heat flux boundary conditions which all had the same total hdat trans
These heat flux distributions were compared to measured heat flux distribations i
experimental test fires and the triangular heat flux distribution was obisterggve the

closest representation of the heat flux from the experimental surfese fir

Numerical solutions of the heat conduction equation with the six boundary conditions
were obtained using a finite-difference approximation. Results werenpedsa

graphical form. For all three heat flux histories, convective cooling at tfecewduring

and after exposure decreased the depth of lethal heat penetration from when convective
cooling occurred only after heating was terminated. The heat flux distributioa soit
surface did not significantly affect the depth of lethal heat penetratibmwiite soil. In

their experimental work a radiometer was used to measure the heat fiua fuel bed

of birch dowels which was on top of Ottawa sand type C-190. Thermocouples were also
used to measure temperatures up to 12 cm depth within the soil at intervals of 2 cm. The
data from their experiments indicated that as the fuel loading density ofeihzet

increases, the time of heating increases and the total amount of heat edrisfére

soil increases, which combine to increase the depth of lethal heat penetrati

12



In comparing the experimental data with the numerical solutions, boundary conditions
using convective cooling at all times predicted values of depth of lethal heagpenetr
that were generally closer to the experimental values compared to usingtv@nvec
cooling only after the passage of the fire. Variations between experiraadtptedicted
values were quite high in certain cases, sometimes as much as 100%. As fuel loading
density increases, the model first under-predicts and then over-predictptihefde

lethal heat penetration. The cause was attributed to the value of the convective heat
transfer coefficient used in the computation.

1.8.4 Pafford et al.

Pafford et al. [31] studied ground surface heating during a prescribed burn both
analytically and experimentally. The author proposed, for a source of heatjragm

flame front model in order to determine the soil surface temperature distnibfin

energy balance equation was employed in which the sum of the heat fluxes conducted
and convected from the soil surface was equal to that radiated from the flamedi. the
Some of the assumptions of the heat transfer model were that the flameduest aih a
constant rate, preheating of the soil ahead of the flame was negligible,ltheypeaties

of soil remained constant and that the effect of moisture was negligible.

Starting from the three-dimensional Fourier field equation (Equation (1.3)) ibcech f
origin, an equation for a moving reference frame was obtained. Further@gsum
guasi-steady state and a dominant temperature gradient normal to the aod,dbd
equations were reduced to one-dimensional form (Equation (1.4)). Analytical solutions
of the resultant equations were then obtained. A solution for the surface temperature
distribution was also determined using an iterative procedure after sh#ingrivective
heat flux at the surface to zero. A sensitivity analysis of the surfagetatare

distribution was carried out for various soil and flame parameters.
For their experimental work, soil surface heating was conducted by igaitmgture of

chamise and manzinata loaded on a table. The table was covered with brush and a trough

of ethanol was used for ignition at one end of the table. Flame and surface teraperat
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were measured using thermocouples whilst photographic means were used tmeeterm
flame height, tilt and depth. Measured and predicted temperature distributi@ens we
generally similar up to the time just past when maximum temperatureseaahed and
temperatures started dropping. Variations between the predicted and measured
temperature profiles were then very large. The model was further modified by
accounting for ash deposited after the flame front had passed which causesi@reduc
in the emissive power of the soil. This modification was done by reducing thewyiss
of the soil from 0.9 to 0.3. Predicted temperature profiles were significantir ¢tos
experimental values for the case of emissivity value of 0.3 than the previous value of
0.9.

1.85Preider et. al.

Preisler, et al. [17] used large prescribed fires to investigate #telf fire in natural

fuel conditions and to determine the extent of heating in the soil and also to edtenate t
probability of soil temperatures exceeding critical values for plasudsand soll

organism survival. Data from seven prescribed fires conducted during the summer and
fall between 1988 and 1995 were analysed. Temperature measurements were taken at
depths of 10, 20, 30 and 46 cm beneath the soil surface at three different locations. The
thermal conductivity and volumetric heat capacity of the soils were deteimas a

function of the volume fractions of their various components.

Using the one-dimensional Fourier field equation (Equation (1.4)), a parametrit mode
for heat profiles was developed assuming a one-dimensional homogenous Iinasexdal
on a derived source solution. Data from the seven prescribed fires were usedgo ass
the goodness of fit to this conceptual model of soil temperature profiles. A random
effects model was used to estimate temperatures in various depths of soil based on
observed site characteristics such as depth, fuel loading and moisture hegel wiere
taken from samples of temperature profiles from different fires. Teeggerature
estimates were used to estimate probabilities associated with the eskparatures
exceeding the critical value of ®Din the soil. In their analyses, the authors found that

there were significant reductions in mean temperatures for every 10 crnmdfreypti
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especially for the first day of the fire. These mean temperaturetiealsi however,

reduced significantly as number of days after fire increases.

1.9 Smoldering combustion in organic soils

Organic layers in the forest are formed when low temperature, high aciditgutoent
supply, excessive water or oxygen deficiency slow the decomposition of dead plant
matter [44]. In terms of heat transfer in soil, the organic layer plays thefrate
insulator and protects the mineral soil from the direct temperatures offléloeever,
when the organic layers are dried out they can ignite during or after a fire andainder

smoldering combustion.

Smoldering is a slow, low-temperature, flameless form of combustion, sustgitiesl b

heat evolved when oxygen directly attacks the surface of a condensed—phase.fuel [45]
Smoldering typically occurs in the interior of porous, combustible materials #mel is
primary mechanism in ground fires which are the most destructive of at fore

types. This is because detection of smoldering combustion is difficult due tottheatac

the reaction temperatures are relatively low, compared to flaming coonsjsind

occur within porous material or the organic layer. For this reason, smoldering
combustion can progress for long periods of time undetected, and then could undergo a
sudden transition to flaming combustion by heating up surface fuels to point of ignition.
Smoldering ground fires, because of their intimate contact with the mgogiidhave the

potential for making a large impact on forest regeneration [46].

Smoldering combustion in the forest normally follows a surface fire and can burn for
several days to years [47]. Frandsen [48] cites Wein [49] as observing smolgeeiad s
rates of 3 to 12 cm/hr. Frandsen [48] again cites Sheshukov [50] that in Australia the
rule of thumb for smoldering spread rate is 4 cm/hr and Shearer [51] as having observed

smoldering spread rates of 0.5 to 10 cm/hr.

Several factors are said to influence the ignition, sustaining and consumption of organic

matter in smoldering combustion, the most important of which are moisture camdent a
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inorganic content. As cited by Shearer [51] and Norum [52], Hungerford, et al. [44] state
that average duff moisture content is thought to be the most important predictor of duff
consumption. Frandsen [46, 53, 54] has conducted a series of studies on smoldering
consumption in peat moss and determined that the ignition limit of organic soil does not
depend only on the moisture content, but also on the inorganic content [53]. Reinhardt,
et al. [55] from the data of their studies concluded that at moisture contents of greate
than 175%, less than 15% of the total duff will be consumed in a smoldering fire.
Reinhardt, et al. [55] describe smoldering ground fire as spreading downward and
laterally, forming a balloon shaped cavity. When downward spread eventually runs out
of fuel or encounters conditions that do not support combustion, lateral spread then
becomes the only type of spread. Some important research on smoldering combustion is

described below.

1.9.1 Hartford

Motivated by the fact that limits of smoldering combustion of peat moss arenitet|

by moisture alone but also by the amount and type of mineral soil and the compaction of
the fuel, Hartford [56] conducted experiments in a laboratory to predict whether organic
matter, conditioned with different types of mineral soils at different meistointents,

will support smoldering combustion following ignition.

Peat moss was used in this study to represent the organic layer of thenortests

were conducted in two phases. In the first phase peat was conditioned to targeted
moisture contents and three types of soil were used as inorganic materé&l: silic
(obtained as a pure chemical), an allitic clay (from lacustrine (Ed@)sits) and an
allophone clay of an andept or ash soil. Three levels of inorganic densities egre us
0.07, 0.11 and 0.17 g/éniThese levels represented the minimum, maximum and mean
values of inorganic densities on file at the Intermountain Fire Sciemtesdtory

(Missoula, MT). In the second phase, only silica was used. The objective of this second
phase was to determine the influence of the physical and chemical chstiastef the

soil on smoldering. Fuel beds were made from moisture-conditioned peat moss to which

mineral soil had been added to obtain a targeted inorganic content. The fuel bed was
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then packed to a depth of 4 cm in an open topped insulated box. Ignition was by means

of a glowing resistance coil on one side of the box.

The results of the tests were analysed on a burn or no-burn basis. Logistisioagres
analysis was used to develop predictive equations of the probability that a fuel bed
would burn based on the values of the independent variables being tested. The logistic
equations developed were:

P=1 /(1 + @ 2L4TOF LR, +(4.57ODR1) (1.5)
for fuel beds including silica or clay soils, and
P=1 /(1 + @ 16671+ 15407R, +(3.9983R1) (1.6)

for fuel beds including ash soils

where: P = probability of burning

Rwv = the moisture ratio (volume of water to volume of soil), and

R = the inorganic ratio (volume of inorganics to volume of soil).
Data from tests indicated that silica and clay soil inorganics did not cangecaigly
different results whilst ash soil did appear to be significantly varialyleisihg peat
moss of different particle size distribution and shape, Hartford found that thexe we
indications that differences exist in the likelihood of burning due to some chatacde
of the peat moss itself.

1.9.2 Frandsen

Frandsen [48] developed a model for a smoldering spread rate in organic soils in terms
of the organic bulk density, the moisture content and the inorganic content of the fuel
bed. Smoldering spread rates were derived from the results of an experimental
evaluation of the burning rate per unit area of smoldering material. The smoldering
spread rate was expressed as the ratio of load loss rate to the organic bulk density

Frandsen cited an expression for load loss rate from an earlier research as:

w = 0.27 — 0.09Ry, — 0.033R -D) 1.7)
where: w = load loss rate, g/cthr
D=RifR<1.0
=10ifR>1.0
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Rw = moisture ratio (0 to 0.8) (volume of water to volume of soil),
R = Inorganic ratio (0 to 4) (volume of inorganic to volume of organic in

soil).

Data used for the evaluation of the burn rate suggested a ratio of maximum to average
load loss rate of 2.3. Thus the load loss equation was modified using a factor of 2.3 for
an approximation of the maximum load loss rate with an estimated error of 33%.

The resulting maximum load loss rate was

Wmax= 0.62 — 0.2Ry — 0.076R, -D) (1.8)
and the smoldering spread rate was expressed as

R = Whalp (1.9)
where: Wmax = maximum load loss, g/cr

R = smoldering spread rate, cm/hr,

p = organic bulk density, g/chn

In the analysis of results, it was observed that the smoldering spread raaeedongth

a decrease in organic bulk density and decreased with an increase in moisture and
inorganic content. From the data used in their analysis, Frandsen [48] found that the
results which were for an organic content of 0.2 §/ahowed a spread rate that was
not less than 2 cm/hr. This agreed with the results of Wein [49].

Frandsen [46] in a different study, conducted experiments to determine the igmitton |
of organic soils. This study was similar to previous studies by Frandsen [53] and
Hartford [56], but whereas these previous studies were limited to one fuel tgpe, thi
particular study covered fuels over a wide geographical area rangendiwhig/as

attempted over a range of moisture contents.

Samples were collected from 17 locations over the Noritwed South-eastern United
States. Field samples were obtained by gridding an ar#x0100 cm from which
smaller samples of 10 x 10 x 5 cm were cut. Using the@ksmimeasuring 10 x 10 x 5 cm

Frandsen tested the transition from burn to no burn whilst traversing a moisture content
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range. Various moisture contents were obtained by oven drying samples and adding
moisture to obtain targeted values. The inorganic contents were obtained from sub-
samples that were collected by determining the mass of samplesireradter

combustion. In the tests, an ignition box measuring 10 x 10 x 5 cm was used to house
soil samples. Samples were ignited on the 5 x 10 cm side using an electricallggpowe
ignition coil located inside the box to simulate lateral smoldering. An ignitian wa
labelled as being successful if it was followed by sustained combustion thaimszhs

the sample.

Logistic regression was applied to analyse the results by setting theebpomse (burn

or no burn) as the dependent variable and moisture content, inorganic content and bulk
density as the independent variables. In their analysis of the data, the inoogaait c

and organic bulk density were fixed at their average values and all sample groups
showed a reversed sigmoid curve (curve shaped like the letter S) moving from high
probability of ignition at low moisture contents to low probability of ignition at high

moisture contents.

1.9.3 Frandsen and Ryan

Frandsen and Ryan [33] made direct comparison of temperatures and heat loagis betwe
duff covered and uncovered mineral soils that had been placed beneath a burning fuel
pile. In this work, four different duff mineral soil profiles were positioned under the

same fuel pile measuring 2.5 x 2.5 x 0.75 m. A fuel load of 560 tons/ha with moisture
content of 11% was placed above an artificial soil made up of 8 cm of sand and 2 cm of
peat moss. The peat moss was used to represent duff whilst the sand represensdd mi
soil. Temperatures were recorded with 30-gauge Chromel-alumel thermacoutiie

duff, 1 cm above the duff-mineral soil interface, at the surface and 1 cm intervals
downward to a depth of 4 cm. One of the profiles had no duff covering so that the dry
sand could receive the full impact of the downward heat flux and serve as a standard for
comparison with other soil profiles. Two of the covered profiles were dry sand dovere
with dry peat moss and dry sand covered with wet peat moss and the third profile had a

wet sand covered by wet peat moss.
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In the experiment, the maximum flame height from the fuel was 6 m and flaming
combustion lasted for 45 minutes with glowing lasting for another 2 — 3 hours. Results
indicated that covering the sand with 2 cm of dry peat moss lowered the peak
temperatures from 680 to 3&0 adding water to the peat moss lowered peak
temperatures from 680 to 430C, adding water to both the peat moss and sand reduced

peak temperatures to abouf80

Using the temperature difference between two points in the soil, heat fluxees wer
computed. The uncovered dry sand recorded peak heat flux of about 16 ¥ils

that of the covered dry sand covered with dry peat moss was 3.3kPé¢nury sand
covered with wet peat moss the peak heat flux was about 2.1%Witst that of wet

sand covered with wet peat moss as about 2.5 RW/m

1.9.4 Anderson

Anderson [57] tabulated data from the literature taterequations for the probability of

fire survival for Canadian forest fuel types. Andersordwesgations developed by

Hartford [56] and Frandsen [46] on the probability of ignition and probability of surviva
of ignition of organic materials. Using data on duff characteristics froenB&haviour
Prediction models, Anderson determined the probability of survival for each of tee fuel
and plotted curves against duff moisture code (a numerical rating of theeverag
moisture content of loosely compacted organic layers of moderate depth). The
probability of survival equation (such as Equations (1.5) and (1.6)) was then introduced
into a simple fire growth model. The fire growth model calculated fire spnei@dms of
ignition of cells. Inputs of fuel type and current duff moisture code within edicivere
employed to compute the probability of survival for each burned cell. This was done in

order to denote areas likely to have smoldering conditions after passageeof a f

Inference from their curves suggested inorganic content had a more sigrefieat
than bulk density. An instantaneous probability of survival of ignition map for a primary
protection zone within Saskatchewan on a particular day was simulated to sasw are

that could maintain holdover fires (fires that remain dormant for a considéirable
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Similarly a probability of survival map was simulated for a hypothetioalifi Wood

Buffalo National Park in the North-West Territories, Canada, to show ardan wi

burned region that were likely to undergo smoldering. The results of such simulations
could be used to decide where to emphasize mop up effects (extinguishing or removing

burning and hazardous material).

1.9.5 Other reviews

Albini, et al. [47] provided a comprehensive review of all models of heat transfer for
which the source of heat was fire-driven. They looked at models with soil science
ancestry as well as those from engineering and geophysics and eldeeldifferences
between these approaches. Albini, et al. noted the inconsistencies and inacturacies
some of these models and found the model of Campbell et al. [37] to be performing well
in predicting temperature histories. The work of Campbell et al. was not reviewed i
detail in this study because the work of Campbell et al. treats the pred¢encisture
extensively and incorporates latent heat transport by vapour flux which ideotitsi

scope of this study. Cromer et al. [58] measured soil temperatures under a burning
windrow of eucalypt logs. The soil was sand with initial moisture content of 12.5% and
burning and smoldering all together lasted for over 12 hours. A maximum temperature

of 330°C was recorded 2.5 cm below the surface afi@ %6 a depth of 30 cm.

1.10 Cone calorimeter

In this study, one equipment that will be used widely in all experiments is the cone
calorimeter (Fire Testing Technology Ltd, West Sussex, UK). Thisnsadl-scale

instrument that measures rate of heat release of materials underrangedef

conditions, using the oxygen consumption technique based on the fact that majority of
plastics, rubbers and natural organic materials produce 13.1 MJ/kg of oxygen consumed
with an accuracy of 5% [59]. A square sample of 10 x 10 cm isserdo the radiant

flux from an electric heater. The heater has the shapewieated cone (hence the name

of the instrument) and is capable of providing heat fliaxelse specimen in the range of
10-100 kW/n. This essentially covers the range of heat fluxesaaifrom early

burning to fully developed fires. The fire effluent pasteough a duct containing
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sensors which permit the rate of heat release, eféelstiat of combustion, carbon
monoxide and carbon dioxide to be determined. By meankafiaell, the mass loss rate
of the specimen as it burns is given and a laser mstmtialso gives the extinction
coefficient that gives a measure of the amount of sniwkad produced. Tests can be
conducted with the sample being in either the horizontabuical orientation [60]. For

the purpose of this study only the heater of the cologireeter will be utilised. Figure 1.1
shows a picture of the cone calorimeter.

Figure 1.1: Cone Calorimeter

The cone calorimeter has been used widely and successfully in structuraséarch
but has not been used extensively for wildland/forest fire research. The coniraetsr
will be used for the source of heating in all experiments in this study.

1.11 Objectives of thisresearch

The ability to predict the heating of soil during a forest fire is an @ffetbol that can
be used to predict below-ground effects of such fires. The ability to predict
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belowground-effects of fire can aid forest managers in effectively quiagtifiye total

effects of a fire before conducting prescribed burning in order to achievedlsssults.

This can become very important especially where selective regenerasipectds in

forest settings is desired. Many of the models for predicting below-gromnmetatures

are complex and do not include dependence of thermal properties on temperature, and
predictions from such models in some cases vary from experimental meassrbynas
much as 100%. As mentioned by Albini et. al. [47], the simplest model that can be used
to predict below-ground effects of a fire is one that neglects the presencestfrmoi

Such a model could have good predictive ability. In addition to depth of lethal heat
penetration arising from direct temperatures of forest fires, combustiogafiomatter

in the forest during or after a forest fire is another important below-groteat diie to

high heat residence times of such combustion process and the effect on the organic and
mineral soil. In all cases, validation of models of heat transfer in the sl be costly
especially in the use of large scale fires in forest settings or the usalb§cate fires.

For both of these methods there is lack of repeatability and control over pasaameter
these are always problematic in the experimental validation of models.

With the above mentioned, the objectives of this research are:
to develop and increase the predictive power of a simple model of heat
transfer in soil that neglects the presence of moisture. This is done through
the inclusion of temperature dependent thermal properties,
to determine the effect of inorganics present in organic materials on the rate
of smoldering combustion of such organic materials,
to develop methods of creating forest floor soil in the laboratory using
commercially available materials like peat and sand for small &sttewith
greater control over parameters and greater assurance of repeatability,
to develop laboratory scale tests and methods to use the cone calorimeter for
wildland fire research.

The model will help forest managers to predict temperature profiles in floest &nd

also the depth of lethal heat penetration for any prescribed or unprescribed fire

Knowledge of the effect of inorganics on smoldering combustion of organic material
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the forest will help extensively in predicting spread rates of ground ficke)gpected
maximum temperatures which can be used in determining depth of lethal heat
penetration. The ability to construct forest floor soils in the laboratory with
commercially available material and to conduct small scale testabfraasfer in soll

will go a great length in aiding the understanding of the principles of hedetrans

forest soil and in the prediction of depth of lethal heat penetration. The ability toplevel
small scale laboratory tests incorporating the use of equipment that gatepro
controlled heat inputs will be a great tool in wildland fire research.

1.11 Scope of thesis

In this thesis, a background to forest/wildland fires and their types, heaetramsoil

and effects of high temperatures on plants and nutrients within the soil are described i
Chapter One. Some of the works involving heat transfer in soil relevant to this work ar
catalogued in this Chapter. In Chapter Two, a finite-difference formulatioonstant

and temperature dependent thermal properties models of heat transfer it aly soi
detailed and extended to cover a two-layer soil. Methods of determining thermal
properties for the model and numerical results are discussed along witlvisgstudy

of properties of the soil on heat transfer in Chapter Three. The procedure foti@olle

of sand and soil samples and construction of soil in the laboratory, a description of the
equipment and procedure for conducting the experiments as well as the experimental
results are given in Chapter Four. Experimental and numerical resultsngpared in
Chapter Five, and implications of the results to fire research are discGssetlisions

are drawn and recommendations for future work are given in Chapter Six.
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CHAPTER TWO: DEVELOPMENT OF NUMERICAL MODEL

This chapter will describe the development of a numerical model for heaetrandfy
soil. The following will be discussed in this Chapter:
« assumptions of semi-infinite behaviour and one-dimensional heat transfer,
- the use of constant and temperature dependent thermal properties in the
formulation of a model for a homogenous dry soil,
. the extension of the model to two-layer dry soil,
- the implementation of these models in a computer program, and

- validation of the models using analytical solutions.

2.1 One-dimensional approach to heat transfer in soil

Most heat transfer models in soil have treated soil as a one-dimensionaheitei-i

medium (e.qg. [5, 16, 61]). Richon [5] considered both one- and two-dimensional modes
of heat transfer in soil and found that the difference between model results for the one-
and two-dimensional approaches were less than 3%. This implies that assurhing hea

flow in the soil to occur only in the vertical direction is appropriate.

Heat transfer in soil can be computed using the Fourier field equation (Equation (1.1)
For the one dimensional case, the time rate of change of soil temperFatsra function
of the divergence of soil heat flug; :
oT _0(, dT

maza(k&J (2.1)
where: x is depth from surface of saill,

tis time,

k is the thermal conductivity,

c is the specific heat,

p is density, and
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q =_k6_T, (2.2)
oX
In the case where thermal propertiksq,p) are independent of temperature, a special

case of Equation (2.1) arises as:

oT 0°T
= 2.3
ot x> 23)
where a :L is thermal diffusivity. (2.4)
oC

In this formulation of the heat transfer equation, energy exesaagsociated with the
presence of moisture (latent heat of evaporation or phasges due to condensation) are
ignored. Recall that in Chapter One, the effects of meists literally reducing the

thermal diffusivity by requiring drying out of the wateasvmentioned. The effects of
moisture have been neglected because the focus in tihyssto develop a simple model
that neglects the complexities that arise from the ptizaeges. Also, heat transfer will be
assumed to be one-dimensional and this assumption ofifmeesional heat transfer will
be verified with an experiment in Chapter Four.

2.2 Thermal properties

The most influential factors governing heat transfer ihaseithe thermal properties, in
this case the thermal conductiviky specific heat; and the density. Due to their
complexity, cases of temperature dependent thermal ntiegolave rarely been treated.
Richon [5] indicated that thermal properties were nppssed to affect results in any
significant way since thermal properties were weak funstadriemperature. However,
Pourhashemi et al. [61] suggest that thermal conductivity and spleeét are strong
functions of temperature especially at high temperatures. In this studigpgbedence
of thermal properties on temperature will be determined through experimental

correlations and from the literature. These will be discussed in Chapter Three.

2.3 Boundary conditions

Figure 2.1 shows the cone calorimeter heater and a soil sample in a sample holder
Figure 2.2 is a schematic representation depicting the energy exchémgswaface of
the soil exposed to a radiative incident heat flux. Recall that in Chapter Oree it wa

26



mentioned that the cone calorimeter will be used as a radiant heat sourcetndyis
The energy exchange at the surface in addition to that at the bottom of the dwal will

used to generate the boundary conditions for the model.

Figure 2.1: Soil sample beneath cone calorimeter’s heater
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bottom k =L, T =T, for allt > 0)

Figure 2.2: Schematic Representation of Soil Sample and Cone Heater Showing

Energy Exchange at the Surface of the Soill

where:

g, = incident heat flux from cone calorimeter

= convective heat flux losses

n
qconvectio

g, = radiative heat flux losses
g, = heat flux conducted into soil

The incident heat flux has been idealised in this study as it has been chosen to be
constant over space and time. However, this is not the case in reality, whegaadas

over the soil surface.

2.3.1 Bottom boundary condition - Semi-infinite assumption

The bottom boundary condition will be obtained by considering the soil as a semi-
infinite solid. A semi-infinite solid is one in which the temperature does not claesnge

the depth within the solid tends to infinity. In reality, temperature gradie®gs within

soil are not very high and all models of heat transfer in soil known to author (e.g., [5, 16,

23]) have treated soil as a semi-infinite solid. For soil in the forest, whenrfaeesis
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subjected to a source of heat input, the temperature deep down in the soil remains
constant and equal to the initial temperature. Many researchers (e.g., [31vé2d)dua
found that irrespective of the temperature at the surface of the soil, depth inngodra
appreciable heating is achieved is not to a large extent. However, if a finibeodapil
is heated, like in a laboratory, the semi-infinite assumption will be valid fori@dim
period of time depending on the thermal properties of the soil. The criterion in such a
case for the semi-infinite assumption to be valid is:

L

2\at

where:L = depth of soil, m,

>2 (2.5)

o = thermal diffusivity, n¥'s,
t = time within which semi-infinite assumption is valid, s.
In this study the semi-infinite assumption will be used. Thus the boundary condition at
the bottom of the soil is:
To=t) = To for alt> O; (2.6)

where: To= initial temperature of soil.

2.3.2 Surface boundary condition

At the surface of the soil, the temperature could be constant or changing wittt tespe
time depending on the presence or absence of a source of heat, the intensitgwtte s
of heat and convective cooling. Since there will be a source of heat at tloe $arfthis
study, there will be conduction of heat into soil at the surface and then there will be

convective cooling at the surface as well (Figure 2.2).

For the source of heat for the surface boundary condition, a heat flux boundary condition
was chosen in favour of a temperature boundary condition primarily because of the
following reasons:

the cone calorimeter which will be used in the experiments for validation of

the model subjects samples to a purely radiative heat flux, a description of

the cone calorimeter has been given in Chapter One,
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a soil surface is not clearly defined and largepeenature gradients can exist

across it making it difficult to measure accuratelyperatures at the surface [63].

fire behaviour models (e.g., [2]) exist that are able to estimate amount of heat
a fire transmits to the soil and it is easier to obtain data of heat input into the

soil than obtaining surface temperature data.

With reference to Figure 2.2, at the surface of the soil, the energy exclaamige c
reduced to the net incident heat flux and convective heat flux losses.

2.3.3 Radiative heat flux

The cone calorimeter imposes a purely radiative heat flux on samples thrastiheres
heating of the cone’s coils with the sample located at 25 cm beneath the lowest point
the heating cone. Janssens [65] determined that the view factothfe cone heater to a

10 cm x 10 cm surface located at 2.5 cm beneath the cone heater is 0.9678, it is thus
assumed that during the period in which the soil surface is exposed to the heat flux from
the cone calorimeter, the cone heater and the soil surface exchangemraxtibtiwith

each other. The radiative heat flux at the surface of the sagiple,., will be:

q;'adiative = £a-a_c‘tl)ne _Tx4=0) (27)
where: ¢ = Emissivity of the solil surface,
o = Stefan-Boltzmann constant,

T,..,= Temperature at surface of soil, and

T_... = Temperature of cone calorimeter’s heating coil.

cone

As T: >>T?* attimet=t,, The boundary condition given by Equation (2.7) can be

one

expressed in terms of the nominal incident heat fgfx,such that,

q;,adiative = Eo—Tc?Jne = qo (28)
where g, = incident heat flux from cone calorimeter.
Therefore:

Oragiatvet = Go ~E0T,20+ T < texposure (2.9)

30



After heating of soil surface ceases, it is anticipated that the sbidlemihoved away
from underneath the heater to a different area in the laboratory such that thefsod s
will be exposed entirely to the ambient. The radiative exchange in this cassesemet
the soil surface and the walls which are assumed to have the same tempeithiire a

ambient. The net radiative heat loss thus becomes:

q;,adiative = _Ea(Txio _Ta4) 1> 1:exposure (210)

whereT, is the ambient temperature.

2.3.4 Convective heat flux
Once the temperature at the surface of the soil sample exceeds the anipenature,
convective cooling will commence. Richon [5] considered six surface boundary
conditions arising from three surface convective cooling scenarios:

* no convective cooling at the surface at all times of test,

e convective cooling at the surface after passage of fire, and

e convective cooling at surface at all times.
For this study, convective cooling at the surface at all times will betus fhowever,
convective cooling only after the exposure to the heat flux will also be considexed
sensitivity study in Chapter Three. The convective heat flux is given by:

Aeomvecive™ ~N(Tyeo ~Ta) (2.11)

where: h = convective heat transfer coefficient
The approach of convective cooling at all times may overestimate the tivaevexat
losses during exposure to the nominal incident heat flux as the temperature »f t@r ne

the surface of the soil will likely be greater than the ambient.

2.3.5 Net heat flux
The net radiative heat flux and the convective heat flux provide the net heat flux at the

surface of the soil. The net heat flu,,, is given by:
Ore = €0(Th .~ T2,)—h(T,_, —T,), which in terms of the nominal incident heat flux is:

q:et = qg - SO'TXiO - h(szo _Ta) B S texposure (2.12)
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After the exposure period, the net heat flux becomes:

q:et = _go-(Tx4=0 _Ta4) - h(Tx:O _Ta) ) t> 1:exposure (213)

2.3.6 Net energy exchange
From the net heat flux and the convective heat flux losses at the surface, tfye ener

exchange at the surface gives the surface boundary conditions as:

q(,:,onduction+ Esm = q;:et (214)
Recalling the definition fog" from Equation (2.2), Equation (2.14) becomes:
dT

ka + Esm = q::et
whereEs, is the internal energy storage.

Substitutingq;,, from Equations (2.12) and (2.13) yields:

net

k(zi_T = qg - SO'TX4:0 - h(szo _Ta) - Esm’ t< texposure (215)
X
oT _ 4 4
ka_ - _ga(szo _Ta ) - h(szo _Ta) - Esm’ t> texposure (216)
X

The net energy exchange as it stands in Equations (2.15) and (2.16) are highly non-linear
as a result of the radiative heat loss terms. The non-linearity asdogititg¢he radiative

heat losses will be linearised in the finite-difference model using tetapesaat the

previous time steps. For the purpose of this study, a step input type of heat flux exposure
was chosen for simplicity, both experimentally and analytically. Thegeif exposure

of the heat flux is referred to &sposure this is the period from the heat flux at surface of

soil being a non-zero value to the time it again becomes a zero value.

2.4 Conduction in soil
Between the surface and the bottom of the soil, the heat transfer mechanissoih the
will be treated as one-dimensional heat conductiorplarge wall, specifically as an inert

slab, which for temperature dependent thermal properkes the form of Equation (2.1):

ot ox\ ot

and for constant thermal properties takes the form of Equation (2.3):
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ar _, 0T
ot ox®
The equations of interest thus become:

oT I

k& =q, —€0T}, —h(T,_,—T,) atx=0 for 0 <t texposure

k‘;_T = —e0(T4, ~T*) = h(T., —T,) atx= 0 for t > buposure
X

,oca—T = i(ka—T] at x > 0 and ¢ 0 (temperature dependent prope%es()&l?)
ot ox\ ot
2
%—I = 3 12_ atx>0and® 0 (constant properties)
X

T. =T, for O0<t<owo

_/

2.5 Solution methods
All the differential equations and associated boundanglitions given by Equation (2.17)
form the basis for the numerical model for both constant and variable thermalipsopert
A finite difference method was chosen to solve the differential equations angleit ex
(or Euler) time-marching scheme was used in formulating the descritizedeg&b].
This method of moving ahead in time is very simple to use especially when variable
thermal properties are involved [66]. It can generate very accuratesneben small
time and spatial steps are used. For the Euler method of moving ahead in timetethe fini
difference equation (Equation (2.3)) for an interior node m, becomes:

1T,"-T, Tt * Toa = 2T,

a At (AX)? (2.18)

where:i+1 is the current time step,
i is the previous time step and
Axis the mesh size
At is the time step
m-1is the preceding node

m+1 is the succeeding node
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In developing the descritized equations for the model, the methods described in

Myers [66] were followed especially for the case of variable thermakptiep.

25.1 Thermal properties

For the case of constant thermal properties, values of the thermal conductiuity,

specific heat, computed at room temperature were used. For the case of variable

thermal properties, linear equations of thermal conductivity and specific Haah (wll

be discussed in Chapter Three) were used. The equations were of the form:
k(T)=a+bT (2.19)
c(T)=e+ T (2.20)

where a, b, e and f are constants amslthe temperature. To avoid complications due to

non-linearity,k(T) andc(T) were evaluated using temperatures at the previous time

steps.

Details on the use of finite differences to arrive at the descritized egsiaie given in
Appendix A. A summary of the system of equations for the case of constant thermal

properties are given by:

[T =[A] [T] '+ [C] (2.21)
where
- To i+l
Tl
m+=| _
Tlast—l
L Tlast _

[1-2aP(L+hAX/K)  2aP
apP 1-2aP aP

[Al =
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T
Tl
m'=| _
Tlast—l
L Tlast |
[ 2aPAX(qp, + hT,) /K]
0
[C] = )
0
- 0 -

where the superscriptefers to previous time step,1 refers to current time step and

P= at > is a stability parameter.
(AX)

The model for the case of temperature dependent thermal properties walafed by
replacing the thermal conductivity and specific heat with linear equationstiétgia

(2.19) and (2.20). For the case of temperature dependent thermal propertiesithe matr

obtained is:
[T]™*=[A[T]' + [C] (2.22)
r To i+l
Tl
m«=| _
Tlast—l
L Tlast n
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1_ko+klp_ hAX op Pk0+k1
(0), (0), (c),
km—l + km _ km—l + 2km + km+1 P km + km+l
2(pc),, 2(pc), 2(c),,
[A] = _
. 1_
o
Tl
[T'=| _ | and
Tlast—l
L Tlast a
2P—AX (q:et + hTa)
(0c)
0
[C] = -
0
- 0 -

The definitions of the various symbols are givedAppendix A.

Analytical solution of Equation (2.17) for the caxesoil exposed to a given heat flux
with convective cooling and constant thermal prapsiwas obtained by adapting and
combining methods from [5] and [67]. Microsoft® Eetevas used to generate the
analytical solution and a Fortran computer code aea®loped for implementing the
numerical model. Appendix B gives the analyticduson for the case of constant

thermal properties.

The nodes for the numerical model were number@dder from the surface of the soil

to the bottom and were of constant size. The staliiiterion [68] requires that the
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coefficient of T for the surface node be greater than zero. Frorditioeetization, the

coefficient of T at the surface wak- 2aP (1+hAx/K) . Hence it is required for the

stability of the solution that:

1-2aP(@1+hAx/k) >0 (2.23)
With a thermal diffusivityg, of 2.2 x 10' m%/s [68], which is an average for soil, a node
size,Ax, of 0.5 mm and a time steft, of 0.1 seconds were found to give a robust code
and satisfy the stability criterion described irugtion (2.23). There was no benefit to
further decreasing the time step and node sizeandcrease in these quantities showed

some amount of variation from the analytical solnti

Figure 2.3 shows the effect of varying the noda¢ sin the results of the model in
comparison with the analytical solution. From Fg@r3, the results using node sizes of
1.0 and 1.5 mm varied from the analytical solutiyr15% and 63% at the early stages
of heating. The variations of their values from &malytical were consistently greater
than for 0.5 mm at all times. Using a node siz6.26 mm gave values that were higher
than the analytical solution. Figure 2.4 givesdffect of varying the time step on the
model results. Time steps of 0.5, 0.1 and 0.0® shown and compared with the
analytical solution. There is practically no vanatbetween 0.05 and 0.1 s time steps and
they both give very good results in comparison whthanalytical solution. The 0.5 s time
step gives a larger variation from the analyticdliBon compared to 0.1 s time step
especially at the initial stages of heating. Sinadurther benefits are obtained with 0.05

s time step, the 0.1 s time step was chosen fantiael.
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Figure 2.3: Comparison of Numerical Results andiyi@al Solution for Prediction of
Surface Temperature Showing &fté Different Nodal Sizes (Exposed to
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Heat Flux of 50 kWfn
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2.6 Validation of model.
Validation of the model was necessary to ensuretiiegedifferential equations were
properly formulated, the discretization of the eiffntial equations and the coding of the

resulting matrix using Fortran were properly impéted.

2.6.1 Constant thermal propertiessingle layer model
An analytical solution of the heating period wasaded and compared with numerical
results. The following properties were used basedwerage taken from various
literature (e.g., [5, 68]):

k=0.2345 W/m-K

¢ = 1550 J/kg-K, and

p = 1513 kg/m.
Figures 2.5 and 2.6 show the numerical and analypiofiles at the surface and at a
depth of 1 cm for exposure to a heat flux of 50 kior an exposure timéekposurg Of
5 minutes. Figure 2.5 shows excellent agreememidszt the numerical model and the
analytical solution. The maximum variation betwéesm numerical and analytical
solution was 4.8% at 1 second. After this the temeadrops to less than 1% throughout
the simulation period. Figure 2.5 also shows ero¢lagreement between the numerical
and analytical results at a depth of 1 cm. A consparwas also made for an exposure to
120 kW/nf for an exposure period of 5 minutes and the \iaridtetween the analytical

and model results were less than 1% at all depths.
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Figure 2.6: Comparison of Numerical and AnalytiRalsults at Depth of 1 cm for
Exposure of Five Minutes (Helabdof 50 kW/nf)

The model results were also compared to a spezsal af a semi-infinite medium
subjected to a constant heat flux without convectiwoling for which analytical
solutions are available in many heat transfer téxts[66, 67, 68]). This was done by
setting the convective heat transfer coefficibntn the numerical solution to zero.
Table 2.1 gives a comparison of temperatures oddaom the numerical and

analytical methods with two different constant héat boundary values.
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Table 2.1: Temperatures Obtained From Model andyfinal Results Without

Convective Cooling at the Surface

q" =75 kW/nf, q' = 50 kw/nf,
Depth (cm) | duration of exposure = 300 secondsuration of exposure= 500 secon
Temperature at 300 seconds@ | Temperature at 500 secondS@n
Numerical Analytical Numerical Analytical
Surface 2717.9 2721.2 2343.5 2345.1
1 605.8 607.4 772.7 773.8
2 85.8 85.9 185.4 185.6
3 25.2 25.2 44.8 44.8
4 221 221 24.0 241

As can be seen from the data in the table, thdtsesiuithe numerical model are very

close to that of the analytical with variationdeds than 1% in all cases. Hence it is

concluded that the numerical model is implementadectly.

The cooling portion of the model (aftekyosurd Was validated by setting the model to

have an initial temperature distribution of 30Ghroughout the soil, selecting an

ambient temperature of 22 and then setting the incident heat flux to z8ince the

ds

initial temperature is greater than the ambienipemrature, this reduces to a convective

cooling heat flux boundary case for which analytgzdutions are available in many heat

transfer texts (e.g., [66, 67, 68]). Figure 2.7egia comparison of the surface

temperatures as they cooled using the numericakhaodl analytical solution. The

graph shows very good agreement between the asalgind numerical solution. The

maximum variation between the numerical and aradi/golutions was less than 1%
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Figure 2.7: Comparison of Numerical and AnalytiRalsults of Surface Temperature

During Convective Cooling

2.6.2 Temperature dependent thermal propertiessingle layer model.

Having verified the accuracy of the constant thénqmaperty numerical model with
various analytical solutions, it was necessaryeify that the inclusion of temperature
dependent thermal properties in the formulatiothefmodel had not affected the

accuracy of the model. This was done in three ways.

The first was by replacing the temperature depettthenmal properties with constant
values in Equation (2.22). Thus in Equation (2.229,temperature dependent thermal
conductivities k,, k.+1 were replaced with a constant valy@and the temperature
dependent specific heats, c,+1 were replaced with a constant vatud his generated
the same matrix equation as was obtained for faatmg with constant thermal
propertiesk andc (Equations (2.21)).
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Second, the linear equations of the temperaturerdigmt heat capacity and thermal
conductivity used in the computer code (Equati@$9) and (2.20)) were replaced with
the constant values used for the constant therropkpties model. The results obtained
from this modification were then compared to tmatrf the constant thermal properties
model. The results obtained were identical, imgyimat the inclusion of temperature
dependent thermal properties in the discretizadioh formulation had not affected the

accuracy of the model.

Third, the results of the model were compared taraadytical solution for a semi-
infinite medium whose thermal conductivity was a&erage for the material and

dependent on the surface temperature. The sohstigiven by:

k(T) =k(T))A-4(T -T)) (2.23)
2. a0, xY
T(xt) =T +%[1 5J (2.24)

wheres is the penetration depth, calculated using

5= /M(Wt , (2.25)
0C

kw is the thermal conductivity at the surface cal@daising

k. (k. —k)? :g%t, (2.26)

k(T)is the thermal conductivity at the surface of itinegterial

ki is the thermal conductivity at the initial tempewra andk is a constant.
A computer code of the analytical solution devetbpeQ-Basic 4.5 was adapted from
Torvi [69].

Figure 2.8 gives a comparison of the numericaltsmand the results of the computer
code of the analytical solution adapted from T@89] at the surface and depths of
0.5 mm and 2 mm. The properties used in this case:w

p = 400 kg/n

c= 1100 J/kg.K

k =0.001T-0.2057
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As can be seen from the figure, excellent agreemseathieved between the numerical

and analytical results.
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600 -

500 ~

400

300

Temperature (°C)

O Analytical Solution
— Numerical Solution

200 -

100 -+

O T T T T T

Ti me6(sec) 10 12

Figure 2.8: Comparison of Numerical Results andlital Results Adapted from

Torvi [69] Variable Thermal Corddivity at Surface, 0.5 mm and 2 mm

2.7 Constant thermal propertiestwo-layer model
The approach used in formulating the one layer ieate be extended to cover for

multiple layers of soil column. In this case, a tlager model was considered.

2.7.1 Formulation of model

The soil column in this case consisted of a fagel with thermal and physical properties
having subscript “1” and a second layer havingrttamand physical properties with
subscript “2”. The surface boundary conditionstha first layer will be similar to the
surface boundary conditions of the single-layer ehdaence the surface temperature will
be of the same form as that given by the matriqoation (2.16). The bottom boundary
condition of the first layer is a temperature baamyccondition in which the temperature at

the bottom of the first layer is equal to the terapgre at the top of the second layer.
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Figure 2.9 gives a representation of the nodeeaintierface of the two layers. In the
figure:

M1 represents the node at the bottom of the firstrjaye

M1 .1 represents the last but one node of the firstrJaye

Mo,1 represents the first inner node of the second laye

A typical node is surrounded by a mesh of gixe

Surface, x =0

Ty F Mt
JEEE. _/_2 ....... AX]_
Bottom of first layer, x = L1 AX v My,
AX2/2 A¢X2 M,
qgut; ¢ 21

Bottom of second layer

Figure 2.9: Depiction of Mesh and Nodes for BottoouBdary of First Layer in

Two-Layer Model Formulation.

At the last node for the first layer, heat fluxngo a mesh of sizax/2 and the energy

transfers are given by:

— kl TM L1 _TM 1L

n
qin

Ax,
Oou = K T““+X_2TM“ (2.27)
Eova = (m)%xl%
Formulating with the explicit method of moving ablea time yields:
T =20 PTH +Thi,|L’1(1— 2a,p -2 (;é)l MA;XZ j ¥ (;z)l - Xixz T,  (2.28)

This gives the descritized equation for the temipeesat the last node of the first layer.
Since the surface node of the second layer wilelthe same temperature as given
above, then the first and interior nodes of thesddayer will have similar formulation

as that for the first layer with subscript “2”. Thettom node of the second layer will
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have the same formulation as the bottom node dditigde layer model. Details of these
derivations are given in Appendix A. The Fortranleased for outputting the results as

well as its flowchart are given in Appendix C

2.7.2 Verification of two-layer model

The two-layer model was compared to an analytickit®n of heat transfer in fabrics in
close contact with the human skin. The analyticaitson for the temperature of the top
layer is given by:

T =T, (x0) = [{ f ex’{ jx{l_er{%);_ﬂ}]]

Z( M at(ex _(x+2L1(n+1))2J+eX _(x—2|_1(n+1))2m
ynO V4 4at 4at

(2.29)
-(x+2L,(n+)|1-erf M
2|at
+(x=2L,(n+1)| 1-erf| X=2L(O0+D ]
2at
For the bottom layer, the temperaturgisTgiven by:
2
) —[x—Ll(l— /2:2(2n+1)n
200 1 at 1
T(X)-T,(X0)=——> | -—| | 2
(1) ~T,(x,0) v Z;( VM - & dat
(2.30)
[ / (2n+1)j
—{x L[ (2n+1)D 1-erf
\ a, Zcr2
. where ke, + (koo), (ko). (2.31)

Y koo, (ko) (ko)

47



2= ko, ~kfa, ) (2.32)
a, anda, are the thermal diffusivities are the thermalwhitities of the
top and bottom layers
A computer code in Q-Basic 4.5 developed by Tor@i ffor the analytical solution
given by Equations (2.25) and (2.26) was adapteddmparison with the two-layer
model developed in this study. Two cases were coeapaere:
1. an exposure period of 30 seconds with no convecteéng at the surface, and
2. an exposure period of 30 seconds with convectiedirap at the surface.
Figure 2.10 compares the numerical and analyte=allts for the two cases described
above. The figure shows excellent agreement bettfeenumerical and analytical

results as variation between them was less thafol #e two cases considered.
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Figure 2.10: Comparison of Analytical and NumeriRakults for Predicted Surface
Temperatures of Case 1 (No Cotive Cooling at all Times) and Case 2
(Convective Cooling at all Til&é®m the Two-layer Model
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2.8 Summary of Chapter

In this chapter a model of heat transfer in sothveionvective cooling has been
developed. Numerical models to address cases stamrand temperature dependent
thermal properties have been formulated. The mimidé¢he case of constant thermal
properties has been extended to the case of theretit layers having constant thermal
properties. Methods of treating the boundary camwlét such as the net incident heat
flux have also been described. Solution of the=dgiftial equations governing the
transfer of heat in dry soil was done using adimifference approach and employing an
explicit time-stepping method. The results of tbastant thermal property models, both
single and two-layer, were compared to analytioalt®ons and very good agreement
was obtained. The varying thermal property moded then validated against the
constant thermal properties and a simple analysiclition of varying thermal
conductivity, and results were found to be verydydo general the results from the
numerical model have agreed well with analyticdliSons during both transient and

steady state periods.
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CHAPTER THREE: NUMERICAL RESULTS
In this chapter, predictions from the numerical elsdormulated in Chapter Two will
be presented. Methods used to obtain thermal priepersed in the model will be
discussed. The following predictions will be madéwhe model.
Heat transfer in dry sand: the temperature profiteximum temperatures
and depth of lethal heat penetration will be pregidor exposure to heat
fluxes of 25, 50 and 75 kW/nfior 5 minutes with convective cooling at all
times.
Heat transfer in dry sand: the temperature profiteaximum temperatures at
various depths and depth of lethal heat penetratithie predicted for
exposure to a heat flux of 50 kWAtfor 5, 7 and 10 minutes.
Heat transfer in dry two-layer soil: temperaturefies, maximum
temperatures and depth of lethal heat penetratitbihevpredicted for
exposure to a heat flux of 50 kW/for 5 minutes and exposure to a
heat flux of 25 kW/ffor 10 minutes.
In addition to the above, a sensitivity analysi8 ae conducted to determine the effect

of the thermal properties on the models predictions

3.1 Thermal properties used in model
In Chapter Two, numerical models were formulatedifthe Fourier field equation in one
dimension with all relevant equations and boundanditions given by Equation (2.12).
The numerical models developed are:

a constant thermal properties single-layer model

a temperature dependent thermal properties siag-model, and

a constant thermal properties two-layer model.
The boundary conditions used in developing theseefsanclude:

50



an assumption of a semi-infinite medium (for whilbh temperature at the
bottom of soil is constant throughout the period),
a constant incident heat flux surface boundary itmmdwith convective
cooling and radiative losses during and after expo®o heat.
Based on the governing equations, Equation (2.4Q)f@e boundary conditions, the
input parameters required for the models are:
0o = incident heat flux (KW/r),
h = convective heat transfer coefficient (W/i),
¢ = specific heat (J/kg-K),
k = thermal conductivity (W/m-K),
texposure= time of exposure of the source of heat flux &syl
p = density (kg/rf).
For the temperature dependent thermal propertieelinear relationships depicting
the dependence of the specific heat and the thexomaluctivity on temperature will be
used whilst for the constant temperature propentiedel, room temperature values of
the specific heat and thermal conductivity willlmed. The methods used in
determining the specific heat, thermal conductieityl the convective heat transfer

coefficient will be presented in the next two sacs.

3.1.1 Treatment of thermal conductivity

Generally, the thermal conductivity of soil dependshe relative fractions of water,
gas, mineral and organic matter as well as temyerathe most popular model for soil
thermal conductivity is that of de Vries [43]. dé&& model of 1962 [43] considered soil
as a continuous element of water for moist soil@ndor dry soil in which granules of
soil particles, air or water are dispersed. deVem®sputed the thermal conductivity as a
weighted average of the conductivities of varioosiponents of the soil. For sand,
which is being used in this study, the thermal cmtidity ranges from 0.2 when dry to
about 2.5 W/mC when moist [62]. Pourhashemi, et al. [61] citB&F, et al. [72] as
noting that between 300 K and 1500 K, there islgnmmial dependence of thermal
conductivity on temperature. Pourhashemi, et dl] ftermined that the temperature

51



dependence of thermal conductivity for their stuwds a third-order polynomial given
as:

k =-025+192x107°T - 354x107°T? + 26x107°T?, cal/(cm-min-K) (3.1)
for quartz sand and

k=-013+13x107°T - 25x107°T? +1.9x10°T?, cal/(cm-min-K) (3.2)
for sea sand.
In their model, smaller temperature ranges werd asd the polynomial dependence of
thermal conductivity was converted to linear fuons, the parameters of these linear

relationships were determined experimentally.

For the present study a FOX heat flow meter wad tsebtain the experimental
variation of thermal conductivity with average tesmgture over a range of 17.5 to
37.5°C, which was the maximum average temperature thdtde used with the
equipment. Figure 3.1 is a picture of the Fox 3édtHlow meter. The FOX heat flow
meter measures the thermal conductivity of matebaked on the general principle of
heat transfer using the one-dimensional Fourieato, Equation (1.2):

q'= —kd—T (3.3)
dx

where: q"is heat flux flowing through the sample, Wim

k is its thermal conductivity, W/AC, and

dT/dxis temperature gradient on the isothermal flatesiaC/m.
If a flat sample is placed between two flat isothak plates maintained at two different
temperatures, and a uniform one-dimensional tenyreréield has been stabilized, the
temperature field in the sample should be uniforithiw the entire sample’s volume.
The temperature gradient can be determined by mexasuts of the difference between
temperatures of the hot and cold plates and thgkonéthe sample, this is given by:
where Thot IS the temperature of the hot plate surface

Teoid IS the temperature of the cold plate surface and

Ax, is the sample thickness.
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In this case average temperature gradidindxis assumed equal 1r/4x.
The instrument produces conductivity results adeu@within 1% [73]. Both

instrument plates utilize solid state heating/aupkand operate between 0°C and 80°C

Ensure Water
Flow rate of 20GPH

Contact Chris (¢mj089) in case of problems.

e —

Figure 3.1: Laser Comp FOX 314 Heat Flow Meter

For the thermal conductivity tests conducted wit ltaser Comp FOX 314 heat flow
meter (Saugus, MA), a rectangular holder with maédimensions of 20 cm x 20 cm and
a depth of 2 cm was constructed from polystyrerfeotd the sand sample. Sand of mass
1271 g was used to fill the rectangular polystyreleenent to the brim such that the bulk
density of the sand was approximately 1588 RgFhis value of bulk density is same as
that which will be used for the heat transfer expents of the sand that will be
described in Chapter Four. The heat flow meter setiso determine conductivity values
at average temperatures of 3€532.5C, 22.8C and 17.8C. 37.5C was the maximum
average temperature setting for the equipmenttdstevas set to run five times. Table

3.1 gives the mean and standard deviations ofiteddsts.
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Table 3.1: Mean Heat Flux Values Obtained for iagidverage Temperatures Using

the Fox Heat Flow Meter

Average Thermal Conductivity of Fine Sand(W7@)
Temperature®C) Mean Standard Deviation
17.5 0.2376 0.00404
22.5 0.2402 0.00356
32.5 0.2465 0.00263
37.5 0.2492 0.00318

The data obtained from the tests were correlatdcadmear relationship was
established between temperature and thermal cawmidyclt is assumed for simplicity
that this linear relationship is valid throughod range of temperatures in this study.
The obtained relationship between temperature anductivity is:

k(T) =0.0006T+0.0661 (3.5)

where k is the temperature dependent thermal conduciivity//m-K and

T is the temperature in Kelvin.

Figure 3.2 shows a comparison of the dependenitewhal conductivity of the sand used
in this study on temperature with that of differsahds obtained from Pourhashemi [53].
As can be seen from the temperature dependenberafadl conductivity given by

Figure 3.2, there is an increase in thermal comdtyctvith increase in temperature. Data
from other literature (e.g. Hiraiwa, et al. [74I3@suggest that for dry soils, there is an
increase in thermal conductivity for increasing pemature of soil. From the experimental
correlated data, considering the range of intdrest 300K up to a temperature of about
700K, the thermal conductivity values range fro@40.3 to 0.4861 W/m-K. This shows
an increase of close to 100%. For a 100% increatdermal conductivity over a
temperature range of 400K, it can be said thanthéconductivity is a strong function

of temperature.
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Figure 3.2: Comparison of Temperature Dependend&efmal Conductivity from
Experimental Data for this Stwhd the Literature

As can be seen from Figure 3.2, the experimentatladed data used in this study
shows a linear variation throughout the temperatamge of interest. However, data from
Pourhashemi et. al. [61] on quartz and sea sandtdegather rapid increase especially at
high temperatures (from 500K) where the polynowgailation of thermal conductivity
with temperature causes rapid increase in theroraluctivity values. From 500K to
650K, quartz sand shows an increase in thermaluondy of 0.46 W/m-K, sea sand
shows an increase of 0.33 W/m-K whilst the expeantadecorrelated data shows an
increase of only 0.09 W/m-K. This implies that &x@erimental correlated thermal
conductivity relation used in this study is liketybe deficient at high temperatures
since the correlation was determined at low tentpeza. Pourhashemi et al. [61] cites
Flynn et al. [72] that for soil undergoing a termgdare change of more than 500K, the
temperature dependence of thermal conductivity abba ignored due to the

polynomial dependence given in Equations (3.1)(&r2).
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Between 300K and 600K, there is a 73% increadedxperimentally correlated thermal
conductivity. At 300K, the quartz sand has a thécoaductivity of 0.5411 W/m-K, the
sea sand has a thermal conductivity of 0.6018 W/mvHlst the experimentally

correlated thermal conductivity is 0.2461 W/m-Kn@mared to the literature (e.g., [5, 22,
68]), the experimentally correlated thermal conohitgtof 0.2461 W/m-K at 300 K is a
better approximation of the thermal conductivitysahd compared to the values obtained

for the sea and quartz sands from Pourhashemi[étLl

3.1.2 Treatment of variable specific heat
Pourhashemi et al. [61] cites [75] as giving a pokeéationship between specific heat
and temperature for dry quartz and sea sand famadrature range of 300 K to 1000 K
as:

c(T) = 0.0097 %2 (3.6)
where ¢(T) is the specific heat as a function of temperatcafg-K

T is temperature in K.
Equation (3.6) can be written to have S.I. units as

o(T) = 40.617 %2, J/kg-K (3.7)
In the absence of reliable data on the variatiospefific heat with temperature for the
sand to be used in the validation of the modehis $tudy, this relationship will be
adapted. To avoid complications with the non-liftgan Equation (3.7), the values of
c(T) will be computed at previous time steps. FiguBshows the dependence of
specific heat with temperature as given by Pourtiasiet al. [61]. There is an increase
in specific heat with temperature and between 3808 600K, there is a 43% increase
in specific heat.
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Figure 3.3: Dependence of Specific Heat on Temperaidapted from Pourhashemi et
al. [61]

3.1.3 Convective heat transfer coefficient.

The convective heat transfer coefficiemtgoverns the heat transfer due to convection.
Buoyancy forces due to temperature gradients betivee surfaces, such as will exist
between a heated soil surface and the surroundinggtes convective heat transfer [68].
Incropera and DeWitt [68] give detailed analysiscorrelations used in determining the
value ofh for certain cases based on the average tempesatitiee heated surface and
the ambient. For this study the value for convectieat transfer coefficiertt, will be
obtained by using one such correlation by considettie soil as a horizontal plate with
hot surface up. For such a plate, the recommenalediation for the average Nusselt

number is given as [68] :

Nu,_ = 054Ra " (10’ <Ra <10 (3.8)

Nu, = 015Ra "® (10 <Ra <10

whereRa_is the Raleigh number and is given by:
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_ g, -T,)L?
av

Ra (3.9)

where g = acceleration due to gravity, 9.81 fn/s
S = 1/T; = expansion coefficient of ali¢™,
T; = average fluid temperatukg
Ts = surface temperature of s&lj
T, = ambient temperatut€,
o = thermal diffusivity of air s,
v = kinematic viscosity of air s,

L = ratio of surface area to perimeter of plate.

From the experiments that will be conducted, @ssmated that an average surface
temperature of 258 and ambient temperature of@2will prevail. The average
temperature fof; is (255+22)/2 = 14& which corresponds to 419 K. From Table A.4 of
Incopera and DeWitt [68] and using Equations (ar8) (3.10), the value dfobtained is

13 W/nf-K. Details of determining the value of the conivecheat transfer coefficient is
given in Appendix D. Selving [22] used hvalue of 20 W/ K whilst Richon [5] used a
value of 10 W/rf-K. The value of h chosen is closer to that of Ritf5] whose work

dealt with medium intensity fire and obtained hfaates of approximately 54 kwW/m

3.2 Comparison of predictions by constant and temper atur e dependent ther mal
property models

As mentioned in the introduction to this chapteedictions of temperature profiles and
depths of lethal heat penetration will be made Wwith the temperature dependent and
constant thermal properties models and comparsdhbe made between the results
from both models. Predictions of temperature pesfiind depths of lethal heat
penetration will also be made for a two-layer sbéble 3.2 gives the values of the input
parameters used in the models. The values of spéeiat,c, and thermal conductivity,

k, used for the constant thermal properties modebased on room temperature of@2
using Equations (3.5) and (3.7). The value of digmsed was obtained from the

density of the fine sand that was used in experiat@vork in detailed in Chapter Four
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Table 3.2: Input Parameters for Prediction of Terapee Profiles and Depth of Lethal

Heat Penetration in Soil Using idas Models

Type of Model
Input Parameters CTP Single- | TDTP Single- | CTP Two-layer Model
layer Model | layer Model 1 =Top Layer

2 = Bottom Layer
Incident Heat Flux, 25,50and 75 25,50 and 75 25, 50
q" (Kw/m?)
Thermal Conductivity, 0.2431 Equation 3.6 1k0.42, k=0.2431
k (W/mK)
Specific Heatg (J/kg.K) 781.6 Equation 3.8/ ¢;=908.6,c,=781.6
Exposure Timetexposure(S) 300 300 600, 300
Density,p (kg/nT) 1588 1588 p1= 662.2,

p2 =1588

Convective Heat Transfer 13 13 13
Coefficient,
h (W/m?K)
Thickness of Saill.(cm) 17.0 17.0 =50, =120
Ambient Temperaturd;, 295 295 295
(K)

to validate the model. For the two-layer model,ghbscript “1” refers to the top layer and
“2” refers to the bottom layer. For simplicity ialdelling, the Constant Thermal Properties
Model will be referred to as CTP model whilst treniperature Dependent Thermal
Properties Model will be referred to as TDTP moé&ek. this study, heat flux values of 25,
50 and 75 kW/rmwill be used with exposure times ranging from Bués to 10 minutes.
These values of heat flux and times are basedeolit¢hature. For example, Richon [5]
measured heat flux values equivalent to 54 k¥\ilst Archibold [28] recorded fire
temperature durations of between 1 and 9 minuteshié values of thermal properties

and the depth of sand used in the predictionsseh@-infinite assumption was valid for a
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period of 9215 seconds, which is equivalent'feturs. This was done by setting the

time, t, as the subject in Equation (2.5) to obtain:

2
t<

. S. 3.10
l6a ( )

Additionally, it is assumed that the sand surfadebghave like a black body and hence

have emissivityg, of unity.

3.2.1 Single-layer model exposed to heat flux of 50 kW/m?

Predictions of temperature profiles using the Ci& BDPT models for exposure to
heat fluxes of 25, 50 and 75 kWA for 5 minutes (300 seconds) are shown in Figures
3.4, 3.5 and 3.6 respectively. The maximum tempegatreduce with increasing depth
of the soil as expected. Tables 3.3, 3.4 and ¥& miore information on the maximum
temperatures obtained at various depths. The mamitemperatures at each depth in
soil will be used to determine the depth of letheht penetration based on théG0

criterion.
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Figure 3.4: Predicted Temperature Profiles at $ertand Depths of 1 and 3 cm from the
CTP and TDTP Models During anfteA5 Minutes Exposure to Heat Flux
of 25 kW/f
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Table 3.3: Predicted Maximum Temperatures From TRi&® CTP
Models for 5 Minutes Exposure teatFlux of 25 kW/rh

Temperature ifiC
Depth (cm) TDTP Model CTP Model
surface 368.6 403.9
1 165.5 153.8
2 84.7 75.3
3 56.4 50.4
4 43.5 39.5
5 36.6 33.8
10 24.6 24.1
600
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3
3
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Figure 3.5: Predicted Temperature Profiles from PCahd CTP Models at the Surface
and Depths of 1 cm and 3 cm Dgiand After 5 Minutes Exposure to a Heat
Flux of 50 kW/fn
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Table 3.4: Predicted Maximum Temperatures from TRHRE CTP
Models at Various Depths For 5 ies Exposure to
Heat Flux of 50 kW/m

Temperature ifiC
Depth (cm) TDTP Model CTP Model
Surface 546.8 589.1
1 260.7 225.2
2 129.6 103.6
3 81.9 65.6
4 60.1 49.0
5 48.2 40.3
10 28.4 26.3
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Figure 3.6: Predicted Temperature Profiles FronTt&P and CTP Models at Surface and

Depths of 1 and 3 cm During arfitA5 Minutes Exposure to Heat Flux of
75 KW/t
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Table 3.5: Predicted Maximum Temperatures from TRHE
CTP Models For 5 Minutes Exposiaréleat Flux of

75 KW/
Temperature ifiC
Depth (cm) TDTP Model CTP Model
Surface 666.7 709.2
1 331.0 272.5
2 163.7 122.1
3 101.5 75.4
4 72.8 55.2
5 57.2 44.5
10 30.8 27.4

As can be seen from the Figures 3.4 to 3.6 and Trabdes 3.3 to 3.5, the CTP model
predicted higher maximum temperature at the suttzere the TDTP model but then
predicted lower values of temperature at the adlepths within the soil than the TDTP
model. Recall that earlier on, it was mentioned tvar a temperature range from 300K
to 600K, there was approximately 73% increase enntfal conductivity values whilst
there was about 43% increase in specific heat sakrem this it implies that for the
TDTP model, as temperature increases, the chartherimal properties (being more in
thermal conductivity than in specific heat) resuitan increase in the thermal
diffusivity. Hence heat is transmitted through slod faster for the TDTP model than for
the CTP model since for the CTP model the unchangitue of thermal diffusivity
(thermal property values were computed at room &atpres of 22 becomes smaller
than that of the TDTP at temperatures larger tharr@aom temperature. The smaller
value of thermal diffusivity inhibits the flow ofdat into the soil from the surface and

results in higher temperatures at the surface @andrltemperatures within the soil.

The depth of lethal heat penetration is obtaineglbiting the maximum temperatures at

every depth versus the depth and tracing a lima 86C on the maximum temperature
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axis to the curve and then to the depth axis. Bgl\@2], in determining the depth of
lethal heat penetration used a curve fitting metbfdie maximum temperatures at
various depths. In between any two depths, it @adsumed that the maximum
temperatures vary linearly and hence a simple fimgarpolation method can also be
used to obtain the depth of lethal heat penetratiothis study the method of assuming
linear relationship (linear interpolation) or curfitting the temperature data points were
both analysed. Figure 3.7 shows the curve fitting lenear interpolation methods that
can be used in estimating the depth of lethal peaétration for the case of exposure to
a heat flux of 50 kW/mfor 5 minutes exposure. The curve fitting waselasing a

second-order polynomial curve fitting features atidsoft® Excel.

”\ ——TDTP Model- Curve Fitting
120 —<— CTP Model-Curve Fitting
— —— TDTP Model-Linear Interpolation
Cio/ —— CTP Model-Linear Interpolation
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Figure 3.7: Plot of Maximum Temperatures VersustBDéjsed in Estimating Depth of
Lethal Heat Penetration for Esppe to Heat Flux of 50 kW/n{5 Minutes
Exposure)

The depth of lethal heat penetration estimated thighcurve fitting method is 3.5 cm for
CTP model and 3.6 cm using the linear interpolat@thod. For the TDTP model the
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estimated depth of lethal heat penetration waswh.&om both the curve fitting and
linear interpolation methods. Since the maximumgerature at 4 cm was close td60
both the curve fitting and linear interpolation mads gave approximately the same
depth of lethal heat penetration.

Typically, for the numerical model, the depth dhkd heat penetration can be obtained
directly by using a high grid resolution as agaushg a curve fitting method, however,
in the experimental work it will not be possiblediotain a high grid resolution since
temperature measurements cannot be done at hjhegolutions. This makes it more
appropriate to use the curve-fitting method. Heflocehis study, to ensure consistency
in the method of determining the depth of lethath@enetration for both model and
experimental works, the curve-fitting method wil bsed. Table 3.6 gives the predicted
values of depth of lethal heat penetration from PCahd CTP models for exposure to
heat fluxes of 25, 50 and 75 kWAiior 5 minutes exposure.

Table 3.6: Depths of Lethal Heat Penetrations tediby the Temperature Dependent
and Constant Thermal Propertiesl&l®

Incident Heat Flux Depth of lethal heat penetration (cm)
(KW/m?) TDTP Model CTP Model
25 3.0 2.6
50 4.3 3.5
75 5.1 4.0

As can be seen from Table 3.6, the depth of ldthat penetration predicted by the
constant thermal properties model is less thanpteticted by the temperature
dependent thermal properties model. This is dukdaonhibition of heat inflow due to
the smaller value of thermal diffusivity comparedhat of the temperature dependent
thermal properties model as described previouslytiie same quantity of thermal
energy input, the temperature dependent model,awtarying thermal diffusivity which
tends to decrease with increase in temperaturmifseiaster heat flow which produces
a larger value of depth of lethal heat penetratvbiist the constant thermal properties
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model with a smaller value of thermal diffusivignids to inhibit heat flow produces a
smaller value of depth of lethal heat penetratidrus for the two models the TDTP
model predicts a larger value of depth of lethatheenetration than the CTP model as
depicted in Table 3.6. The TDTP model is thus covadave.

Table 3.7 gives the predicted maximum temperatuvargous depths for an exposure to
heat flux of 50 kW/rhfor 5, 7 and 10 minutes exposure. The depth beldieat
penetration (DLHP) is also given in the Table. Taga from the Table indicates an
increase in maximum temperatures at all depthméoease in time of exposure. There
was a corresponding increase in depth of lethalgegetration for increase in exposure

time.

Table 3.7: Predicted Maximum Temperatures for Exppo Heat Flux of 50 kW/Mm

and Various Exposure Times.

Depth (cm) Maximum Temperaturé’C)
TDTP Model CTP Model
5 min 7 min 10 min 5 min 7 min 10 min
Surface 546.8 564.2 579.6 589.1 600.0 609.4
1 260.7 309.7 360.0 225.2 269.8 317.8
3 81.9 101.7 128.9 65.6 79.3 98.5
5 48.2 57.4 70.3 40.3 46.3 54.8
10 28.4 30.8 34.2 26.3 27.8 29.8
DLHP (cm) 4.3 5.3 6.2 3.5 4.2 5.0

3.2.2 Two-layer constant thermal properties model

Predictions of temperature profiles and depthetbfdl heat penetration using the CTP
two-layer model are given below. It is assumed thattop layer is a black earth top soil
and the bottom layer is fine sand having propesieslar to those used in the one-layer
predictions. The thermal properties of the top s@ite obtained from Usowicz [76].
Two predictions are made here; the first is foeaposure to a heat flux of 25 kWm

for a period of 10 minutes and the second is fposxre to heat flux of 50 kW/nfor a
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period of 5 minutes. Figure 3.8 gives the tempeegprofiles for depths of 1 cm, 5 cm
(interface) and 7 cm obtained for the case of exygo® heat flux of 25 kW/frfor

10 minutes. Table 3.8 gives the maximum tempersininéained at various depths for
both predictions. The depth of lethal heat penetraibtained was 6.0 cm for the case of
exposure to heat flux of 25 kWrfor 10 minutes and 5.6 cm for the case of exposure

heat flux of 50 kw/rfor period of 5 minutes.

— Heat Flux = 25 kW/m~2

1cm

Heat Flux = 50 kW/m”"2

Temperature

Time (min)

Figure 3.8: Predicted Temperature Profiles at Depfil cm, 5 cm and 7 cm During
and After 10 Minutes Exposuratdeat Flux of 25 kW/fmand 5 Minutes
Exposure to a Heat Flux of 50 kW/(Two-layer model)
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Table 3.8: Predicted Maximum Temperatures at Varidapths for Two-Layer Model

Depth Temperatures ifiC
q" = 50 kW/nf for 5 minutes q" = 25 kW/nf for 10 minutes
Surface 595.2 437.6
1 368.1 315.1
3 136.4 151.3
5 72.9 82.6
7 41.9 46.0
10 27.8 29.2
3.3 Sensitivity analyses

Methods used to measure the physical and therropepres of the soil are not 100%
accurate. Moreover, the thermal conductivity relatised in the model was correlated
from a limited temperature range whilst the spediat was adapted from the literature.
Since variations in these properties can affecteélalts of the model, a sensitivity
analysis was carried out to determine the effeicthanges in the thermal and physical
properties on the predictions of the model, typyctde maximum temperatures. These
changes are transformed into the depth of lethet penetration. The sensitivity analysis
is considered for the case of exposure to a heaofl 50 kwW/nf for an exposure period
of 5 minutes. The TDTP model is used in the sensitanalyses whilst that for the CTP
model is given in Appendix E. The CTP model prestictesults similar to that of the
TDTP model but to different degrees.

In these analyses, the thermal conductivity andiSpéneat were varied by 10 and 20%
above and below their nominal values given by Equat(3.5) and (3.7). The density,
convective heat transfer coefficient and the ineideat flux were also varied by 10%
and 20% above and below their nominal values us@dadictions. The effect of the
change in properties on the results predicted béyrtbdels were analysed in terms of

percentage change of the maximum temperaturestremominal values at each depth.
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The effect of the convective heat transfer coefhtiduring heating was also analysed.
The symbol 1” denotes an increase angl ‘lenotes a decrease. It should be noted that
the sensitivity analyses do not include the eftdéehteractions between density and
thermal conductivity.

3.3.1 Effect of thermal conductivity on predicted maximum temperatures and

depth of lethal heat penetration

Table 3.9 shows the effect of thermal conductigitypredicted maximum temperatures
from the TDTP model. From the Table, the effecth@irmal conductivity varies with
depth but is smaller near and at the surface. ésthface, an increase in thermal
conductivity causes a decrease in the surface t@types whilst at the inner depths, an
increase in thermal conductivity causes an incrgasgaximum temperatures. This is
due to the fact that as thermal conductivity insesa heat is conducted faster into the
soil and results in lower temperatures at the seréand higher temperatures within the

soil.

Table 3.9: Effect of Thermal Conductivity on Prédiat Maximum Temperatures at
Various Depths from the TDTP Madel

Percentage Change in Maximum Temperaturgs

Temperature®C) at | 10% 20% 10 % 20%

Depth (cm)| Nominal value of | Increase| Increase in Decrease in Decrease

Thermal in k k value k in k value

Conductivity
K (Equation (3.5))

0 546.8 11% 12% 1% 12%
1 260.7 12% 14% 13% 16%
3 81.9 15% 19% 15% 110%
5 48.2 14% 18% 14% 19%
10 284 14% 19% 14% 18%
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The increase in thermal conductivity results igérvalue of thermal diffusivity. The
opposite occurs when there is a decrease in thewnauctivity. The surface
temperature increases whilst the internal temperatdecrease. Also, this literally
results in a smaller value of thermal diffusivilycrease in depth of lethal heat
penetration with increase in k value is consistdttt results obtained by Selving [22]
who found that for different soils with differertdrmal conductivities, the depth of
lethal heat penetration was larger in soils witigéa thermal conductivities. This is
because the thermal conductivity increases sigmtlg than either the density or
specific heat [22]. Figure 3.9 shows the effectst@nge in thermal conductivity on the

temperature at depth of 1 cm.
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Figure 3.9 : Effect of Change in Thermal Condutyiwan Predicted Temperatures at

Depth of 1 cm.

Table 3.10 shows the effect of change in thermadaotivity on the predicted depth of
lethal heat penetration (DLHP) from the TDTP modéle data from Table 3.10
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indicates that there is a 5% increase in deptbtbfl heat penetration for a 10%

increase in the value of the thermal conductivity.

Table 3.10 Effect of Thermal Conductivity on PreéddcDepth
of Lethal Heat Penetration (DOHI®M TDTP Model

Depth of Lethal Heat Penetration (DLHP
Nominal Value of Percentage change
Change in DLHP (cm)
Input Value
Nominal values 4.1 -
10% increase 4.3 15%
20% increase 4.5 110%
10% decrease 3.9 15%
20% decrease 3.7 110%

Recall that in Table 3.9 the effect of thermal aactdvity on predicted maximum
temperatures showed an increase in thermal conityctsulting in an increase in
predicted maximum temperatures. The increase uigiesl maximum temperatures will
result in a higher value of depth of lethal heatgimtion as seen in Table 3.10. A
decrease in the value of thermal conductivity rtssala decrease in the depth of lethal

heat penetration similar to the effect on maximemperatures.

3.3.2 Effect of specific heat on predicted maximum temper atures and depth of

lethal heat penetration

Table 3.11 gives the effect of a change in spehiiat on the predicted maximum
temperatures from the TDTP model. From Table Jahlincrease in specific heat
causes a decrease in maximum temperatures. Talsoigvident from definition of
specific heat as with increase in the value of jgdteat, more thermal energy is
required to raise a unit mass of sand ¥ Which results in a reduction in the maximum
temperatures obtained. On the average a 10% cliatige specific heat value causes

about 5% change in internal maximum temperatures.
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Table 3.11: Effect of Specific Heat on Predictedxvaum Temperatures at Various
Depths from the Temperature Deleat Thermal Properties Model.

Maximum Percentage Change in Maximum Temperatures
Temperature®C) 10% 20% 10 % 20%
Depth (cm) | at Nominal Value| Increase in Increase | Decrease in ¢ Decrease in
of Specific Heat| c Value | inc Value Value ¢ Value
(Equation (3.7))
0 546.8 11% 12% 11% 12%
1 260.7 15% 110% 16% 112%
3 81.9 16% 110% 7% 115%
S 48.2 14% 18% 15% 112%
10 292 15% 18% 14% 19%

Figure 3.10 shows the effect of a 20% change iniSpdeat on temperatures at a depth

of 1cm. As can be seen from Figure 3.10, with angase in specific heat, there is a

350
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Figure 3.10 : Effect of 20% Change in Specific Heatfredicted Temperatures at
Depth of 1 cm
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reduction in the rate of heating compared to thminal value, and during cooling, there
is also a reduction in rate of cooling comparetheoonominal value. The converse is true

for a decrease in the value of specific heat.

Table 3.12 gives the effect of specific heat ohdeheat penetration. From the data in
Table 3.12, there is a decrease in depth of Iétbal penetration for an increase in
specific heat. This follows from basic principlédsheat transfer and also from

Table 3.11 where the effects of specific heat @ujoted maximum temperatures were
presented. From Table 3.11 it was observed that@ease in specific heat caused a
decrease in predicted maximum temperatures, tioisade in maximum temperatures

will cause a decrease in the depth of lethal heagfration.

Table 3.12: Effect of Specific Heat on Predictegibeof
Lethal Heat Penetration

Depth of Lethal Heat Penetration (DLHP)

from the TDTP Model

Change in Nominal Value of Percentage change
Input Value DLHP (cm)

Nominal 4.1 -

values

10% increase 3.9 15%

20% increase 3.7 110%

10% decrease 4.4 17%

20% decrease 4.6 112%

3.3.3 Effect of density on predicted maximum temper atur es

Table 3.13 gives the effect of density on the mrtedi maximum temperatures from the
TDTP model. Similar to the effect of specific heat,increase in density results in a
decrease in maximum temperatures. A 10% changensity results in about 5%
change in maximum temperatures. This is obvious foasic heat transfer principles

since both specific heat and density are in th@d@mator in thermal diffusivity.
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Table 3.13: Effect of Density on Predicted Maximliemperatures at Various Depths
from the TDTP Model.

Percentage Change in Maximum Temperature
Maximum 10% 20% 10 % 20%
Depth (cm)| Temperature®C) at In?:r:epase Inc:/e;zi ip DEC\r/Z?jee in ir?ic\r/i‘?jg
Nominal Value of | Value
p = 1588 kg/m
0 546.8 11% 12% 1% 12%
1 260.7 5% 110% 16% 112%
3 81.9 1 7% 110% 1 7% 115%
5 48.2 14% 18% 15% 112%
10 284 14% 18% 14% 19%

Table 3.14 shows the effect of density on the depththal heat penetration. The effect
of density on the depth of lethal heat penetrasaimilar to the effect of specific heat
stemming from basic heat transfer principles asd &lbom Table 3.13 where the effects

of density on the predicted maximum temperature® \weesented. As can be seen from

Table 3.14: Effect of Density on Predicted Depth.ethal Heat
Penetration from TDTP Model

Depth of Lethal Heat Penetration (DLHP)
Nominal Value of Percentage change
Change in DLHP (cm)
Input Value
Nominal 4.1 0
values
10% increase 3.9 15
20% increase 3.7 110
10% decrease 4.3 16
20% decrease 4.6 112
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data in the Table 3.14, a 10% increase in denalliges approximately a 5% decrease in

the depth of lethal heat penetration.

3.4 Effect of boundary conditions
The effect of the boundary conditions (convectieattitransfer coefficient and incident
heat flux) on the predicted maximum temperaturestha depth of lethal heat

penetration are presented in this section.

3.4.1 Effect of convective heat transfer coefficient on predicted maximum
temperatures
Table 3.15 shows the effect of the heat transfeffioeent on predicted maximum
temperatures using the TDTP model. Table 3.16sdisws the effect of ignoring
convective cooling during heating of soil on prédicmaximum temperatures. As can
be seen from Table 3.15, the changes in the maxitearperatures are minimal, on the
average there is about 1% decrease in maximum tatopes for a 10% increase in the
value of the convective heat transfer coefficidhiough the effect on the maximum
temperatures is not significant, changes in theective heat transfer coefficient will

affect the shape of the temperature profiles dutegheating and cooling periods.

Table 3.15: Effect of Convective Heat Transfer Gomint on Predicted Maximum
Temperatures at Various Deftbis) the TDTP.

Percentage Change in Maximum Temperatures
Maximum 10% 20% 10 % 20%
Depth (cm)| Temperature’C) at| Decreasq Decrease| Increase in h| Increase in
Nominal Value of in h in h Value Value h Value
h = 13 W/niK Value
0 546.8 10.6% | 11% 10.6% 11%
1 260.7 10.8% | 12% 10.7% 12%
3 81.9 1% 12% 1% 13%
S 48.2 11% 12% 11% 13%
10 284 11% 12% 10% 11%
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Table 3.16: Effect of no Convective Cooling Duridgating of Soil on Predicted

Maximum Temperatures from theTFDModel

Depth (cm)| Maximum TemperatureMaximum Temperature Percentage
(°C) at Nominal (°C) with no Difference
Value of h Convective Cooling
During Heating
0 546.8 586.5 17%
1 260.7 282.7 18%
3 81.9 95.1 114%
5 48.2 58.3 118%
10 28.4 31.6 18%

An increase in the value of the convective heaisfiex coefficient causes a decrease in the

maximum temperatures. This is due to the factwliiitan increase in the value lnfthere

is an increase in the convective heat losses autiace of the soil and hence faster

cooling, resulting in lower temperatures both atghrface and within the soil. A decrease

in the value oh results in an increase in the maximum temperaasdlse convective heat

losses are reduced. From Table 3.16 the effegnofring convective heat transfer

coefficient during heating can be seen to be sgamt showing a consistent increase in

maximum temperatures at all depths. This is a apease of reduction in the valueloas

explained. The increase in maximum temperaturass/éiom 7% at the surface to about
18% at a depth of 5 cm.

3.4.2 Effect of incident heat flux on predicted maximum temperatures

Table 3.17 shows the effect of varying the incidezdt flux on the predicted maximum

temperatures. An increase in the value of the arditheat flux causes an increase in the

maximum temperatures at all depths within the Jdils is also evident since an

increase in the source of heat implies an increttatithermal energy in a given period.
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Table 3.17: Effect of Incident Heat Flux on PredicMaximum Temperatures at
Various Depths from TDTP Model.

(2]

Percentage Change in Maximum Temperature

Temperature at 0 0 0 9
Nominal Value of incrleoagoe in inc?ga{ge in 32c{?9ase in deczrge/:)se in
Depth (cm)| "= 50 kw/nf q" Value | q" Value | g" Value | g Value
0 546.8 15% 19% 15% 111%
1 260.7 16% 111% 16% 113%
3 81.9 15% 110% 15% 111%
5 48.2 14% 18% 14% 18%
10 28.4 11% 13% 12% 14%

3.4.3 Effect of convective heat transfer coefficient on the depth of lethal heat
penetration
Table 3.18 gives the effect of the convective treaisfer coefficient on the predicted
depth of lethal heat penetration. Recall that fiicable 3.15 the effect of convective heat
transfer coefficient was seen to be marginal orptedicted maximum temperatures. This
marginal effect in predicted maximum temperaturéistrenscend to the depth of lethal
heat penetration. As can be seen from Table hi&8z are marginal increases in the depth
of lethal heat penetration with change in the cotive heat transfer coefficient. An
increase in the value of the convective heat teargdefficient causes a decrease in the
depth of lethal heat penetration, similar to tHeafon maximum temperatures. A
decrease in the value of the convective heat gaskfficient causes an increase in the
depth of lethal heat penetration. In the case afamwvective cooling during heating, the

depth of lethal heat penetration is 4.9 cm, repitasg a 20% increase.
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Table 3.18: Effect of Convective Heat Transfer Gorfnt on
Depth of Lethal Heat Penetration

Change in Depth of Lethal Heat Penetration (DLHP)
Input Value f) | Nominal Value of | Percentage Change
DLHP (cm)
Nominal values 4.1 -
10% increase 4.1 0
20% increase 4.0 12
10% decrease 4.2 12
20% decrease 4.2 12

3.4.4 Effect of incident heat flux on depth of lethal heat penetration

Table 3.19: Effect of Incident Heat Flux on Preeltt
Depth of Lethal Heat Penetration

Depth of Lethal Heat Penetration

Change in (DLHP)
Input Value | Nominal Value of| Percentage Chang
DLHP (cm)
Nominal 4.1 -
values
10% increase 4.3 15%
20% increase 4.5 110%
10% decrease 3.9 15%
20% decrease 3.7 110%
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Table 3.19 gives the effect of incident heat fluxtloe predicted depth of lethal heat
penetration from the TDTP model. Similar to thesetfof incident heat flux on the
maximum temperatures, there is an increase ingpthdf lethal heat penetration for an
increase in the incident heat flux. There is 5%ngean the depth of lethal heat
penetration for a 10% change in the value of teaent heat flux.



3.5 Summary of sensgitivity studies.

The following gives a summary of the sensitivityabses made in this section:
An increase in the thermal conductivity will desedhe predicted surface
temperature but increase the predicted interngbéeatures and depth of
lethal heat penetration. For example, a 10% inereathe thermal
conductivity decreased the surface temperaturéby the temperature at a
depth of 3 cm increased by 5% and the depth oélétbat penetration
increased by 5%. A decrease in the thermal condglyotvill increase the
predicted surface temperature, decrease the pedditternal temperatures
and depth of lethal heat penetration. For exangpl€)% decrease in the
thermal conductivity increased the surface tempeeaty 1%, the
temperature at a depth of 3 cm decreased by 5%hardkpth of lethal heat
penetration decreased by 5%.
An increase in the specific heat will cause a desean the predicted
maximum temperatures and depth of lethal heat psr@t. For example a
10% increase in specific heat decreased the sudageerature by 1%, the
temperature at depth of 3 cm decreased by 6% andeibth of lethal heat
penetration decreased by 5%. A decrease in spaefitwill cause an
increase in the predicted maximum temperaturesiapth of lethal heat
penetration. For example, a 10% decrease in spémft caused a 1%
increase in surface temperature, the temperatutepdh of 3 cm increased
by 7% and the depth of lethal heat penetratioressed by 7%.
An increase in density will decrease the predicbecimum temperatures
and depth of lethal heat penetration. For examfl@%a increase in density
decreased the surface temperature by 1%, the tatopeiat a depth of 3 cm
decreased by 7% and the depth of lethal heat @ioetidecreased by 5%. A
decrease in the density will increase the prediotagimum temperatures
and depth of lethal heat penetration. For examfl@%a decrease in the
specific heat caused the surface temperature tease by 1%, the
temperature at a depth of 3 cm increased by 7%handepth of lethal heat

penetration increased by 6%.
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Changes in the thermal properties (thermal conditytispecific heat and
density) give the same magnitude of change onrbgigied maximum
temperatures and depth of lethal heat penetration.

An increase in the convective heat transfer caefitcwill decrease the
predicted maximum temperatures but not signifigeasl there was generally
less than 1% change in temperatures for a 10% ehangpnvective heat
transfer coefficient value. The absence of conveatooling during heating
will increase the maximum temperatures and depthetital heat
penetration significantly. For example there w&%@increase in surface
temperature, 18% increase in temperature at a @é¢ftlem and a 20%
increase in depth of lethal heat penetration focomvective cooling during
heating.

An increase in the incident heat flux will incredbe predicted maximum
temperatures and depth of lethal heat penetrdi@mnexample a 10%
increase in the value of the incident heat fluxseslia 5% increase in the
surface temperature, a 5% increase in temperatuaiepsh of 3 cm and a 5%

increase in the depth of lethal heat penetration.

3.6 Summary of Chapter

Predictions from the models developed in Chapter ave been presented in this
Chapter. Determination of thermal properties useitié models has been presented. The
effects of various parameters as well as the tHgurgaerties on the results of the model
have been presented for the case of exposuredatdlinx of 50 kW/m and with an
exposure time of 5 minutes. A summary of the efféets been presented. In the next
Chapter, experiments that were performed to vadittae predictions of the model made

in this chapter will be given.
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CHAPTER FOUR: EXPERIMENTAL RESULTS

In this chapter the experimental apparatus uséuisrstudy is briefly described. The
experiments are mainly on heat transfer in sandsammdering combustion. Methods of
collecting and conditioning of soil and sand sarsjae well as procedures for
conducting the experiments are described. Expetsmanducted include the following.
Heat transfer in dry homogenous sand exposed tousheat fluxes:
temperature profiles and depths of lethal heat fpathen were measured for
comparison with predictions made using the numenalels detailed in
Chapter Three.
Heat transfer in moist homogenous sand: temperatofdes and depth of
lethal heat penetration were measured and useehtomistrate the effects of
moisture on temperature profiles and depth of ldikat penetration.
Heat transfer in dry two-layer soil: temperaturefpes and depths of lethal
heat penetration were measured for comparisonprétictions made using
the numerical models detailed in Chapter Three.
Heat transfer in peat moss of various moistureasast temperature profiles
and maximum temperatures measured were used tondénaie the effect of
moisture on spread rate of smoldering combustion,
Smoldering spread rate in peat moss with differ@mtganic contents:
maximum temperatures were measured to determiaeteff inorganics on
maximum temperatures and spread rate of smoldedmndpustion in organic
soil.
The experimental values of time to reach ignitemperature in dry peat
moss with various inorganic contents will be usedlttain a correlation to
account for the effect of inorganic content on steahg spread rate of peat
moss. Results from this correlation will be complaieethe results from a

model developed by Frandsen [48].
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Heat transfer in forest floor soil and laboratooyistructed soil: temperature
profiles and depths of lethal heat penetration weeasured for comparison to
verify how closely the laboratory created soil framxtures of sand and peat
moss mimicked the temperature response of thetfeods

The results obtained from each of these experinmastalso discussed in this chapter.

4.1 Experimental apparatus
In this study, four major experimental apparatusewesed:
» cone calorimeter,
e differential scanning calorimeter,
« Agilent data acquisition unit,
e sample holder.
Recall that the functions of the cone calorimetarehalready been described in Chapter

One. A Dbrief description of the functions of thé@tthree is given below.

4.1.1 Differential Scanning Calorimeter

The operation of a Differential Scanning Calorinn€2SC) is based on a thermal
technique that involves measurement of the theresgonse of an unknown specimen
as compared with a standard when the two are heaiémmly at a constant rate. The
DSC is used to measure specific heat capacity @etvi00 to 120C€) and heats of
transition as well as to detect the temperatugghake changes and melting points in the
range of 20 to 150C. To determine specific heat capacity, a basdiestablished by
measuring the temperature difference of the twotgmtnuicibles as the temperature is
changed at a constant rate over the temperatuge @&nnterest. Thermal response
records are then acquired for a standard matessailally sapphire) and an unknown
material under identical conditions. The ratiolod tleparture of the standard and
unknown from the baseline is then used to calculaespecific heat of the unknown.

82



4.1.2 Agilent data logger

Data loggers are used to monitor multiple signatétége, temperature, etc) over
extended periods of time. The Agilent 34970A, mantured by Hewlett-Packard, Palo
Alto, California was used in this study to monigord record temperature variation
within the soil during experiments at a sampling i@af 1 second. Figure 4.1 is a picture

of the Agilent data logger.

Figure 4.1: Agilent 34970A Data Logger

4.1.3 Sample holder

The original sample holder of the cone calorimetersists of two separable parts, a
base and a top part, both are made from steelba$e measures 10 cm by 10cm at the
surface and is 2 cm deep. The top part, calledetagner frame, also measures 10 cm by
10 cm at the surface and is 5 cm deep with a cogerilge of approximately 4 mm. The
base is generally used alone in tests but foricematerials like wood for which the
sides are capable of burning faster than the seirthe retainer frame is used in
conjunction with the base to ensure uniform buta & the surface. The nature and
dimensions of the retainer frame was not suitatnieife objectives of this study
considering that the 5 cm depth of the holder wawdtlbe sufficient for the purpose of
semi-infinite assumption. Also being made of staejpod conductor of heat, loss of

heat from the sides would have made the assumptione-dimensional heat transfer
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inappropriate. Thus for this work, in order to lxeato test soil specimens to depths of
up to 17 cm and to reduce heat losses, a new spedioider was constructed from a
frame measuring 12.5 cm by 12.5 cm by 20 cm dekerriial Ceramics HS-45
Kaowool® insulating board (Inproheat Industriespteashton, AB) of thickness 1.25 cm,
was used to line the frame to create a specimatehof dimensions 10 cm by 10 cm by
20 cm deepHS-45 Kaowool insulating board is designed for ximam temperature
rating of 1316°C with very high compressive anddigl strengths. Kaowool® HS-45
has ahermal conductivity of 0.15 W/m-K at 28D and density of 673 kg/i76]. Six
holes of about 5 mm diameter each were drilleduginahe Kaowool ® board to

provide access for the thermocouples. The holee dglted at depths of 1 cm, 3 cm, 5

cm, 7 cm, 10 cm and 15 cm from the surface.

The frame housing the kaowool boards was constidobten steel plate such that the
dimensions were 12.5 cm x 12.5 cm with a heigl#@®€m. The bottom of the frame
had a small lip to hold the Kaowool ® boards incglat the bottom whilst the smaller
width pieces wedged in between the bigger onesigeedva natural support and balance
for the whole sample holder. Cylindrical steel tsilb&internal and external diameters of
3 mm and 5 mm respectively were cut to lengthdotia 7 cm to help hold the
thermocouples at one location in the soil at theettupper access holes in the Kaowool®
board. Steel coils of 2 mm diameter were weldetthéoframe at 1cm, 3cm and 5cm
from the tip of the holder such that the tops efsth coils were flush with the bottom of
the holes drilled in the Kaowool® board. Theselsteds will provide additional

stability for the steel tubes that will be insertktbugh the three upper holes, which will
in turn ensure stability for the thermocoupleseesly in cases where the weight of the
soil sample at those depths will not be able teipstability for the thermocouples.

Figure 4.2 shows a picture of the sample holden wail.
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Figure 4.2: Sample Holder Constructed from Kaow®dhsulating Board With Soill

4.1.4 Mass measuring device

Precise measurement of mass was very importahtamirk since the bulk density of
the soil was going to have an impact on the rateeat transfer. For this study a Mettler
PM6100 digital scale with a precision of 0.01 ghuifactured by Fisher Scientific
(Ottawa, ON) was used.

4.2 Collection and conditioning of soil samples
Four main types of samples were dealt with in $stusly: commercial fine sand, black
earth top soil, peat moss, and forest floor sdik Tollowing section details collection

and conditioning of the various samples.

4.2.1. Forest soil sample collection
Forest soil samples from the forest were taken fiwmrNisbet Provincial Forest Number 1,
located north of Duck Lake on Highway Number 1B5askatchewan. This forest is

approximately 83,000 hectares in size and admneidtey both Federal and Provincial
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governments. It is located within the Boreal Tréingi Region and is primarily a level,
sandy glaciofluvial plain [77]. The samples weleetaon 17 October 2005 and the spots
sampled were within 22 — 24 km from Duck Lake. linfave different spots were
sampled with each spot having a different degreesgétation. Generally the soil was
sandy with Jack Pine and Black Spruce being theimkiomhvegetation. The diameter of
the Jack Pine ranged from 66 cm to 78 cm and thekBbpruce averaged 70 cm in
diameter. To cut the forest floor soil, a soil Sgeoeasuring 15 cm x 15 cm with a depth
of 15 cm with the cutting edge angled at abolitv2és constructed (Figure 4.3) An axe,
a hammer and a shovel were also used to aid icaleiction. Soil samples were taken
from the floor by first digging a hole big and despugh to allow the soil scoop to be
used to obtain the required depth of soil. A hamwes used to force the scoop to cut
through the soil. Areas around the scooped soiéween dug to allow for easy removal
of the cut soil without disturbing its compactnéBse cut soil was then placed in a
plastic bag to prevent loss of moisture and thémaplastic container for transport to

the laboratory. Figure 4.4 shows a cut soil ingbeop.

Figure 4.3: Soil Scoop Used in Cutting Soil Fronmdsd Floor of Nisbet Provincial

Forest, Saskatchewan
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4.2.2 Fine sand

The fine sand used in this study was obtained cawially from a garden centre in
Saskatoon (Dutch Growers). As of the time of pusehthe moisture content of the sand
was approximately 14%. In order to have a moreoumfand homogenous fine sand, it
was decided to sieve samples through a choice shsige of 0.2 mm or 0.4 mm. The
sand was thus first dried in an oven at a tempezatfi104C for about 20 hours to get it
dry enough in order to be able to pass it throbghchoice of sieves. Samples were
passed through the two sieves and the two sievedlsamples were compared. The 0.2
mm sieved sand sample was found to be too fintet@oint of being dust-like. As this
would have been difficult to work the 0.4 mm meite svas chosen to be the required

maximum size of sand grain to be used in this exysart.
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4.2.3 Black soil
Black soil was obtained from the garden sectiosupfermarket (Real Canadian Super
Store, Saskatoon). The black soil was dried anditieel soil was sieved through a mesh

size of 2 mm to obtain a homogenous sample.

4.2.4 Peat moss

The peat moss used in this study was obtained fih@nsame garden centre as the fine
sand. The peat moss type used was Premium, mamgddiy Schultz Company,
Mississauga, ON. The peat as obtained was highyundorm for the purpose of this
study with the presence of twigs of about 2.5 cih lamps of organic matter. In order

to obtain a uniform material the peat moss was sikseed through a mesh size of 2 mm.
This produced a peat moss of a generally uniforchsantable size that could be easily
mixed with the fine sand size chosen for this stddye moisture content of the peat at

the time of purchase was approximately 160%.

4.2.5 Conditioning of samples

In order to be assured of uniform and accurate ton@scontent to be used in the test, all
sieved peat moss, black soil, and fine sand samn@es again dried in an oven at a
temperature of 10€ for a period of 24 hours to obtain a moisture sample. Each
batch of dried samples was sealed in a plastiaawtto prevent interaction with the

atmosphere.

4.3 Experimental procedure
As mentioned in the introduction to this chapteresal experiments were conducted
with the aim of validating the numerical model dlethin Chapter Three. The

experiments conducted are described below.
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4.3.1 Temperature measurement

In all the experiments, 24 gauge chromel-alumepg€lk) thermocouples were used for
temperature measurements and data was procesagadhesiAgilent 34097A data
acquisition system together with a Pentium 4 dgsktomputer. For all soil temperature
measurements, about 5 mm of thermocouple insulatamstripped at the edges of the
thermocouples and the exposed parts were crosgedian ‘X', the junction of the

‘X" were then spot welded such that the spot weldeiht was just about 1 - 2 mm from
the tip of wire. The temperature data was takehsgcond intervals.

4.3.2 Verification of one-dimensional heat transfer assumption

Recall that an assumption of one-dimensional heaster was made in formulating the
numerical model in Chapter Two. This implies that expect heat to travel only in the
vertical direction. Thus, as part of this study emments were conducted to verify if the
assumption of one-dimensional heat transfer withénsoil was valid. For this purpose,
three 24-gauge chromel-alumel (type K) thermocaiplere spot-welded at the centre,
and at two opposite sides of the central one deel shim stock of thickness 1 mm and
surface area 9.5 cm by 9.5 cm. The thermocoupleddise referred to as 1, 2 and 3 as

shown in Figure 4.5.

The sample holder was then filled up to a certawuellin the sample holder with dry
sand such that the when the shim stock was plat¢ideosand, the shim stock was at a
depth of 1 cm from the top of the sample holdee $teel shim stock was placed in a
horizontal position and a spirit level was useénisure that the shim was horizontal.
More sand was poured on the shim stock to fillhgholder and the cone calorimeter
was then set to a heat flux of 50 kW/rfihe sand with the shim stock was placed under
the cone element and exposed to the set heatdiux feriod of five minutes and then
taken off and allowed to cool, temperature datatatsn throughout the process. The
experiment was performed two more times by varyiregposition of the shim stock to
determine the effect of depth on the one dimens@assumption by conducting other

tests at depths of 3 cm and 5 cm. For these twthdgeihe exposure time was increased
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to 10 minutes so that there would be enough heat ito cause significant temperature
rises. This will help in making a better analydishe one-dimensional mode of heat

transfer. The data was plotted for all three cases.

Figure 4.5: Thermocouples on Shim Stock for Oneedlisional Heat Transfer

Verification, Numbers Show Locatiof Each Thermocouple

4.3.3 Heat transfer in dry sand.

The bottom of the sample holder was sealed withdxg@mmples and wool. Both the
wood samples and wool had surface areas of 10 ttnom with a total thickness of
3 cm. The total sample holder depth availableltovith sand was 17 cm. The holder
was then filled to the brim with previously sievaad dried sand and then the sand
poured and weighed to determine the mass of sajuiree to fill the sample holder.
This mass was consistently used in other expersriamblving dry sand in order to
ensure a consistent bulk density. The mass usatdaxperiment was 2650 g which
for a volume of 1.7 x I&m® yields a bulk density of 1588.8 kg/nThis is within the

range of bulk densities reported for sand in liam@

Thermocouples were connected to the data loggeth@ncbntrolling software set to take

temperature readings at one second intervals.Emmbcouples were inserted into the
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drilled holes in the Kaowool® board such that tegtended to about 5 cm into sand,
approximately midpoint of the holder. The thermques were inserted at depths of 1, 3,
5, 10 cm and 15 cm. The tests were conductedes thifferent heat fluxes, 75, 50, and
25 kW/nf by setting the cone calorimeter’s heating elenetémperatures that would
generate the required heat flux. The heat flux veaied using a Schmidt Boelter heat
flux sensor. The heat flux sensor was placed atarete of 25 mm from the lowest

point of the cone heating element as required iTME 1354-97 [78].

The sample holder containing the dry sand was piteesed under the cone heating
element with the shutters in closed position. Th#ters were then opened at the same
time as the Agilent software was set to take teatpes readings. The sand was exposed
to the set heat flux for a period of 5 minutesrafthich the shutters were closed and the
sand taken away from under the shutters to a cptdee where the ambient
temperature was more representative of that iteth@ratory. A typical test required a
total of 20,000 seconds, approximatehsBiours, for heating and then cooling to
ambient temperatures. For each heat flux, two mepkcations were done. For each
replication, a new batch of dry sand was used. Balsity however, was maintained at
an approximate value of 1558.8 kd/rigure 4.6 shows a picture of the sample holder
placed under the cone calorimeter’s heating elenvéhtthe inserted thermocouples
during an ongoing test.
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Figure 4.6: An Ongoing Test with Sand Sample in farilolder Under the Cone

Calorimeter’'s Heater

In order to determine the effect of time exposurdlee maximum temperature and
depth of lethal heat penetration, additional testee conducted at 50 kWrfor

exposure times of 7 minutes and 10 minutes.

4.3.4 Two-layer soil

The sample holder was filled with dried fine sandrsthat the remaining space in the
sample holder above the sand was 5 cm deep. Thalbensity of the sand was
approximately 1588 kg/frwith a depth of 12 cm. The remaining space abbedine
sand was then filled with black earth top soil whitad been oven-dried and sieved
through a mesh size of 2 mm. The mass that fihedspace yielded a bulk density of
622.2 kg/m. Thermocouples were then inserted at depths ®f3, 7, 10 and 15 cm.
Two sets of tests were conducted. In the first testtwo-layer sample was subjected to
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a heat flux of 25 kW/rnfor a period of 10 minutes and for the second tastsample

was subjected to a heat flux of 50 kW/for a period of 5 minutes.

4.3.5 Heat transfer in moist sand

Sand samples were conditioned to five differentstameé contents: 5%, 10%, 15%, 18%
and 20%. This was done by taking the mass of ssed in the dry sand experiments and
determining the mass of water that would give #ngdted moisture contents. The sand
and water were then mixed thoroughly and keptptastic bag to allow for equilibration.
Sample calculations of moisture content deternonadire given in Appendix D. A
guantity of the moist sand with a mass equal todhdry sand that would fill the sample
holder was used to fill the sample holder. This Wwasnsure a consistent bulk density for
both dry and moist sands. Filling was done whilghty as much as possible to avoid
uneven compaction of the moist sand. The moist sastthen exposed to a heat flux of
50 kWi/nt. The processes of exposure of the moist sandatioflue, and temperature data
collection were same as described for the dry sapdriments. In this case the time for
cooling back to ambient temperatures was consitiesilorter compared to the dry
sand. In this experiment, it was assumed that thistare content of the moist sand was

uniform and constant throughout the depth of thetune.

4.3.6 Smoldering Combustion
Tests were conducted to determine the effect obtmi@ on the rate of smoldering
combustion, the inherent inorganic content of peass and the effect of inorganic

content on the spread rate in peat moss.

4.3.7 Heat transfer in moist peat

Dried peat of 2 mm mesh size was conditioned tcstume contents of 30, 100, 110 and
120% using methods as described for the moist Sdrmass of dry peat required to
fill the sample holder was first determined andrfed the basis for determining the
mass of water for conditioning to the various maistcontents. The weight of dry peat

required to fill up the sample holder was 250 gtdide of computation of the mass of
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water needed for conditioning the peat moss toiredumoisture contents are shown in
Appendix D. A consistent bulk density was ensuredli tests and in all cases exposure
of the sample was to a heat flux of 50 k\&/fior a duration of 2 minutes which was
deemed sufficient to initiate sustained combustiomial flaming of moist peat was

observed at low moisture contents. At high moistameatents, there was no flaming.

4.3.8 Inherent inorganic content of peat moss.

In order to be able to determine accurately tha tnbrganic content of peat moss
undergoing combustion in this study, the inherantganic content of the peat moss had
to be determined. The inherent inorganic contetitasash content of the organic
material. A sample of peat moss weighing approxaéiyad2 g was subjected to a heat
flux of 50 kW/n? until ignition occurred. With the heat flux soureemoved, the sample
was allowed to burn until only ash remained. Thisktapproximately 1 hour. The ash
remaining was weighed and the inorganic contentdessrmined as the ratio of the
mass of ash to the original mass of the peat sarple procedure was repeated two
more times and the average taken. This methodtefrdaing inherent inorganic
content was also used by Hartford [56]. Additiopathe differential scanning
calorimeter was used to determine an approximatpeeature for phase change in dry
peat moss. This will help in estimating the temperat which ignition and hence
smoldering combustion starts in the peat moss imsttk study.

4.3.9 Effect of inorganic content on smoldering

The mass of peat moss of inherent inorganic comézptired to fill the sample holder,
250 g, was used as the basis for determining takitmrganic content of the peat-sand
mixture. Peat without any sand (inherent inorga&oiatent) was first tested. A measured
weight of peat moss, approximately 250 g, thagdilup the sample holder was subjected
to a heat flux of 50 kW/Awith thermocouples inserted at depths of 1 cnm3%cm,

10 cm and 15 cm. The sample was exposed for adpefibetween 1 to 2 minutes by
which time smoldering combustion had developeddtage that could be sustained.

The burning sample was then taken away from the catorimeter to an area where
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ambient temperature was what prevailed in the ktboy. The sample was allowed to
burn until the last thermocouple (depth of 15 cmaw)l hegistered a temperature above
ignition and then cooled back to ambient tempeeatliwo more repetitions were done
with each test taking an average of 10 hours. samel of predetermined weights was
then added to measured weights of peat moss timabtargeted total inorganic content
by weight. This mixture of peat moss and sand w@ssed to heat flux of 50 kW/nin
the same manner as that described previouslyferiad of 2 minutes by which time
combustion had developed to a degree that coutdit@ined. Combustion tests in this

study were done to simulate downward smolderinglation as against lateral spread.

4.3.10 Forest soil samples

The forest samples which had been kept in plasiys ivere tested one at a time in the
condition in which they were. The bulk density loé tmineral soil was first determined
by taking out a compact piece of the mineral sod then determining the mass of that
piece. The volume of that piece was determined égsuring the volume of water that
the piece displaced as it was wrapped tightly phaatic material, without breaking its
compactness, and then dipped into a graduated bebkater. The bulk density was
then obtained by taken the measured mass peralaoine. The moisture content was
also determined by weighing about 20 g of the smmple and then drying in an oven at
a temperature of 168 for a period of 24 hours. The moisture conters determined
as the ratio of the difference in mass betweemtbist and dry soils to the mass of the

dry soil.

The interface of the organic and mineral layers @etermined visually and the
thickness of the organic layer was measured usmgtar rule. The inorganic content of
the organic layer was determined by the same metbased to determine that of the
inherent inorganic content for peat moss descnbagction 4.3.8. The bulk density of
the organic layer was also determined in the sameas the mineral soil. The forest
sample was then meticulously trimmed to a sizewlvatld fit into the sample holder,

typically about 9.5 cm by 9.5 cm. In the case whbe mineral soil portion had
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disintegrated and separated from the organic lélyerdisintegrated mineral soil was
constructed to the determined bulk density andthenic layer was placed on the
reconstructed mineral soil. This procedure hassaipaity of introducing slight errors in
the conduction of heat at the organic layer minlesgr interface as compared to one for
which the organic and mineral layers were stithatt In certain cases, the organic layer
had to be reduced to either 5 cm or 7 cm so theaintierface temperature could be
measured. Figure 4.7 shows a prepared forestifi@berial ready to be placed in the

sample holder for testing. The physical proper@iesneasured are given in Table 4.1.

s

Figure 4.7: Forest Floor Soil Sample Prepared tBleeed in Sample Holder.

The top or organic layer for the various samplasiharganic contents ranging from
57.5% to 86.7%. According to Frandsen [46], angaoic content of 82%, marks the
beginning of the transition from organic to minesall. Of all the samples tested, only
sample one had an inorganic content greater tteaB286 transition level. All the other
samples had inorganic contents that placed therarwordanic soil.

In order to be able to determine temperatureseaintierface of organic and mineral soll

layers, another hole was created in the sampleshalda depth of 7 cm to accommodate
one more thermocouple. The first set of samplesexpssed to a heat flux of 50 kW/m
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for five minutes. Due to the high inorganic and stoie contents, the rises in

temperatures were not very significant. Since thjeative was to compare responses of
the forest soils with laboratory constructed stwléieat input, the subsequent samples
were tested at a higher heat flux of 80 k\&//mith various exposure times between 5

and 10 minutes. In all, five forest floor sampldathwarying degrees of physical and

thermal properties and layers of organic mateested.

Table 4.1: Physical Properties of Forest Floor Sainples

Sample #| Vegetation Organic (Top) Layer Minerall Soi
1 Jack Pine | Bulk density — 1024 kg/m| Bulk Density — 1545 kg/h
Moisture content — 32.9% | Moisture content — 5.3%
Inorganic content — 86.7%
Thickness — 5 cm
2 Jack Pine | Bulk density — 681 kg/m | Bulk Density — 1550 kg/
Moisture content — 65.7% | Moisture content — 12%
Inorganic content — 72.7%
Thickness — 5 cm
3 Jack Pine | Bulk density — 632 kg/m | Bulk Density — 1330 kg/m
Moisture content — 74.4 Moisture content — 10.4%
Inorganic content — 78.8 %
Thickness — 7 cm
4 Jack Pine | Bulk density — 793 kg/th | Bulk Density — 1501 kg/f
and Black | Moisture content — 76.9% | Moisture content — 8.8%
Spruce Inorganic content — 78.1%
Thickness — 5 cm
5 Black Bulk density- 655.5 kg/m | Bulk Density — 1504 kg/fh
Spruce Moisture content — 81.5% | Moisture content — 8.5%

Inorganic content — 57.5%

Thickness — 5 cm
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4.3.11 Laboratory constructed soils
Based on data obtained from the physical and tHguroperties of the forest soil
samples, soils of equivalent physical propertiesaveenstructed in the laboratory from
fine sand and mixtures of fine sand and peat ni€msh soil constructed was based on
the physical properties measured from a forestsswiiple. The following methods were
used in the construction of the laboratory soil.
For each forest soil, a mass of fine sand was tionéd to a moisture content
equivalent to that of the mineral soil of the fdresil.
The moist fine sand was then packed into the sahmdtéer to a depth that
will give a bulk density equivalent to that of timeneral soil of the forest soill,
and such that the space above the packed moiswsendquivalent to the
thickness of the organic layer of the forest soil.
Based on the inorganic content determined for acgager of the particular
forest soil sample, peat moss was mixed with faredgo obtain an equivalent
inorganic content.
The mixture of sand and peat moss was then mixtddanmeasured mass of
water in order to obtain a moisture content eqeivato that of the organic
layer of the forest soil.
A mass of the moist mixture of peat moss and samdhwwvhen packed within
the remaining space in the sample holder will gheesame bulk density as
that of the organic layer of the forest floor saeplas then packed on top of

the moist fine sand.
Thermocouples were then inserted at depths of Bam, 5 cm, 7 cm, 10 cm and 15 cm.

The constructed soil samples were then subjectaddbfluxes and durations

corresponding to what were used for its correspantbrest soil.
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4.4 Experimental results

The results of all the experiments conducted valvrbe presented in the same order in
which the experiments were conducted. Recall tisa¢p-input type of heat flux
boundary condition was chosen for this study indéeelopment of the model and for
the simplicity of the experiments. For majoritytests, a surface heat flux of 50 kW/m
was used with an exposure time of 5 minutes. Q#sts were also conducted at 25 and
75 kwint and with other exposure times. Recall that it mestioned in Chapter Three
that these values of heat flux and times of exposiare based on the literature. The

values can also be representative of low to mediauerity fires.

4.4.1 One-dimensional heat transfer verification

The results from the data obtained from the one=dsional heat transfer verification
experiments were analysed based on the maximuereliites between the temperatures
recorded for the three points, 1, 2 and 3 in Figuée The shim stock used in the test
had a thickness of 0.7 mm, is not expected to &ffectransfer of heat within the sand
due to the fact that it is a thermally thin materfde averages of the measured
temperatures for these three positions are as shofuigures 4.8 to 4.10. The maximum
difference always occurred between thermocoupkasd?3. For the 1 cm test, the
maximum deviation between numbers 2 and 3 thernpeswccurred at the maximum
temperatures and the difference was 7.5% of theadeéhermocouple reading. For the 3
cm test, the maximum deviation between the 2 ath@Bnocouples was 3@ and
occurred during heating up and before the maximemperatures were reached. This
represents a deviation of 8.8% of the temperatiffereince reached by the central
thermocouple at that time. At a depth of 5 cm,rtfaximum difference recorded
between the 2 and 3 thermocouples waSCL.Zhis represents 3.8% of the temperature
rise of the central thermocouple. The maximum teatpee gradient in the horizontal
direction at depths of 1 and 3 cm was 48 arf€#h respectively. The vertical
temperature gradient from depth of 1 cm to 3 cm 4&%PC/m. The horizontal
temperature gradient at depth of 5 cm was %@2ré whilst the vertical temperature
gradient from depths of 3 to 5 cm was 193%.
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From the data from the three different depthsait be seen that the variation in
temperatures between numbers 2 and 3 thermocogulaeses with increasing depth of
location of thermocouples. The percentage diffee@nanaximum temperatures was
less than 8% in the three tested cases acrosszatat plane. Moreover, the horizontal
temperature gradients at the three depths wetedathan the vertical temperature
gradients hence the assumption of one-dimensia@ldonduction in the soil sample
for this experiment is appropriate.
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Figure 4.8: Temperature Profiles for Three Différdorizontal Positions at a Depth of
1 cm into Dry Sand
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Figure 4.9: Temperature Profile for Three Differefarizontal Positions at a Depth of

3 cm into Dry Sand
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Figure 4.10: Temperature Profile for Three Diffarklorizontal Positions at a Depth of
5 cm into Sand

4.4.2 Dry sand

Results of the experiments on fine sand are showigures 4.11 to 4.14. Figure 4.11
shows the temperatures recorded at four differepithg for an incident heat flux of

50 KW/nf. It can be seen that the temperature profileghi®four different depths and
hence the maximum temperatures reduce with inecrgakapth. Considering the profile
for 1 cm depth, there is a steady increase in teatype over the heating period until the
maximum of 273C is achieved. Cooling at 1 cm depth commencedoxapately 60 s

after the source of heat had been taken off.
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Figure 4.11: Measured Temperature Profile in DngdSAuring and After 5 Minutes
Exposure to Heat Flux of 50 kif/

Recall that in Chapter Three, the depth of letleatipenetration was obtained by curve
fitting the temperature data points for each deysihg the curve fitting features of
Microsoft® Excel. A horizontal line is then trackdm 6(°C to meet the curve and then
traced vertically to the depth axis. Figure 4.12 graph of maximum temperature
versus depth for 50 kW/mThe depth of lethal heat penetration is estimated

4.2 cm for 50 kW/riheat flux for exposure time of 5 minutes.
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Figure 4.12: Example of Determining Depth of LetHalat Penetration for Exposure to
50 kW/frfor 5 Minutes.

Figure 4.13 shows the temperature profiles forowaridepths for an exposure of

25 kwi/nt. The trend of temperature profiles and maximunpenatures are similar to

that of the 50 kW/rh Table 4.2 gives the maximum temperatures at vauitepths for
exposure to heat fluxes of 25 and 50 and 75 K&\A® can be seen from the data in the
Table, with increasing heat flux, there is an iaseein the maximum temperature
measured at every depth. Table 4.3 gives the valubg depth of lethal heat penetration
for the various heat fluxes. As can be seen frafigures in the Table, there is an
increase in the depth of lethal heat penetratidh increase in heat flux. This is consistent
with basic heat transfer theory and with the liter@ (e.g., [2, 5, 22]).

Table 4.4 gives the maximum temperatures at vadepshs for exposure to heat flux of
50 kW/nt for three different times of exposure. As can é&ensfrom the Table, with an
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increase in exposure time, there is an increagimaximum temperatures measured.
Table 4.5 gives the corresponding depths of ldtkat penetration for different exposure
times and as can be seen, the depth of lethajpleeatration increases with increase in
time of exposure. These results are also consigtiémbasic heat transfer theory. Data
from Richon [5] also showed a trend of increasdapths of lethal heat penetration with

increase in measured heat flux at surface of sand.
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Figure 4.13: Temperature Profiles at Various DeptH3ry Sand During and After
5 Minutes Exposure to Heaixrdfi 25 kW/nf
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Table 4.2: Measured Maximum Temperatures at Varioepths in Dry Sand for
Different Heat Flux Values for Srites Exposure

Depth (cm) Temperatures’C)
70 kW/nt 50 kW/nf 25 kWi/nf
1 471.1 273.0 141.8
3 136.0 80.3 50.6
5 76.5 52.6 35.5
10 32.5 32.1 25.9
15 28.4 24.6 24.1

Table 4.3: Depths of Lethal Heat Penetration in Saynd
at Three Different Heat Fluxes

Heat Flux (kW/m)

Depth of Lethal Heat

Penetration (cm)

25 2.8
50 4.2
75 6.2

Table 4.4: Maximum Temperatures Measured at Varioepths in Dry Sand for
Different Times of Exposure to HEx of 50 kW/nf

Depth (cm) Temperatures’C)
5 Minutes 7 Minutes 10 Minutes
1 273.0 411.7 447.7
3 80.3 106.0 127.0
5 52.6 54.7 64.9
10 32.1 32.1 33.6
15 24.6 28.2 28.3
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Table 4.5: Depths of Lethal Heat Penetration in Sayd at
Heat Flux of 50 kW/nfor Different Exposure Times

Time of Exposure (min)

Depth of Lethal Heat Perteira(cm)

5 4.2
7 4.7
10 5.3

4.4.3 Two-layer soil

Figure 4.14 gives the temperature profiles measateepths of 1 cm, 5 cm and 10 cm

in the dry two-layer soil exposed to a heat flu26fkW/nf for 10 minutes. It should be
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Figure 4.14: Temperature Profiles Measured at Beptii cm, 5 cm and 10cm in a

Dry Two-layer Soil During aidter 10 Minutes Exposure to Heat Flux of

25 KW/
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noted here that smoldering combustion was obsednvbd taking place in the top soil as
smoke could be seen coming out of the soil sandjpieng the experiments. Further
investigation carried out after the test by gestigoping off top portions of the top soil
showed that charring had taken place in the tdgsai depth of about 1.5 cm. There
was a reduction in cooling rate depicted by thenglean the temperature profile during
cooling at 356C. This is an indication that after the heat soinae been removed there
was internal heat generation due to the smoldeamgbustion and the 380

temperature was the temperature persisting witterstnoldering soil. This explains
why the temperature at a depth of 1 cm persisted 200C for close to 20 minutes as

depicted in Figure 4.14.

Figure 4.15 gives the temperature profiles at depftl, 5 and 10 cm for exposure to a
heat flux of 50 kW/rfifor a period of 5 minutes. Similar to the casexjiosure to a heat
flux of 25 kW/n? for 10 minutes, smoldering combustion occurrethtop soil
resulting in high temperature persisting over 2@utes at a depth of 1 cm. A reduction
in the rate of cooling at 1 cm depth is observedoimmence around 420. Table 4.6
gives the maximum temperatures at depths of 1 aBd510 cm. From the Table, the

25 kW/nf heat flux exposure produced a smaller temperatiuaedepth of 1 cm than the
exposure to a heat flux of 50 kWAnHowever higher temperatures were observed at the
other internal depths due to the longer periodkpbsure of the heat flux of 25 kW#m
Consequently the 25 kW/nexposure produced a greater depth of lethal hestation
than the 50 kW/rexposure due to the longer period of exposurkedeat flux of

25 kw/nf.
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Figure 4.15: Temperature Profiles Measured at Beptii cm, 5 cm and 10cm in a
Dry Two-layer Soil for Exposuo Heat Flux of 50 kW/ffor 5 Minutes

Table 4.6: Maximum Temperatures Measured at Varlesths in Dry Two-layer Soll
Exposed to Heat Flux of 25 k\Vf/fior 10 Minutes and 50 kW/ffor 5

Minutes
Heat Flux Maximum TemperaturesSQ)
lcm 3cm 5cm 10cm Depth of Lethal Heat
Penetration (cm)
25 kwi/nt 397.8 | 1145 69.0| 324 5.8
50 kwi/nf 452.8 | 103.6] 59.8| 29.4 5.0

4.4.4 Moist sand

Figure 4.16 shows the temperature profiles measatréde depths for sand with a

moisture content of 5% exposed to heat flux of B0k’ for a period of 5 minutes.

Similar to dry sand, there is a reduction in terapge with increasing depth as
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expected. For the 1 cm depth temperature profieretis a gradual deviation of the

trend of temperature increase to a semi-pseude atatind 7% possibly due to

commencement of emission of steam within the sihd.maximum temperatures are

considerably smaller than that for the dry sand.eéxample, at a depth of 1 cm, the

maximum temperature measured in the dry sand igeebby 173% in the moist sand.

This clearly depicts the effect of moisture redgdine rate of heat transfer in sand as

discussed in Chapter One.
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Figure 4.16: Temperature Profiles at Various Depitsand With 5% Moisture

Content During and After 5 MiastExposure to Heat Flux of 50 kW/m

Figure 4.17 gives the temperature profiles measatradlepth of 1 cm for sand of various

moisture contents. The profiles indicate thate¢hgml decrease in the maximum

temperatures with increasing moisture content. iBhgdso consistent with findings on the

effects of moisture as catalogued by various ast{eqg., [5, 22, 30, 32, 45]). The
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maximum temperature measured at 1 cm depth wa€1T8is is consistent with Scotter
[23] finding that the temperature at a point in @ishsoil does not rise above 2a0until

all the water at that point had been boiled offe Tillaximum temperatures measured at
each of the depths and the depths of lethal hga¢métration for all the moist sands as
well as the dry sand exposed to a heat flux of\BOnK for 5 minutes are presented in
Table 4.7. As can be seen from the values obtathedjepth of lethal heat penetration
decreases with increasing moisture content. Adasis consistent with what has been
found in the literature [5, 22, 30, 32, 45].
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Figure 4.17: Temperature profiles for Various MoistContents in Dry Sand at Depth
of 1 cm for 5 Minutes ExpostmeHeat Flux of 50 kW/m
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Table 4.7: Maximum Temperatures at all Measuredtiieand Depths of Lethal Heat
Penetration in Sand of Various $fioie Contents Exposed to Heat Flux of
50 kW/fhfor 5 Minutes.

Moisture Maximum TemperatureSQ) Depth of Lethal Heat
Content Tom 3em 5 om 10 om 15 on Penetration (cm)

0% 273 80.3 52.6 32.1 24.6 4.2

5% 100 67.9 48 31.8 24.0 3.7

10% 93.2 63.2 46.5 294 24.9 3.3

15% 89.7 47.3 35.6 26.1 24.2 2.4

18% 82.6 41.3 26.7 25.6 23.9 2.1

20% 78.4 39.0 25.1 24.7 23.8 19

4.4.5 I nherent organic content

The inherent inorganic content of the peat mossdight as determined over three tests
was 7.5%. The value of 7.5% obtained for this sfatly within the range of values found
by Hartford [56]. Hartford obtained an inorganictent averaging 4% for Green Thum
brand peat and 8% for Sunshine brand peat. Thempnalry tests with the DSC to
determine the temperature of phase change in ditenpess showed that phase change
occurred around 176. Hence 17%C is an approximate temperature at which

combustion of the peat moss commences.

4.4.6 Effect of moisture on smoldering combustion of peat moss

Recall that peat moss with moisture contents &00,100, 110 and 120% were

subjected to a heat flux of 50kWArand allowed to undergo sustained combustion. With
the inclusion of moisture, burns were sustainedfiomoisture contents except 120%.
This is consistent with Frandsen [46] finding tfatlow inorganic contents, there

would be no sustained burning for moisture contehtbout 120%. Generally, the
maximum temperatures achieved decreased with isiaganoisture content. This is

also consistent with Frandsen and Ryan [33] in Withey found moist duff covering

reduced temperatures in the mineral soil belows Thdue to the high specific heat of
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water absorbing some of the thermal energy as #terus boiled off before the organic
material is brought to ignition temperature. Tadbl@ gives the values of the maximum
temperatures obtained for the various moistureesustat the various depths as the peat
moss underwent sustained smoldering combustion.

Table 4.8: Maximum Temperaturé€} Measured at Various Depths in Peat
Moss of 6 Different Moisture Contie Exposed to Heat Flux of
50 kW/ffor 2 Minutes and Allowed to Undergo Sustained

Smoldering Combustion.

Depth (cm) Moisture Content
0% 30% 100% 110% 120%
493 481 475 394 406
3 589 485 454 440 65.8
5 582 560 523 505 46.2
10 619 512 521 508 24.4
15 599 521 567 556 24.3

4.4.7. Effect of Inorganic content on smoldering
The effects of inorganics on smoldering were arayis the following ways:

» effect of inorganic content on average maximum temafures for each

inorganic content

« effect of inorganic content on duration of smoldgrcombustion

» effect of inorganic content on time to reach igmtiemperature.
A consistent trend was observed in the variatiotihefaverage maximum temperatures
for the inorganic contents tested. The average mamxi temperature is the average of
all the temperatures obtained for the various defitha particular inorganic content.
This gives a measure of the total heat that wiljiven off by the peat moss. Table 4.9
gives the values of the maximum average tempemafareghe inorganic contents tested.
As can be seen from the trend shown in the talbdenaximum average temperatures

decrease with increasing inorganic content. Thig beadue to the fact that peat moss,
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after igniting, gives of heat as against sand wiiegs not give off heat when the
ignition temperature of peat moss is achieved. Witls a reduction in the amount of
peat moss through an increase in inorganic cofgant), the total heat that can be
evolved by the mixture is reduced. This resulta reduced maximum average
temperature. There is however, no sustained comolnuet 82% inorganic content which

agrees with the work of Frandsen [46].

Table 4.9: Average Maximum Temperatures Measuretf&ious
Inorganic Contents Exposed to Héax of 50 kW/nf for
2 Minutes and Allowed to Undeiguostained Smoldering

Combustion.
Inorganic Content (%) Maximum Average Temperat(?€3
7.5 576
30 562
44 547
60 464
80 288

Recall that in Chapter One it was mentioned thatisg[22] used TGA to obtain the
ignition temperature of peat moss used in his sagl¥69C. In this study, 175 was
the value obtained for commencement of phase chasigg the Differential Scanning
Calorimeter which compares closely with that ofv8g [22]. The temperature of 175
will be used as the temperature at which smolderorgbustion starts hence whenever
the temperature of the peat mixture is aboveé@ 75 will be assumed that smoldering
combustion is taking place. Table 4.10 shows thedrof time above ignition
temperature, which represents sustained smoldeomdpustion, for the various
inorganic contents tested. From Table 4.10, apam the inherent inorganic content
(7.5%) which showed a high duration of burn abov&@ at depths of 1 cm and 3 cm,
there was a general trend of increasing duratisnadldering burn with increasing

inorganic content.
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Table 4.10: Effect of Inorganic on Time for Sus&rSmoldering Combustion
(Periods During Which Burn Tematares Stood Above 170)

Depth (cm) Duration (min) of Temperature Above f@at all Depths
7.5% 30% 44% 60% 80%

1 55.8 51.0 52.7 53.4 68.3
3 93.6 78.0 98.6 103.3 176.3
5 134.7 147.3 148.1 172.0 186.2
10 87.5 323.4 326.0 456.3 465.2
15 No

431.8 530.2 546.1 588.0| Combustion

Table 4.11 gives the times required for sampléseatarious inorganic contents to

achieve the ignition temperature of 2Z5It is assumed here that once a temperature of

175°C and above is achieved, sustained smoldering cstioiLis taking place.

Table 4.11: Time to Reach Ignition Temperaturedfercentages of Inorganics in Peat
Moss Tested at 50 kW§/m

Time (min) of Peat and Sand Mixture to Reach Igniffemperature at
Depth (cm) | All Depths
7.5% 30% 44% 60% 80%
1 3.4 1.8 15 2.3 2.7
3 17.5 15.6 16.9 19.1 29.4
° 42.2 55.3 42.1 48.8 79.0
10 87.5 96.8 123.4 146.9 289.8
15 149.8 170.7 204.0 275.2 495.4

There is a reduction in time to reach the ignitiemperature from the inherent inorganic

contents to 44% inorganic content and then a ravarghe trend is seen from 60%

upwards. Sand has a lower heat capacity than pesg end a higher thermal

conductivity than peat moss, in effect, sand hlaiglaer thermal diffusivity compared to
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peat moss and would thus transmit heat fastergeahmoss. This could be the reason
why inclusion of sand between 30% and 44% causeduwgtion in the times to reach
the ignition temperatures especially as the avemsgamum temperatures are also high
for those values of inorganics, generally above’60Recall that with increasing
inorganic content, there is a decrease in the gedemperatures at 60% and 80%
inorganic content. The reduced average temperatwresh would lead to lower
temperature gradients, could be the reason faretersal in the trend of reduced

ignition temperatures for 60% and 80% inorganictenn

4.4.8 Correlation for effect of inorganics on smoldering spread rate of peat moss
In this section, data from time to reach ignitiemperature from the smoldering peat
moss experiments detailed above will be used taiwlat correlation to account for
effect of the presence of inorganics on the sprasedof peat moss. This correlation will
be compared to that developed by Frandsen [48hdSen [48] developed an expression
for load loss rate in peat moss as:

w= 027-0.097R, —-0.033R, - D), (4.1)
where w = load loss rate, g /8m

D=RifR <10

D=10ifR>1.0

Rw = moisture ratio of fuel array (ratio of water reas organic mass)

R = inorganic ratio of the fuel array (ratio of iiganic mass to organic

mass)

The maximum load loss rat,ax iS given by

W, = 062- 022R, - 0.076R, - D), g/cnth (4.2)
From this the rate of spread was given as:

R= W,/ p (4.3)
where R = smoldering rate of spread, cm/h

p = density in g/cr
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According to Frandsen [48], the rate of spreadiasngn Equation (4.3) carries a 33%
error as a result of the median and mean valudsealbserved maximum mass loss rate
from Equation (4.2).

In the experimental results given on effect of gasics on smoldering rate in

Table 4.12, it was assumed that the time to regrwkion temperature was the time for
the mixture to reach a temperature of A75rom the data, the spread rate from 3 cm to
15 cm is determined in cm per minute. The spretedaial cm is neglected to avoid
errors that could be introduced as a result ofithext effect of the incident heat flux.
Steady state smoldering spread rate is expecteavio been achieved at a depth of

3 cm. A plot of spread rate versus percentagearfamic yields a fourth order graph
shown in Figure 4.18.
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Figure 4.18: Spread Rate (cm/s) of Peat Moss and Blxtures (Zero Percent
Moisture Content) Exposed tdemt Flux of 50 kW/rh
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The trend of variation of spread rate of peat \withcentage inorganic material is
depicted in Figure 4.18. A fourth order polynontraind is observed. The observed
trend is given as:

w=-3x10"IC* +7x107°IC° -6x107IC? +6x10°IC +0.0015 (4.4)
where w = spread rate of mixture, cm/s

IC = inorganic content = mass of inorganic/total mafssixture, %
Equation (4.4) is compared against Frandsen'sif#3]el (Equation (4.3)) at zero
percent moisture ratio. This is to investigatepbssibility of estimating the smoldering
spread rate of organic material using only the griage of the inorganic content of the
organic material. From Equation (4.2), for zerogget moisture ratio, jr= 0, Wnax thus
becomes:

W, = 062-0.076R, — D) (4.5)
Table 4.12 gives a comparison of results from Eqoa#.4) and Frandsen's model for

various percentages of inorganics. Sample calounatare given in Appendix D.

Table 4.12: Comparison of Smoldering Spread Rates(cfrom
Frandsen's Model and Experimedtarelation

Percentage Inorganic  Frandsen’s ModeExperimental Correlation
[43] (Equation (4.4))
7.5% 4.84 5.45
30% 4.15 4.69
44% 3.96 4.03
60% 3.9 2.97

The experimental correlation does an adequatefjpbedicting the smoldering spread
rate of peat moss with a given percent of inorganittent in comparison with
Frandsen’s [48] model. It should be noted here Fnamndsen’s [48] model inherently
has an error of +33% as stated previously. The effgets from the use of the kaowool

insulating board are assumed to be negligiblearatialysis of the results. This is
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because the smoldering spread being simulateckisttidy is downward and not lateral.
Also, from the literature in which similar sampleldters were used for holding organic
material (e.g., [43, 48, Anderson) for simulatiageral smoldering spread, edge effects

were said to minimal.

4.4.9 Forest soilsand laboratory soils.

The forest floor material had inorganic content amaisture content values that, based
on the work of Frandsen [48], suggest that sustiaboenbustion would not take place.
Such was the case as there was no sustained céonbinstll the tests conducted, for
both the forest floor samples and the laboratonstracted soils. Comparison of the
response of the two types of soils, forest float Eboratory constructed, exposed to
similar heat fluxes showed very good agreemergnmperatures measured at the various
depths. Graphs depicting comparison of the tempesraesponses of both the forest
floor and laboratory constructed soils for samglesd 2 are shown in Figures 4.19 and

4.20. Temperature profiles measured for other $ssrgre shown in Appendix E.

The temperature profiles for depths of 1 cm, 3 aoh @ cm for both the forest and
laboratory constructed soils for sample one arevahio Figure 4.19. From the graph,
the temperature profiles between the two type®its are very similar. At a depth of

1 cm, the difference in the temperature rises efitinest and laboratory soil is 0.7%. At
a depth of 3 cm, the difference was 5.4% and ab $he variation was 7.8%. Figure
4.201 also depicts the temperature profiles athdept 1 cm, 3 cm and 5 cm for the
forest and laboratory constructed soils for sar@pl€he variation in the temperature
rises for both the forest and laboratory constaistals are 1.1% at 1 cm, 5.7% at 3 cm
and 15.2% at 5 cm.
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Figure 4.19: Comparison of Temperature ProfileHarest Soil and Laboratory
Constructed Soil for Samplexp&sed to a Heat Flux of 80 kWror

8 Minutes

There is, however, a considerable time lag betweeprofiles for the laboratory
constructed soil and the forest soil especiallyrducooling at a depth of 1 cm. This is
probably due to the inability to exactly match thermal properties of the forest soll
samples. Also the presence of grass and otherialaten the surface of the forest soll
could affect the heating and cooling rates butdleesild not be reconstructed on the

laboratory soil.
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Figure 4.20: Comparison of Temperature ProfileHarest Soil and Laboratory

Constructed Soil for Sample @ibg and After 8 Minutes Exposure to Heat
Flux of 80 kwW/m

Table 4.13 gives the values of differences in maxmiemperature rises between the
laboratory constructed soils and the forest sbilshe analysis, temperature rises are
being used instead of absolute temperatures. $tiedause the use of absolute
temperatures could lead to erroneous conclusigrecesly if the initial temperatures
are not the same. The values obtained for therdiffee in maximum temperatures are
small and the time lag that exists in most casesdsn the two types of soil could be
due to slight difference in material propertiesthbohysical and thermal as explained
previously. However with the maximum temperatureimty well depicted, the
laboratory soil could be used very well to aid @tetmining the depth of lethal heat

penetration since that depends on maximum tempesasind not when those
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temperatures are achieved. The laboratory creaibdiis all cases gave slightly higher

values than the forest floor and was thus consep/at

Table 4.13: Percentage Difference in Maximum Terajpee Rises Measured at

Different Depths Between thedsbd~loor Soils and Laboratory

Constructed Soil.

Sample Percentage Difference Between Maximum TemperaiRigss
Measured in Forest and Laboratory Soil Specimeaabus Depths
1cm 3cm 5cm 7cm 10 cm 15 cm

1 0.7 54 7.3 15.5 19.2 6.6
2 10.2 57 15.1 7.1 7.2 6.3
3 2.1 5.3 10.5 20.0 8.5 3.4
4 1.1 4.6 1.8 4.1 2.3 7.1
5 2.7 2.1 25.6 15.9 25.7 11.7

Table 4.14 gives the depths of lethal heat penetrédr both the forest soil and the
laboratory constructed soil. As can be seen fraarfitures, the depths of lethal heat

penetration determined from both types of soilamg/ close with a maximum

percentage difference of 4.2%.

Table 4.14: Comparison of Depth of Lethal Heat Batien for Various Samples of
Forest Soil and Laboratory Camsed Soil

Sample Depth of Lethal Heat Penetration (cm)
Forest sall Laboratory soll Percentage difference
1 2.9 3.0 3.4%
2 3.75 3.75 0%
3 3.65 3.70 1.4%
4 2.6 2.65 1.9%
5 2.5 24 4.2%
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4.5 Summary of chapter
The experimental procedure and apparatus useddamabsults to validate the model
developed in Chapter Two have been detailed incthegpter. Brief backgrounds and
functions of the various apparatus were describld.experiments conducted include:

heat transfer in dry homogenous sand exposed iougneat fluxes
heat transfer in moist homogenous sand,

heat transfer in dry two-layer soil,

heat transfer in peat moss of various moistureerast

smoldering spread rate in peat moss with differ@mtganic contents,
heat transfer in forest floor soil and laboratooystructed soil.

Methods of collecting and conditioning of sampleduding soil samples from the
forest were described as well as methods of detémmihe physical properties of the
forest soil and creation of similar soils in thbdaatory. The results obtained have been
discussed including the estimation of the deptiethial heat penetration. The intensity
and duration of heat flux was found to impact aa dlepth of lethal heat penetration and
maximum temperatures, the presence of moisturealsagound to limit the flow of
heat in soil. These findings are consistent witldifngs from other authors in the
literature and basic heat transfer theory. Thegmes of inorganics in peat moss was
found to reduce average maximum temperatures brgase the duration of smoldering
combustion. Good agreement was observed betwedre#ieesponse of forest floor
and laboratory created soils, especially in thembeinhation of depth of lethal heat

penetration.
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CHAPTER FIVE: COMPARISON OF NUMERICAL AND
EXPERIMENTAL RESULTS

In this Chapter the predictions of temperatureif@®f maximum temperatures and
depth of lethal heat penetration by the temperatapendent thermal properties model,
constant thermal properties model, and the tworlagastant thermal properties model
given in Chapter Three will be compared to expentakresults obtained in Chapter
Four. The main discussion in this chapter will ua# the following.
. A comparison of numerical and experimental redoltslry sand exposed to
heat fluxes of 25, 50 and 75 kWAifior various periods of exposure.
. A comparison of numerical and experimental redolt$wo-layer soil
exposed to a heat flux of 25 kWAtior 10 minutes and a heat flux of
50 kW/rfi for 5 minutes.

5.1 Comparison of experimental and numerical resultsof dry sand

In Chapter Four, temperature profiles measuredyrsand of 0.4 mm mesh size
exposed to heat fluxes of 75, 50 and 25 krare presented. The depths of lethal heat
penetration were also determined. These experimee@surements will now be

compared against numerical predictions.

5.1.1 Comparison of predictionsfor single-layer soil

Temperature profiles from numerical predictionghy TDTP and CTP models and
measured in the experiments for exposure of drg s@a heat flux of 25 kwW/frfor

5 minutes are compared in Figure 5.1. The Figureggihe temperature profiles at
depths of 1 cm and 3 cm. Table 5.1 also gives gaason of the predicted and

measured maximum temperature rises at 1, 3, 5@uochlas well as the depths of lethal
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heat penetration. The temperature rise is comgdubed the difference between the

initial temperature of soil and the maximum tempeemeasured.
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Figure 5.1: Comparison of Temperature Profiles ieted by the TDTP and CTP
Models with Temperatures MeadweDepths of 1 cm and 3 cm During
and after 5 Minutes Exposura tdeat Flux of 25 kW/m

Table 5.1: Comparison of Maximum Temperature R&eégarious Depths and Depth of
Lethal Heat Penetration Predidctgdhe TPTD and CTP Models with
Temperature Measurements for Exp$o 25 kW/r for 5 Minutes

Type of Maximum Temperature Risé€Q) at Various Depths
Prediction lcm 3cm 5cm 10 cm Depth of Lethal Hegt
Penetration (cm)
CTP Model 131.6 28.3 11.7 2.0 2.6
TDTP Model 143.4 34.3 14.5 2.5 3.0
Experimental 118.8 27.4 12.3 2.8 2.8
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From Figure 5.1 both the TDTP and CTP over-prettliettemperature profiles and
maximum temperatures at 1 cm and 3 cm during rgeakime profiles are under-predicted
during cooling. From Table 5.2, both models ovesdpted the temperature rises at all
depths. The TDTP over-predicted the depth of lgtlkal penetration by about 7% whilst
the CTP model under-predicted the depth of lethat penetration by about 7%. Recall
that in Chapter 3 it was explained that the TDTRIet@redicts higher internal
temperatures and thus larger values of depth lodléeat penetration than the CTP
model. It was mentioned again in Chapter Threedhaitrve fitting method was used to
determine the depth of lethal heat penetration. tDuke high nodal size resolution
available in the numerical results, the depth tifdeheat penetration determined is
more accurate than the experimental value for whpdtial resolution is low. This
could account for the higher depth of lethal hesatgiration estimated for the
experimental measurement than the CTP model ththeg@ TP model recorded higher
temperature rises at all depths. An experimentaildef lethal heat penetration less
than 2.8 cm will have been obtained had a highdah@solution been used. This will
then have been consistent with the temperature ois&ined for both experimental and

numerical works.

The percentage difference between predicted maxiteomperature rises and
temperature measurements was 12% for CTP mod&2¥tdor TDTP model. The
predicted profiles had higher rates of heating @raling than the experimental

measurements.

Predicted temperature profiles from the TDTP an® @iodels and temperature
measurements for an exposure to a heat flux o0k for 5 minutes are presented in
Figure 5.2. The maximum temperature rises at varimpths and resultant depth of
lethal heat penetration for exposure to a heatdfib0 kWi/nf for 5, 7 and 10 minutes

are also given in Tables 5.2, 5.3 and 5.4.
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Figure 5.2: Comparison of Temperature Profiles ieted by the TDTP and CTP
Models with Temperatures MeadweDepths of 1 cm and 3 cm During
and after 5 Minutes Exposura tdeat Flux of 50 kW/m

From the Figure, the temperature profiles and marinemperatures at a depth of 1 cm
are under-predicted by both models. At a depth@h3the TDTP model over-predicts
the maximum temperatures and profiles whilst thé& @Todel under-predicts the
profiles and maximum temperature. From Table 8.3,depth of 1 cm, the TDTP

model under-predicts the maximum temperature ys¢% and over-predicts the
maximum temperature rise at 3 cm by 8%. The CTPainaalder-predicts the maximum
temperature rise by 18% at 1 cm depth and 21%cat 8epth.

Similar to the data from Table 5.2, the TDTP mamadr-predicts the depth of lethal heat
penetration whilst the CTP model under-predictsdiygth of lethal heat penetration. The
TDTP model over-predicts the depth of lethal heatgbration by 2% whilst the CTP
under-predicts the depth of lethal heat penetrdtjoh6%. From Table 5.3 which shows
data for exposure to heat flux of 50 kW/far 7 minutes, the TDTP model over-predicts
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the depth of lethal heat penetration by about 13%tsivthe CTP model under-predicts
by 10%. From Table 5.4 which shows data for exppsmiheat flux of 50 kW/ffor 10
minutes, the TDTP model over-predicts the deptletblal heat penetration by about
17% whilst the CTP model under-predicts the deplbtbal heat penetration by 6%.

Table 5.2: Comparison of Maximum Temperature RaasDepth of Lethal Heat
Penetration Predicted by the TDdil CTP Models with Measured Values
at Various Depths Exposure totHax of 50 kWi/nf for 5 Minutes

Type of Maximum Temperature Rise ifQ) at Various Depths
prediction 1lcm 3cm 5cm 10 cm Depth of Lethal Heat
Penetration (cm)
CTP Model 203.0 43.4 18.1 4.1 3.5
TDTP Model 238.5 59.7 26.0 6.2 4.3
Experiment 248.4 56.4 28.7 7.4 4.2

Table 5.3: Comparison of Maximum Temperature RaesDepth of Lethal Heat
Penetration Predicted by the TDdil CTP Models with Measured Values
at Various Depths Exposure totHiéax of 50 kW/nf for 7 Minutes

Type of Maximum Temperature Rise ifQ) at Various Depths
prediction lcm 3cm 5cm 10 cm Depth of Lethal Hegat
Penetration (cm)
CTP Model 246.6 56.6 23.9 5.8 4.2
TDTP Model 286.5 79.02 35.0 8.8 5.3
Experiment 386.7 80.0 28.8 9.6 4.7
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Table 5.4: Comparison of Maximum Temperature RaebDepth of Lethal Heat
Penetration Predicted by the TDail CTP Models with Measured Values
at Various Depths for Exposuréiemt Flux of 50 kW/rhfor 10 Minutes

Type of Maximum Temperature RiséQ) at Various Depths
Prediction lcm 3cm 5cm 10 cm Depth of Lethal Hegt
Penetration (cm)
CTP Model 294.2 76.0 32.3 7.8 5.0
TDTP Model 336.4 106.4 47.8 12.2 6.2
Experiment 421.7 102.0 39.1 7.6 5.3

Table 5.5 gives the maximum temperature rises lamdépths of lethal heat penetration
for a 5 minute exposure to a heat flux of 75 k\W/rfihe trend of the data is different
from that observed for the other predictions aé loebdels under-predict the
temperature rises and the depth of lethal heattgime. The TDTP model under-
predicts the depth of lethal heat penetration b Whilst the CTP under-predicts the
depth of lethal heat penetration by 35%.

Table 5.5: Comparison of Maximum Temperature RaesDepth of Lethal Heat
Penetration Predicted by the TDail CTP Models with Measured Values
at Various Depths Exposure totHiéax of 75 kW/nf for 5 Minutes

Mode of Maximum Temperature Rise & at Various Depths (cm)
Prediction lcm 3cm 5cm 10 cm Depth of Lethal Hegt
Penetration (cm)
CTP Model 249.3 53.1 22.3 6.9 4.0
TDTP Model 307.8 79.2 35.0 10.3 5.1
Experiment 445.6 110.5 51.3 7.3 6.2

5.1.2 Reasonsfor variation between numerical and measured values
The following reasons can be put forward to accdomnthe differences in measured and

predicted temperature profiles, values of maximempgeratures and depths of lethal

heat penetration.
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For the exposure to a heat flux of 25 k\V&fior 5 minutes, the differences in
the profiles can be due to the value of the comwetieat transfer coefficient
used in the model. A high value of the convectigathransfer coefficienh,
will cause a faster rate of cooling due to a lakgdue of convective heat flux.
This is especially so as the temperatures measiitie@xposure to a heat flux
of 25 kW/nf, are lower than the average temperatures useeténndining the
value ofh in Chapter Three. Further deductions to suppdstréfason can be
made from Figure 5.2 which gives the temperatuodilps for five minutes
exposure to a heat flux of 50 kWAnit can be seen from the predicted and
measured temperature profiles at a depth of 1 om ffigure 5.2 that during
cooling, the slopes and shapes of the profilesiandar, implying that the
convective heat transfer coefficient value usethis study was more
representative of the temperatures achieved whiea flux of 50 kW/rfy

For exposure to a heat flux of 75 kW/inwas seen that the differences in
maximum temperature rise between predicted anduregsalues resulted in
differences in the depth of lethal heat penetratiob8% by the TDTP model
and 35% by the CTP model. Recall that the therimadigctivity relation used
for the model, Equation (3.5) was obtained oveméed temperature range,
between 17 % and 37.8C, and then linearly extrapolated. Recall also ithat
Chapter Three, the thermal conductivities usedigdtudy and that measured
by Pourhashemi, et. al. [61] in quartz and seassamile compared and in the
comparison, it was realised that between 500K &@K6the quartz sand
showed an increase of 0.46 W/m-K representing @fi%tincrease in the
thermal conductivity at 300K, the sea sand showedaease of 0.33 W/m-K
representing approximately 50% increase in thentabconductivity at 300K
whilst that used in this study showed an incredsmly 0.09 W/m-K
representing about 35% of the value at 300K. Thglies that at high
temperatures the thermal conductivity relationstsged in the model will
likely be generating and using thermal conductivaijues less than what it

should actually be.
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Recall again that in the sensitivity analyses edrdut in Chapter Three, it was
pointed out that a decrease in thermal conductiegults in a decrease in
maximum temperatures and depth of lethal heat pioet. Hence, the fact
that the thermal conductivity was generated ousniéed temperature range
resulting in possible smaller values being usatiémumerical prediction at
high temperatures, could be the cause of low valtissaximum temperatures

and depths of lethal heat penetration predicteth®@ynodels at 75 kW/m

The assumption of convective cooling during heatingigh heat fluxes
could also lead to lower predictions by the moBehctically, during heating
in the experiments, the temperature immediatelyalioe soil (and beneath
the heater) will not be ambient and convective iogolvill not be effective.
Recall that it was mentioned in Chapter Four thaind) the experiments,
after heating the sand, the heated sand was moveegfeom beneath the
cone heater to an area where temperature was sunesentative of the
ambient. This was to ensure practical convectiv@icg. Recall that in the
sensitivity analysis carried out in Chapter 3, eetihg convective cooling
during heating causes about 17% and 15% incregsedicted depth of
lethal heat penetration by the TDTP and CTP masspectively. The CTP
model predicted a depth of lethal heat penetragfdhl cm when there was
no convective cooling during heating and 4.7 cm praslicted by the CTP

model.

Recall that one of the reasons stated for choasimeat flux boundary
condition in this study was due to the fact thghhiemperature gradients
could exist in soils. Thus, in the experimentsiedrout, the possibility of the
thermocouple not being exactly at the targetedtiposexists. For example,
the TDTP model predicts a maximum temperature tranaf 15% between

depths of 0.9 mm and 1 cm.
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It is obvious from the literature that predictingaet values of depth of lethal heat
penetration and temperature profiles in a soikisegally difficult due to the inability to
accurately measure the thermal properties of thels@omparing the results of this
study with the literature, Richon [5] measured preficted four depths of lethal heat
penetration with six different boundary conditionglry Ottawa sand. For a boundary
condition similar to this study (constant heat fegposure and convective cooling at all
times), variations obtained by Richon [5] betweesdpted and measured depths of
lethal heat penetration ranged from 12% to 47%w&t#, et. al. [16] also measured
several depths of lethal heat penetration in dtgWd sand. For a constant heat flux
boundary condition, predicted and measured degtlesial heat penetration obtained
by Steward, et. al. [16] had variations of morentl@0% in some cases. Scotter [23]
obtained variations of about 33% between prediatetimeasured maximum
temperatures. Pourhashemi, et. al. [61] obtainedti@ns of 15% between measured

and predicted temperatures during transient periods

In this study, apart from the variations observedraexposure to a heat flux of

75 kWinf variations between predicted and measured depththal heat penetration
(maximum of 18%) were better than that revieweth@literature. It must be also noted
that the values of depth of lethal heat penetradi@generally small hence a small

variation in the value could translate into largegentage variations.

5.1.3 Comparison of resultsfor two-layered soil

Table 5.6 gives a comparison of predicted and medsunaximum temperatures at
depths of 1, 3, 5 and 10 cm for an exposure o/ dvdo-layer soil to a heat flux of

25 kW/nt for 10 minutes. The values of thermal propertieslightly moist topsoil

from Uscowicz [76] were used directly in the nurnatimodel. The thermal values used
are thermal conductivity, k = 0.42 W/mK, specifiedt, c = 908.6 W/AK and density,

p = 662.2 kg/m. The soil from which data was adapted had a m@satio of

0.056 mi/m®.
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Table 5.6: Comparison of Maximum Temperatures aeptbof Lethal Heat
Penetration Predicted by the CTé&d#M with Measured Values at Various
Depths for Exposure to Heat Flii2® kwW/nf for 10 Minutes

Type of Maximum Temperature RiséQ) at Various Depths
prediction 1lcm 3cm 5cm 10 cm Depth of Lethal heat
penetration (cm)
CTP Model 316.8| 152.0 84.4 30.5 6.0
Experimental 397.8| 114.5 69.0 32.4 5.8

As can be seen from Table 5.6, the temperatureursghat 1 cm is considerably higher
than the numerical value. Recall that in discustiregexperimental results in Chapter
Four, it was mentioned that smoldering combustiad taken place in the top soil and
charring to a depth of about 1.5 cm had been obdehence the high temperatures at a
depth of 1 cm. Since the model does not take iotowant internal heat generation that
takes place in smoldering combustion, the meaderageratures at and near points
where smoldering combustion took place should ghdrithan the predicted
temperatures. This is the case in Table 5.6. Tinpéeature at 3 cm is lower than
predicted by the model probably due to the fadt tta thermal conductivity value used
in the model, which is for slightly moist soil, Wide higher than for dry soil. As was
discussed in Chapter Three, a higher thermal cdivityowill cause faster heat flow
within soil and create smaller temperature graditéman a smaller value of thermal
conductivity. The experimental results showed highmperature gradients probably
due to a lower value of thermal conductivity theises for a dry soil compared to a wet
soil. The depth of lethal heat penetration predidtte the model was larger than the

experimental value by about 3%.

Table 5.7 gives the predicted and measured maxitemperatures for a 5 minute
exposure to a heat flux of 50 kWAnSimilar to the case of 25 kWnthe effects of
smoldering combustion on the maximum temperatueseen at a depth of 1 cm.
Similarly, the effect of using a possibly higheetimal conductivity value in the model
is seen in smaller temperature gradients for ttmearmical results than the experimental
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results. This results in higher internal tempeedureing predicted by the numerical

model than measured in the experiments. The madet@redicts the depth of lethal by

about 12%.

Table 5.7: Maximum Temperatures at Various Depthss fNumerical Prediction and

Experimental Measurements for aiayered Soil Exposed to Heat Flux of

at

50 kW/f
Type of Prediction Maximum temperature°C) at Various Depths
1cm 3cm 5cm 10cm  Depth of Lethal He
Penetration (cm)
Numerical Prediction 369.5 138.0 74.( 29. 5.6
Experimental 452.8 103.6 59.8 29.4 5.0
Measurement

5.2 Implication of resultsto forest/wildland fire research

A review of the comparison of numerical and expental results in this Chapter as
well as the sensitivity analyses carried out in@lea3 shows that there are varying
effects on the temperatures and depths of letladl fenetration in a soil under wildland
fire conditions arising from the properties of 8wl and the boundary conditions
prevailing. The effects of thermal conductivitysisch that high thermal conductivity
values create high depths of lethal heat penetratialst large values of specific heat
and density causes a reduction in the depth lodlléeat penetration. The effects of
convective heat transfer coefficient on temperatises especially at lower depths and
depth of lethal heat penetration were not as lasgjiie effect of the thermal properties.
The effects of incident heat flux and the time xjp@sure of the heat flux were both
found to cause large temperature rises and deptathal heat penetration. Typically,
since the thermal properties of a soil cannot @gkd (without changing the moisture
state of the soil), the most important parameteais ¢an be varied are the incident heat
flux and the times of exposure. This implies timat $ize of fire and the burning time of
fire in a forest/wildland are parameters that camptactically varied in a prescribed fire
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to obtain desired results in terms of temperatisesrand depths of lethal heat
penetration. Fuels like slash, litter, grass ato. loe used in various loadings to obtain
targeted incident heat fluxes and times of burnihgwever, one problem that still

remains is the inability to accurately measurettimemal properties of the soil.

From a comparison of the two models developediggdtudy, that is the temperature
dependent thermal properties (TDTP) and constamirthl properties (CTP) models,
with experimental measurements, it is seen that EP model over-predicts the depth
of lethal heat penetration whilst the CTP modelarqaredicts the depth of lethal heat
penetration. Moreover, the TDTP model predicts &slihat are closer to the
experimental measurements than the CTP model. kingnaredictions, it is important
to include a factor of safety and be conservatiemce the TDTP model which over-
predicts the depth of lethal heat penetration isenconservative than the CTP model.
The TDTP model is thus chosen as a better modedeédhan the CTP model.

The study has also shown that the dependencerofdheonductivity on temperature
can be determined using available heat flow metiech as was used in this study, the
Fox heat flow meter. Such temperature dependepiepties will help in better
predicting temperature profiles and depth of letieddt penetration. Similarly, the
dependence of other thermal properties such aspéhafic heat can be determined
using equipments such as a Differential Scannirgridaeter. Hence for any soil, the

dependence of thermal properties on temperaturebedetermined.

Generally, the depth of seeds and shoots of piargsil can be predicted by soil
scientists within an accuracy of 1 cm [5]. Hencedictions of depth of lethal heat
penetration in soil should at worst be within thiguracy of 1 cm. All the predicted
depths of lethal heat penetration by both modeaisept at 75 kW/rhwere less than

1 cm and hence within the 1 cm accuracy of prattjatiepths of seeds and shoots of
plants.
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Practically, the model can be used to determinelépgh of lethal heat penetration as
well as temperature in soil to determine effecseads and plant tissues deep within
soil. The temperature data that can be obtained fhe model can also be used by
forest managers to estimate when certain biologatedmical and physical activities
related to temperature will occur in soil. For exdenit is believed that when
temperatures exceed 3@0in the organic material, over half of the nitrogeithin the
affected organic material may be lost in gaseous to the atmosphere. Also at
temperatures above about 3Z5more than 25% of the sulfur (an important plant
nutrient and soil acidifier) within the affectecganic material may be lost in gaseous
form to the atmosphere and, temperatures betweg20FC can effectively distil
organic matter into hydrocarbons that condensemarsuil particles, altering the
physical character of soil and resulting in reduicddtration[2, 10, 11].

Temperatures and depths of lethal heat penetratidry soil are higher than that
obtained in moist soils. Soils in forest settingd @ontain some amount of moisture
and will rarely be completely dry. This implies tipgedictions made with the model in
this study, which neglects the presence of moistuseil, will generally be
conservative in nature and will predict the maximpmossible values of maximum

temperatures and depth of lethal heat penetration.

In this study, a method has been developed forlstale tests involving the use of the
cone calorimeter for wildland fire research, spealfy, for studies on heat transfer in
soil exposed to sources of heat. The mode of hggatiailable from the cone calorimeter
and used in this study has been purely radiatinie nhode of heat transfer is typical of
high temperature fires. The results from the expental measurements, which are
consistent with basic heat transfer principles it literature implies that the cone
calorimeter can be used effectively for small stests on the soil. This will help in
limiting the dependence on large scale tests sintke other small scale tests where
forest fuels are used to generate heat with unaiteiddie heat inputs into soil, the heat

input from the cone calorimeter can be controltedésired values.
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5.3 Summary of chapter
A comparison between numerical predictions and exm@atal results has been carried
out here for cases of:

heat transfer in a dry single-layer sand, and

heat transfer in a dry two-layer soil.
In both cases, good agreement has been obtaineddsehumerical predictions and
experimental values especially in the predictiothefdepth of lethal heat penetration
except at very high heat fluxes. Reasons have ¢pgen for variations between
predicted and measured values of temperature @sadihd depth of lethal heat
penetration especially at high heat fluxes as a®liimplications of this study for

wildland fire research.
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CHAPTER SIX: CONCLUSIONSAND RECOMMENDATIONS

6.1 Conclusions
In this study two types of models of heat trangiesoil have been developed:
a temperature dependent thermal properties modeh @onstant thermal properties
model. The heat transfer model based on temperd&yrendent properties of soil can be
easily developed once a relation between the tHegroperties and temperature can be
obtained. The inputs to the models are:

* temperature dependent thermal properties relatibaeil for temperature

dependent thermal properties models,

e constant thermal properties of soil for constastiial properties model,

e density of saill,

e aconstant heat flux and time of exposure of st flux and

. heat transfer coefficient at surface of heated soil

The results from comparison of the two types of-layer heat transfer models in dry
sand with the experimental measurements have sti@tia temperature dependent
properties model does a better job of predictimgperature profiles and depths of lethal
heat penetration than a model that uses constamhh properties model. In this study
the temperature dependent properties model oveligheel depths of lethal heat
penetration in a dry singly layer sand by a margiging from 6% to 18% whilst the
constant properties model under-predicted the @xpeatal results by 2 to 35%. In the
literature, variations obtained ranged from 15%766. The temperature dependent
thermal properties model in general was consergatiyredictions of the depth of
lethal heat penetration. For the two-layer modeigisonstant properties, the model
over-predicted the depth of lethal heat penetrdipB8% in the first test and 12% in the
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second test. The model developed in this studydies a very good job of predicting
temperature profiles and depth of lethal heat patieh compared to variations
observed in the literature. Predicted depths bileteat penetration, apart from that for
exposure to heat flux of 75 kW#mwere within 1 cm accuracy. Recall that depth efise

and plant shoots in the soil can be predicted wistm accuracy of 1 cm.

Apart from predictions made at exposure to a Heatdf 75 kwW/nf, the numerical
models, especially the TDTP model did a good jopretlicting the temperature profiles
and depth of lethal heat penetration. The modelsidi do a very good job at high heat
fluxes due to the following.
The relationship used for the temperature deperedehihermal
conductivity of sand was obtained from a limitechperature range which
might not be representative of the actual relatignat high temperatures
which were obtained at exposure to a heat fluxsof\R/n
The relationship used for dependence of specitt e temperature of sand
was adapted from literature and might thus notdyg vepresentative of that
of the sand used in the experiment and
The assumption of convective cooling during heatipgf sand which in
practice might not be the case or not of the degsee in the model.
Neglecting the effect of convective cooling durlmgating up in the models
showed better agreement with the experimentalteathigh heat flux of
75 KW/,

The effect of moisture on the rate of heat tranisfesoil as catalogued by many authors
was also observed in this study. The maximum teatpess and depths of lethal heat
penetration obtained experimentally decreased pvigkence of moisture and were far
less than that obtained for dry sand. With jus¥arboisture content in sand, there was a
reduction in temperature at depth of 1 cm fromdhesand exposed to heat flux of

50 kwi/nf for five minutes by as much as 170%. There waslagtion in the depth of

lethal heat penetration by 13% with the same 5%stam@ content. The effect of
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moisture on the maximum temperatures and deptétlodll penetration in sand was

observed to increase with increasing moisture cante

Practically, there will be some amount of moistursoil, since the maximum
temperatures and depths of lethal heat penetrabitained in dry soil is higher than that
obtained in moist soil (as was depicted in thislgtwith sand), the model of heat
transfer in dry soil developed in this study wiledict values of maximum temperatures
and depths of lethal heat penetration that aredhnititan real values and will thus be
conservative. This makes the use of such a modglideal in situations where

predictions are desired to be conservative.

The presence of inorganics in peat moss was faudddrease the maximum average
temperatures obtained in smoldering combustioreaf moss. The presence of
inorganics was also found to retard the spreadafaenoldering combustion in peat
moss. The retardation in spread rate of smoldexomgbustion with increasing inorganic
content ultimately leads to a point where smoldgdambustion is not sustained. This
limit of inorganic content in peat moss where sredltj combustion is not sustained
has been catalogued by researchers in the literéduy., Fransden [46]). The effect of
the presence of inorganics on spread rate and niaxitemperatures is expected to
cause a reduction in temperatures transmitted nemai soils with increasing organic

matter.

The effect of moisture on spread rate and tempes&chieved in smoldering organic
matter (peat moss) was also presented in this sy maximum temperatures at
various depths were found to decrease with increasmisture content similar to the
case of sand. This implies that the amount of traasmitted to the mineral soil by a
smoldering organic matter in the forest will deseavith increase in moisture content
of the organic layer. This is consistent with fimgk by Frandsen and Ryan [33] who
recorded heat fluxes in soil with moist peat masgecings of 2.1 kW/rhas against

3.3 kW/nf recorded in soils with dry peat moss coverings.
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In the experiments, it was observed that due tslihe spread rate of peat moss,
temperatures of over 280 persisted at various depths for long periodénoé t
Practically, this implies that will certainly be arcrease in the total thermal energy
transmitted to the mineral soil and consequentydipth of lethal heat penetration
when organic material burns. This is consistenfirtdings in literature (for e.qg.,[2])
that a ground fire is the most destructive of atekt/wildland fires due to the high
temperatures that persist over long periods of.time

Methods have been developed in this study to uaigadle garden materials such as
peat moss and fine sand, to represent forest $loibby matching the physical
properties, such as the organic and moisture ctméerd bulk densities, of the various
layers of the forest soil. The cone calorimeterdias been shown to be capable of
being used in wildland fire studies as a sourdeeait by providing a controllable
radiative heat flux in terms of magnitude and tiohexposure. These together can be
used extensively in wildland fire studies to valelenodels of heat transfer and limit the
dependence on full scale tests to validate suctelaad heat transfer in the soil. These
stem from the results obtained from comparing émeperature responses of forest floor
and laboratory constructed soils to heat inputg. [Bboratory created soil did a very
good job of mimicking the temperature profiles aleghth of lethal heat penetration

measured in the forest soil.

Recall that in developing the model, a few assuomgtwere made including:

a constant heat flux boundary condition

. absence of moisture
These will have to be borne in mind when applyiesuits from this model and are
therefore applicable to similar prevailing conditso Practically, the heat flux generated
in a forest fire is not constant as assumed inrtbdel. Also the effect of moisture was
not considered in the model hence for the caseenthere is moisture in the soil, the
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actual depth of lethal heat penetration will bes lf&n predicted. The result obtained

with the model will thus be conservative.

6.2 Recommendation for futurework

Based on the results of the experiments and theenocah work, the following

recommendations for future work are made.
Since it is believed that the relationship exprggshe dependence of
thermal properties, that is the specific heat &edrnhal conductivity, on
temperature was not very representative of therthleproperties of the
sand used in this study, especially at high temipegs, and could be the
cause of the variations in numerical and measuattkes of temperatures
and depths of lethal heat penetration, an investigaf methods such as
the use of the Differential Scanning Calorimeteolbtain the temperature
dependence of thermal properties of the soil oMarge temperature range
is recommended. This can then be used in the teyerdependent
thermal properties model with higher accuracy.
Since it has been shown that a numerical modeinbatporates
temperature dependent thermal properties has Ipetdictive abilities
than a constant thermal properties model, exterwditime single-layer
temperature dependent thermal properties modeMeral layers is highly
recommended.
The use of the DSC to obtain relationships forndugation of thermal
properties with temperature for dry peat mossss adcommended. This
can be used in developing a numerical model of dermlg combustion in
peat moss. Such a model can be incorporated iattwib-layer numerical
model developed in this study to represent a mofetganic layer over
mineral soil. This model will do a better job ofplicting temperature
profiles and depth of lethal heat penetration sesavhere smoldering
combustion will take place than the two-layer matksleloped in this
study.
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The use of DSC and Heat Flow Meter to obtain catiahs for the
dependence of thermal properties on temperatumoddt soil is also
recommended. Such a correlation can be used tdogexesimple model of
heat transfer in moist soils. Such a model togethitr that for smoldering
peat moss can be incorporated in a two-layer mibdewill do a very

good job of predicting temperatures and depthstbfl heat penetration in

a real forest floor soil as it would account foe fhresence of moisture.
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APPENDIX A

Finite-difference solution of the heat transfer equations
The equations required for the formulation of theded are given in Chapter 2,

Equation (2.16)

kg—T =q, —€0T,L, —h(T,., —T,) —E,, atx=0 for 0 <t texposure N
X
oT 4 4
k_ = —£O'(TX:O _Ta ) - h(TXZO _Ta) - Esm atX = O fOf t > Exposure
X
pc%—-[ :ai( %—I] at x >0 and ¥ 0 (temperature dependent properfrejLAl)
X
2
ar =qa 9 12- atx>0and® 0 (constant properties)
ot 0x
T. =T, for O0<t£w Y,
Orad Yo .
Base of cone calorimeter

Oconv heate

7

l l x=C

Ok
\ Soil sample in

sample holder

From the diagram above, for energy exchange autface of the soil is given by:

q" net = q" k+ Esm (1A2)

where q"net= 0g + Orag T+ Geony = NEt heat flux at the surface of the soil
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g" k = conducted heat flux through surface to node 1

g" conv= conductive heat losses

n

g’ raq= radiative heat losses

= thermal energy storage in soil.

As given by Equation (1A1)

kaa_T - qo HiToo ~(Tyoo —To) — Eg atx =0 for 0 < t<texposure (1A3)
oT .
ka_ Qo ~ HTOTAL(TX=0 _Ta) - Esm atx=0 fort> Exposure (1A4)

whereT,—q is the surface temperature,

T, is the ambient temperature
H: = eo(T2,) (1A5)
Hrota, = EJ(I'XZZO +Ta2)(Tx:0 +T,)+h

Referring toT,-, asT, for surface temperature for convenience, then fEgmuation
(1A3), fOf 0 < tS texposure

T -T
K OAXl _qo R(To)_h(ro _Ta)_Esm
a, _KT0 T1+h(T ST)+H Ax dT,
AX 2 dt
dT,  2a 2a 2aH 2ah
0 — - T-T)- R(T)- T -T 1A6
dt kAX qo sz ( o 1) kAX ( o) ( ) ( )

From the Euler method of marching ahead in time

T =T +0C'1—I At (1A7)

wherei is the old time step andl is the new time step. From Equations (1A6) and
(1A7)

T =T+
(Ax)°

alt [ 2x hAx
k

(o T)}

Rearranging gives
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T, =T, @-2a - 2aPH

total

whereg = L P= Atz
oC AX

Htotal = h + ga(rxs:o)

For t > Exposure

T,” =T, 0~ 2a - 2aPH

total

%) +20PT, + 2ap% q, + 2aPh%Ta

) +20PT, +20P X0, +20PHrr, BT

a

whereHy = h+ g0 (T X2=o +Taz)(r =0 T Ta)

Interior nodes

qm—l,m = qm,m+1 + Esm

k Kk dT
— (T =Tp) = (T, = T,y) = PCOX—
(rm—l m) (I-m m+1) ld: dt
dT a a
m=" (T..-T)Y—(T.-T
dt (AX)Z ( m-1 m) (AX)Z ( m m+1)

(1A8)

(1A9)

(1A10)

Applying the explicit method of moving ahead in &irand rearranging we have:

T, =T, (1-2aP)+ aPT; Lt aPT, .,

For the bottom node, for a semi infinite mediunmyagepn is of form:

Ti+1 :Ti

Last Last

Putting the three equations in the matrix formdsel
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T, 1-2aP(1+H, Ax/k) 2aP T
T aP 1-2aP aP !
- _ - .
Tt aP 1-2aP aP Tast1
Tlast _ L 1_ L Tlast _
[ 2aPAX(q, +hT,) /K]
0
- (1A13)
0
- 0 -
For the case of variable properties as adapted [6&in
K., tk -t
— _m= m A m—l m
qm—l,m 2 AX
K Koz At — Ui
=0 M AT 1A14
qm,m+1 2 AX ( )
dT,,
dt

At the surface, considering energy exchange asiaas for the constant properties

case:
. _ Kot Ax dT,
° 2Ax ° 2 dt
dT, JAX K, +K, hAX
- ZP[ ; LT, =T - (7, = T,) - }
dt (), 2(m), (), ( )
Employing the explicit method of moving ahead meigiven in Equation (1A15)
T,"=@-P %+ K _opHea )T, +P R T, + 2F)Ax[qo +hT,] (1A16)
£C), (c), (0c), (0c),

where Ho =h + £0(T2,).

For t > typosure
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. k, +k Hiow® i Kotk
Tt =a-po s opHualyr  pXo Ty (2P, Ly T (A17)
(), (£0), (), (),
whereHa = h+£0(T2, +T2) (T, +T,)
For the interior nodes from Equation (1A10)
K., +k T.,-T Kk +k . T -T. dT,
m m 'm m — "m m+l _m m o+ Ax—2

Rearranging to obtain an expres,sionglglﬂ_ltTl and applying the explicit method of moving

ahead in time;:

. + . + + . + _
r’:]+1 - km—l km Tr:]—l + (1_ km—l 2km km+1 )Tr:1 + km+1 km Tr:1+1 (1A18)
2(pc), 2(0) 2()
At the last node, from semi-infinite assumption:
Tost = Tias (1A19)

Putting the three equations in the matrix formdsehe matrix below:

158



- _I_O i+l
Tl
Tlast—l
L Tlast n
_1_ ko +k1 P_ Htotal PAXZP Pko +k1 ]
(£C), (£C)s (/C),
km—l + km _ km—l + 2km + km+1 P km + km+1
2(0C) 2(0C) 2(0)
1_
T, | [2pax 7
(do +0T,)
T, (o) t
- 0
_|+ - (1A20)
T -
last-1 0
L Tlast | 0

For the two-layer model, the surface node will htngeesame equations as that given by
Equation (1A9) with subscript 1. The middle nodek also have the same equation
given by Equation (1A11) with subscript 1 to remmsfirst layer.

T =T.(1-2a,-2a,PH

total

A i A A
Th+2a,PT! +20,R, g, + 2a,R T,

1 1 1

(1A21)
The interior nodes of the first layer will have eguation similar to that of

Equation (1A11) with subscript 1 as:
Tow =Tow @-2a0,R) +a,PT)y, +aPT),., (1A22)
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At the bottom of the first node,

Surface, x =0

a. F Mot
—_—————. A _/_2 ______ AXl
Bottom of first layer, x = L1 X1 v My .
AX2/2 A¢ ’
I | X2 M2,l
y y
qOUt

Bottom of second layer

From the figure, considering energy exchange abdttom of the last node

— kl TM L1 _TM 1L

qin AXl
T =T

"k M1L-1 M 21

QOut 2 AXZ
Ax, dT,

E - i’} ML 1

sML,1 (m)l 2 dt

From Equation (1A10)

K Tyzia ~ Tuae — K Turia " Tuas +(p0) Ax Ao s (1A23)

| I, 2 AX, Y2 dt

-T dT,

20'12 (TM 1L-1 — T 1,L)_ Zkz (TMLL : 2’1) = (1A24)

(AX) (p0),  DxDX, dt

From the Implicit method of moving ahead in timeegi in Equation (1A7),

Equation (1A24) becomes

(1A25)

4= 2a 2k, (Tyr —Toy )
TMll"‘ =T +[—12(TM1,L ~Twi)— 2 2 WL 2’1] At
(Axl) (Ia:)l Axlez

Rearranging Equation (1A25) gives for the bottordenof the first layer:

k, At ]+2 k, At
(o), DA%, ) (pe), DX, ™

Tl\i/IJIr_l,l = ZalplTl\i/ILL—l +T|\i/| l,L(l_ zalpl -2

(1A26)
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The top node of the second layer will have a teatpee boundary condition and the
temperature is the same as that of the bottomediitst node given by Equation (1A26).
The interior nodes of the second layer will beghme as that of the single layer give by
Equation (1A10) with subscript 2

TzlJrrvll = Tzi,M (1_ 202 Pz) ta, F)2T2i,M 114, P2T2i,M +1

At
(Ax,)*

whereP, =

The last node will have an equation similar to tfathe single layer given by Equation
(1A11) but with subscript 2 to represent the sedagdr. This is given as:
Ti+l - Ti

Last Last
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APPENDIX B

Solution of the one-dimensional Fourier field equation with constant properties and

convective cooling but without surface radiative heat losses

Recall that the one-dimensional Fourier Equationafgiven uniform initial
temperature is given by:
oT _ 0°T
- = a! >
ot 1)
T=T,at timet=0

(2B1)

For the boundary conditions

At the bottom of soilT| _ =T,

For the surface of the soil

q" =" for time t< texposuredNd
qg'=0ift> texposure

8- T)

+h(T, -T,)=0"
at (x—O o) q

x=0

The solution is obtained by the use of Laplacesfiaim. Combining methods from
Richon [5], Carlslaw and Jaeger [66] and Schndi@}; the Laplace transform is
obtained for the left hand side of Equation (2B1)as

2 (%)
[2T)- [ e
0

_ 0T
ox*
where T =T - Ty
Similarly, for the right hand side of equation (3B1
L(%—IJ = ?%—I e *'dt

0

= [Te‘s‘]: + sije‘S‘dt
0
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Integrating by parts gives

L(a—TJ =sT
ot

Therefore from Equation (2B1)

2 —
a{g 12-) =gl
X (2B2)

2 E—
:aI—ET=O
ox- a

Equation (2B2) is an ordinary differential equatfonwhich the solution is

s
—X

T= Ae‘/; +Be ’
Given that the temperature at the bottom of saglsdaot change, then
szL: TO_T(): 0

ThereforeT = Be_J; (2B3)
Differentiating Equation (2B3) with respectxyields

T _ g \/EeJ: (2B4)
ot a
Substituting Equation (2B4) into boundary conditairsurface gives:

kB\/§+ hBe_‘/; =4 from which B is given by:
a S

B = q—
s{k\/€+ hj
a
T :q—e_& (2B5)
{k\/g+ hJ
a
S
Let Y:\/: andH =h/k
a

From which 2B5 becomes

which upon substituting in Equation (5B3) gives
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n

-T — k e—Yx
s(Y +H)

Carlslaw and Jaeger provides a table of Laplacestoam pairs from which obtaining

the inverse transfer of yields:

_Y X | _ oHx+atH? X
T(x,t)—m[erf({zﬁ} e erfc{ZM+H\/Eﬂ (2B6)
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APPENDIX C1

Initialize parameters:

set depth of soil and total number of nodes, L,xXJma

set time stepAt,

set ambient temperature, T

set convective heat transfer coefficient, h, anasig, p

set incident heat fluxX,i@igens

set exposure timegubosure 2N Maximum time rungdy

set thermal properties for CTP model

set equations for thermal properties for TDTP model
set ambient temperature as previous temperataéraides

v

calculate thermal properties for TDTP model fromagpn and previous
temperature

calculate nodal sizeyx

calculate stability factor, P

Set temperature

previous temperatures

<
at all nodes as Yes

Is Time < fxposur

T

Increase
Time byAt

Calculate surface temperature

without incident hat flux v

Calculate surface temperature
with incident heat flu

A 4

Calculate internal temperatures
Set temperatures at last node to ambient temperatiir

Is Time < tha

Output results

Enc
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APPENDIX C2

Flow chart for computer program for two-layer model

Initialize parameters:

set total depth of soil, L, and total number of @@dimaxand Jmaxfor first and second layers
set depth of first layer, | calculate depth of second layer

set time stepAt, and ambient temperature, T

set convective heat transfer coefficient, h, anasig, p

set incident heat fluX,i@idens

set exposure tiMmeguhosure 2N Maximum time rungdy

set thermal properties for CTP model

set equations for thermal properties for TDTP model

set ambient temperature as previous temperat@aéraides

v

calculate thermal properties for TDTP model fromagpn and previous
temperature

calculate nodal sizeax; andAxs, for first and second layers

calculate stability factor, P

Set temperature at all nodes @s Yes
previous temperatures Is Time < Exgosur
Increase
Time byAt Calculate surface temperature of
first layerwithout incident hea v

Calculate surface temperature of first
layel with incident heat flu

A 4

Calculate internal temperatures for first layers
Calculate temperature at last node of first layer

Set temperature at last node of first layer as
temperature at surface of second layer

Calculate internal temperatures of second layer

Set temperatures at last node to ambient temperatuir

No

Is Time <,

Yes
Output results
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APPENDIX C3

Computer codefor singlelayer TDTP and CTP models

THIS COMPUTER CODE SOLVES ONE-DIMENSIONAL TRANSIENAEAT
CONDUCTION EQUATION FORMULATED FROM A FINITE DIFFEENCE
APPROACH THAT USES THE EULER METHOD OF MOVING AHEAIDN TIME

REAL TN, TOLD

DIMENSION TN(500), TOLD(500)
DIMENSION HC(500), THK(500),ALPH(500)
C IHPUT DATA;

C TA =AMBIENT TEMPERATURE

C JMAX = THE NUMBER OF COMPUTATIONAL NODES IN TH SOIL
C ALPH = THE THERMAL DIFFUSIVITY

C S =ALPH*DELT/DELX/DELX

C TMAX = THE MAXIMUM TIME

C TN = TEMPERATURE ARRAY

C DELX = NODAL STEP

C DELT = TIME STEP

C SL =TOTAL DEPTH OF SOIL

C RHO= DENSITY

C H= CONVECTIVE HEAT TRANSFER COEFFICIENT

C QINCIDENT = INCIDENT HEAT FLUX

C TAU=EXPOSURE TIME

C SIGMA = STEFAN BOLTZMANN'S CONSTANT

C EMISSIVITY = EMISSIVITY OF SOIL

[INPF =1
IOFLE =6
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JMAX=341
NMAX=5000
SL=0.17
DELT=0.1
RHO=1588.0
TMAX=7000.0
H=13
TA=298.3
QINCIDENT=75000.0
TAU = 300.0
SIGMA=5.671E-08
EMISSIVITY=0.9

C CALL INPUT(IMAX,SL,DELT,ALPH,RHO,S, TMAX
C H, TA,QINCIDENT, TAU)

IJMAP = JMAX - 1

C  ALPH = THK/(RHO*HC)
DELX = SL/(JMAX-1)
P=DELT/(DELX*DELX)
S = ALPH*DELT/(DELX*DELX)
WRITE(IOFLE,3)DELT,DELX

3 FORMAT(  DELT='E10.3,/, HDX =',E10.3,//)

WRITE(IOFLE,4)S

C SET INITIAL CONDITIONS
DO 5 J = 1,JMAX
5 TN@) = TA
N = 0.
T=o0.
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C SET BOUNDARY CONDITIONS
WRITE(IOFLE,20)

DO 999 T = 0,TMAX,DELT
DO 11 J = 1,JMAX
TOLD(J) = TN(J)

11 CONTINUE

DO 7 J=1,JMAX
THIS SECTION INPUTS THE THERMAL CONDUCTIVITYND HEAT
CAPACITY

FOR THE TEMPERATURE DEPENDENT PROPERTIES MQDEOMMENT
OUT THE CONSTANT VALUES OF HC(J) AND THK(JFOR THE
CONSTANT PROPERTIES MODEL, COMMENT OUT THE BATIONS FOR
THK(J) AND C HC(J) AND USE THE CONSTANT HQ(AND THK(J)
THK(J)= 0.0006*TOLD(J)+0.0661

HC(J)=(4186.8*0.0097*TOLD(J)**0.52)

HC(J)=781.6

THK(J)=0.2431

O 0O o000

C FOR SURFACE BOUNDARY CONDITION
IF(J.EQ.1) THEN
IF(T.GT. TAU) THEN
QINCIDENT = 0.0
ELSE
QINCIDENT= QINCIDENT
ENDIF
HR=EMISSIVITY*SIGMA*(TOLD(1)*TOLD(1)+TA*TA) *(TOLD(1)+TA)
HTOTAL=HR+H
C THIS SECTION COMPUTES THE SURFACE TEMPERATUREE FIRST
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C PART IS FOR THE TEMPERATURE DEPENDENT PROPERW®ODEL,
C COMMENT OUT IF NEED TO USE THE CONSTANT PROPERMODEL

TN(1)=TOLD(L)*((1-P*(THK(L)+THK(J+1)JRHO*HC(1)))
& -(2.0P*HTOTAL*DELX/(RHO*HC(1))))
& +(THK(1)+THK(J+1))*P*TOLD(J+1)/(RHO*HC(1)
& +2.0*P*DELX*(QINCIDENT+HTOTAL*TA)/(RHO*HC (1))

C THIS IS THE PART FOR THE CONSTANT PROPERTIM®DEL,
C COMMENT IT OUT WHEN USING THE VARIABLE PROPERTEMODEL

TN(L) =
& TOLD(1)*(L.- 2.0*S- 2.0*S*DELX*HTOTAL/THK)
& +2.0*S*TOLD(J+1)
& +2.0*S*DELX*(QINCIDENT+HTOTAETA)/ THK
ENDIF

C  THIS SECTION COMPUTES THE INTERNAL TEMPERATURES
IF((J.GT.1).AND.(J.LT.JMAX)) THEN
C  THE FIRST PART IS THE TEMPERATURE DEPENDENT PREFTY
MODEL, COMMENT OUT WHEN USING THE CONSTANPROPERTY
C  MODEL
TN(J) = TOLD(J-1)*P*(THK(I-1)+THK(3))/(2*RB*HC(J))
& + TOLD(I)*(1-P*(THK(J-1)+2.0*THK(J)+THK(J41))/(2.0*RHO*HC(J)))
& + TOLD(J+1)*(THK(J)+THK(J+1))*P/(2.0*RHO*E(J))

@]

C THIS PART IS FOR THE CONSTANT PROPERTY MODEL, MENT
C OUT WHEN USING TEMPERATURE DEPENDENT PRBERTY MODEL

TN(Q) = (1.- 2*S)*TOLD(J) + S*TOLD(J-1) + S*TOLDGIL)

ENDIF
C THIS SECTION COMPUTES THE TEMPERATURE AT THE LANODE
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IF(J.EQ.JMAX) THEN
TOLD(IMAX) = TA
TN(IMAX)=TOLD(JMAX)

ENDIF

7 CONTINUE

WRITE(IOFLE,21) T,(TN(J)-273.2,J=1,JMAX, 10)
21 FORMAT(F10.1,180F14.2)

999 CONTINUE

STOP
END
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APPENDIX D

Convective heat transfer coefficient.
The convective heat transfer coefficigmtwill be obtained by considering the soil as a
horizontal plate with hot surface up or cold suefdown. For such a plate, the

recommended correlation for the average Nusselbeuis given by [70] as:

Nu_=054Ra"* (10<Ra <10) ------- (D1)

Nu, = 015Ra*® (10<Ra <10%)--------

where Ra is the Raleigh’s number and is given by:

RaL — gﬂ(Tsa_VToo ) = (D2)

where g = acceleration due to gravity, 9.81°m/s
B = 1/T; = expansion coefficient of afit™
Ts = surface temperature of s&@ or K
T., = ambient temperatuf€ or K
o = thermal diffusivity of air /s
v = kinematic viscosity of air s

L = ratio of surface area to perimeter of plate.

An average surface temperature of Z5and ambient temperature of’22are chosen
for determining the heat transfer coefficient. Bwverage of the two for temperature of
fluid film, Ty is (270+22)/2 = 14& which corresponds to 419 K.
From Table A.4 in [67] usind; = 400 K, properties of air obtained are:

k = 33.8x10° W/m K,

v =26.41 x 10 /s,

a = 38.3 x 16 n/s,

Pr = 0.690,

B = (1/T7) = 0.0025 K.
For the sample holder being used, the surfaceraeagsures 10 cm x 10 cm. Hence

_ - 1oocm
40 cmr

=25x 10 m.
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Hence from Equation (D2)

_ 981x0.0025270- 22) x (25x1072)°
38.3x10°° x 26.41x10°°

Ra, = 93953.6= 9.4 x 10

From equation (D1)Nu_= 0.54Rq**=0.54x9.4*=95

Nu, .k _ 95x338x107
L 0.02¢

A value of h = 13 W/ifK is used in this study.

h= = 12.87 W/MR.K
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APPENDIX E

Sensitivity analysesfor the Constant Thermal Properties Model

The effect of thermal conductivity on predicted nimaxm temperatures are depicted in

Table E1. The symbol” implies an increase and™implies a decrease.

Table E1: Effect of Thermal Conductivity on the Ntawm Temperatures at Various

Depths of Soil Column Predicted Bg Constant Thermal Properties Model

Temperature®C)
Nominal value 10% 20% 10 % 20%
Depth (cm) of thermal increase | increase in Kk decrease in| decrease in
conductivity in k value k k value
k=0.2431
W/mK

0 589.1 0.5 1] 0.67 11
1 225.2 a4 71 4] 9]
3 65.6 5t 101 5] 11}
5 40.3 a4 81 4] 9]
10 26.3 a4 71 3] 6]

The effect of thermal conductivity on predicted paratures is a decrease in surface
temperature and an increase in the internal teryresafor an increase in thermal
conductivity. The exact opposite occurs when tieeedecrease in the thermal
conductivity values. The trend is similar to theeaf the temperature dependent
thermal properties model (TDTP). The surface tertpees predicted here are higher
than that of the TDTP model.

The effects of specific heat on predicted maximamgeratures are given in Table E2.
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Table E2: Effect of Specific Heat on the Maximunmpeeratures at Various Depths
Predicted By The Constant TherRralperties Model.

Percentage Change in Temperature
Temperature®C) 10% 20% 10% 20%
Depth (cm) | at Nominal value | increase | increase in| decrease in| decrease in

c=781.9 W/mK in cvalue| cvalue c value c value

0 589.1 10.6 11 10.6 11

! 225.2 15 110 16 113

3 05.6 15 19 16 112

5 40.3 14 16 14 19

10 26.3 13 |5 14 17

The effects of specific heat on predicted tempeesatare similar to that of the TDTP

model as there is a decrease in predicted tempesaittith an increase in specific heat

and an increase in predicted temperatures wittceedse in specific heat.

The effects of density on predicted temperatureggaren in Table E3. As can be seen

from the data from the Table, with an increaseendity, there is a decrease in predicted

temperatures similar to the effect of specific heat
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Table E3: Effect of Density on Predicted Maximunmperatures at Various Depths
Predicted By the Constant Therraperties Model

Percentage Change in Temperature

Temperature®C) 10% 20% 10 % 20%
. increase in increase in decrease ip | decrease in
Depth (cm)| at Nominal value
p value p value value p value
p = 1588 kg/n

0 589.1 10.6 1 10.6 1
1 225.2 15 110 16 113
3 65.6 5 19 16 112
5 40.3 14 16 14 19
10 26.3 13 5 14 17

The effect of convective heat transfer coefficiarg given in Table E4. From the data,

the effect of convective heat transfer coefficientpredicted temperatures are not

significant compared to the effect of the thermalperties.

Table E4: Effect of Heat Transfer Coefficient oe tlaximum Temperatures at

Various Depths Predicted By tlmn§&ant Thermal Properties Model.

Temperature®C)
Nominal value of,  10% 20% 10 % 20%
Depth (cm) h = 12.87 W/rfK _increase increase in decrease in h decrease in
in h value | h value value h value
0 589.1 10.7 11 10.7 11
1 225.2 10.6 11 10.7 11
2 65.6 11 12 1 12
3 40.3 11 12 1 12
4 26.3 10.3 10.7 10.7 1
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The effect of incident heat flux on predicted tenaperes are given in Table E5.

Table E5: Effect of Incident Heat Flux on the Maxim Temperatures at Various
Depths Predicted By the ConsTdrgrmal Properties Model.

Temperature®C)
No"minal value of 0% | 20% | 10% _ 20%
Depth (cm) q"= 50 kw/nf m(;:"revzslﬁeln chf'r?/a;f e|n ((jﬁc\:(;ﬁljsee in dzsrs:liee in
0 589.1 15 ‘9 5 110
1 225.2 15 ‘9 5 111
’ o5 13 16 14 18
3 40.3 12 15 13 5
: 263 11 12 11 12

The data from the figure indicate that with an @ase in the value of the incident heat

flux, there is an increase in predicted temperatamilar to that of the TDTP model

The effect of no convective cooling during heatomgpredicted temperatures is given in

Table EB6.

Table EG6: Effect of no convective cooling during

heating on Predicted Tempeesur

Nominal Temp (C) for Percentage
Temp(C) no convective difference
cooling during
heating
589.1 631.3 17%
225.2 241.2 7%
65.6 74.2 113%
40.3 46.8 115%
26.3 28.1 16%

As can be seen from the data in the Table, neglpctnvective cooling during heating

causes significant changes in the predicted tertyresa
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APPENDIX F1

Calculation of moisture content of moist soils

Moisture content is defined by :

M M

MC — moist dry Fl
e (F1)

dry
where Mnoist = mass of the moist sample
Mary = mass of the dry sample
For a sand sample of mass 2700 g or 2.7 kg, fé6 andisture content, from Equation
(F1)

Mmoist: MC x Mdry+M dry (FZ)
Mumoist = 0.05(2700)+2700 = 2835 g
Mass of water requiredlyater = Muoist - Mary (F3)

=2835-2700=135¢
This is also simply equal tdC x Myy
Hence 135 g of water will be required to be adaed ¢iry sand of 2700 g to obtain a 5%

moisture content.
Similarly for peat moss, for a 30% moisture conteith a dry sample weight of 2509

Mass of water required will be:
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APPENDI X F2

Deter mination of Inherent Inorganic Content of Peat M oss

A mass of dried peat moss;Mas burnt until only ashes remained with mass M
It is assumed here that all the organic portiothefpeat moss will burn off and leave
the inorganic portion.
The inherent inorganic content then becomes:
M

|C:_2

v (F2-1)

Table F2-1 gives the results of three tests useetermine the inherent inorganic

content of peat moss.

Table F2-1: Determination of Inherent Inorganic @or

Test Number Mass (g)

M, M, M./M,
1 52.1 4 0.076
2 59.3 4.1 0.069
3 53.4 4.3 0.08

The average of the inherent inorganic contentgNly) is:

0.076+ 0.069+ 0.080
3

=0.075=7.5%.

Thus the inherent inorganic content of the peatsnuged in this study is thus 7.5%
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APPENDIX F3

Deter mination of mass of sand required to give atargeted total inorganic content of

peat moss and sand mixture.

It is assumed here that the inorganic content o $5100%

Recall that the inherent inorganic content of peass is 7.5%.

For any peat moss and fine sand mixture, the itodajanic content in percentage is
given by

M inorganic
IC :M—g (F3-1)

total
where Minorganic = total mass of inorganics (sand and inherenigiaoic in peat moss)
Miotar = total mass of mixture
Since peat moss comprises 7.5% inorganics by mass,
Minorganic = Msand+ 0.075Mpeat
where Mang= mass of sand required
Mpeat= Mass of peat moss required
Equation (F3-1) thus becomes:
M. ,+0.075M M_ ,+0.075V

sand eat sand eat
IC = = :

M M_...+tM

total peat sand

From which the Mungis given as:
_(IC-0.079M
sand — 1-1C

From Equation (F3-2), with any mass of peat mossafind the desired inorganic

pest (F3-2)

content of the mixturéC, the mass of sand required can be determined.
For example, for a total inorganic content of 44%hwa peat moss mass of 250g, the
mass of sand required is

o (044-0079250 _ 0
1-0.44

Hence 163 g of sand is required to be mixed with @6f peat moss in order to obtain

M

an inorganic content of 44% for the total mixture.
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APPENDIX G

Calculating of spread rate of peat moss with inorganic content.

From Chapter Four, the correlation obtained foeagrrate of peat moss with inorganics
IS given by:

w=-3x10"IC* +7x107°IC° -6x107IC? +6x10°IC +0.0015 (G1)
where w = spread rate of smouldering combustion in cm/s

IC = inorganic content in percent

For the peat moss in this study, at an inorganntesd of 44%
w=-3x10""44* + 7x107°44° - 6x107'44* + 6x107°44+0.0015

w = 0.001086 cm/s
w = 0.001086 cm/s x 3600 s/hr

w = 3.9096 cm/hr
w=3.9 cm /hr
For the mixture at 44% inorganic content, the ntdg®eat used was 283 g. Recall that
the inorganic content of peat was 7.5% implying tha organic mass within the peat is
283 x 0.925=261.8¢
For a volume of 1700 cinthe organic density, now becomes 261.8/1700
p = 0.154 g/cm
From Frandsen’s model, for zero percent moisturgestd, the spread rate from
Equation (4.3) becomes:
Wmax= 0.62p (G2)
Wmax= 0.62/0.154 = 4.025 cm/hr
This compares very well with the correlation smewidg spread rate value of 3.9 cm/hr

The percentage variation is 3%.
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APPENDIX H

Comparison of Forest and Laboratory Constructed Soils

Figure H1 shows the temperature profiles at depittiscm, 3 cm and 7 cm for the
laboratory and forest soils for sample 5. FiguresH@ws the temperature profiles at
depths of 1 cm, 3 cm and 5 cm for sample 3.

80 g i
— forest zo1l
70 4 — laboratory soil
60
QCD
=
250
=
2
240
=
30
20
10 . . ' ' |

0 20 40 60 80 100 120

Time (min)

Figure H1: Comparison of Temperature Profiles gitbe of 1 cm, 3 cm and 7 cm for
Forest and Laboratory Constru8eds (Sample 5) Exposed to a Heat Flux
of 50 kW/ffor 5 minutes
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Figure H2: Comparison of Temperature Profiles gitbe of 1 cm, 3 cm and 5 cm for

Forest and Laboratory Constru@eis Exposed to a Heat Flux of
80 kw/for 8 Minutes
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