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Abstract

Frame synchronization is a key function in wireless communications systems that
- employ pilot-symbol-assisted modulation (PSAM). Compared to traditional frame
synchronization problems, frame synchronization for PSAM is more difficult due to
channel fading and receiver carrier frequency error. In this study an innovative scheme
of frame synchronization is proposed f‘or pilot-symbol-assisted modulation. The
approach features decomposition of the problem into reduced problems by employing
non-coherent detection technique. The applications of minimum mean squared error
(MMSE) estimation to channel fading and maximum likelihood estimation to pilot
sequence detection provide a vehicle for design optimization. Simulation shows the
scheme has improved immunity to receiver carrier frequency error than the onl_y existing

scheme in the public literature.
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1 Introduction

1.1 Wireless and Mobile Communications

Wireless communications refer to communications that do not rely on any type of
wire connection between the transmitters and receivers. When the transmitters and
receivers are in motion during their operation, the type of wireless communications is
called mobile communications. As mobile communication is accomplished through
radio wave propagation, we call it mobile radio communication. In recent years, mobile
radio communications have seen the fastest growth.

Mobile radio communications can be further classified into narrow-band and wide-
band mobile communications. This classification is different from the definitions for
narrow-band and broadband signals, which are based on the bandwidth of the
transmitted signal relative to the carrier frequency of the communications system. A
narrow-band mobile communications system is one whose signal bandwidth is much
narrower than the fading channel coherent bandwidth. The fading channel coherent
bandwidth is the range of frequencies over which two frequency components have a
strong potential for amplitude correlation. The synchronization scheme discussed in this

study applies to_narrow-band mobile communications system. This type of mobile

communications systems finds its application in the areas of low data rate
communication systems ‘mhﬁm\wmswdw-bmd wireless
Internet access and email pager systems, etc.)




1.2 Slow and Flat Fading

One of the most devastating phenomena associated with mobile communications is
channel fading. Channel fading is the direct result of multipath propagation. Multipath
propagation refers to the fact that radio wave can propagate along different paths that
have different delays and arrival angles to the receiver antenna. The radio waves from
different paths have different phase delay. When the differential phase between two
paths is close to x, the two paths combine destructively to each gther at the receiving
antenna, and result in severe attenuation in received signal strength This is called
channel fading. When the transmitter, receiver and all objects in the mult;paths are fixed,
the channel fading is time invariant.

In mobile coxﬁmunications, the motion of transmitters, receivers and the moving
objects in the multipaths introduces Doppler effect. Doppler effect is a phenomenon
A where the frequencies of radio waves observed by a receiver shift according to the
velocity of the mobile unit. The amount of frequency shift is called Doppler shift.
Because the radio waves from different paths have different arrival angles, they
experience different Doppler shifts. These radio waves with different Doppler shifts can
combine destructively to cancel at one time and constructively at another time, and thus
produces time-variant channel fading,

Time-variant channel fading can be classified into fast and slow fading’. This
classification is based on maximum fading rate. Maximum fading rate is defined as the

ratio of maximum Doppler shift to signal bandwidth, or equivalently system sjrmbol

! Slow fading and fast fading have other definitions in the literature. The definitions used in this thesis
follow that of {1].



rate. It is calculated as

vCosa ,
£y = Ju 2 _ f.vCosa 6)!
> B B Be ’

where f,, is the maximum Doppler shift, B is the bandwidth of the baseband signal, v is
the velocity of the mobile unit, 4 is the wavelength of the carrier, /; is the carrier
frequency, « is the arrival angle of the path that has maximum Doppler shift, ¢ is the
constant of light speed. Slow fading refers to fading rate /p << 1, which means the
frequency shift of fading is much smaller than the bandwidth of the signal. Typical
fading rate for slow fading is less than 5% {1].

| Channel fading can also be classified as frequency selective fading and flat fading. -
Frequency selective fading has different magnitude attenuation and phase distortion for
different frequencies within the signal b'andwidth, while flat fadmg has approximately
uniform magnitude and linear phase over the whole frequency range of a channel.

The two types of channel fading can also be specified in time domain using the
system symbol rate and maximum differential delay. When maximum differential delay
among major multipaths is much less than the symbol period, which is the inverse of the
system symbol rate, the channel exhibits flat fading; otherwise the channel has
frequency selective fading. |

The type of fading channels to which this study applies is slow, flat fading. This is
because this special type of fading can be conveniently modeled by the multiplicative
distortion as shown in the following equation. The model is given as

r(t) = c(t)s(t) + n(t) 2)
where r(7) is the bandpass received signal, s(¢) is the transmitted signal, n(7) is additive



noise, ¢(f) is the multiplicative distortion that models the effect of slow, flat fading on
bandpass received signal. The function c(f) will be called the fading signal. The

baseband version of (2) is derived in Section 2.1.

1.3 Channel Fading Estimation

Because the effect of flat fading is represented by c(f), the channel fading signal,
an effective way of combating this type of channel fading is to estimate ¢(r) and use this .
information to reverse the effect of fading. The reversal of channel fadmg effect is
accomplished by scaling and rotating the decision grid of the receiver in proportion to
the estimated fading signal. A decision grid is made up of decision thresholds for the |
and Q channels in a QAM receiver. |

The estimation of ¢(r), called channel fading estimation, can be achieved with or
without the aid of a reférence signal (or, a pilot signal). In pilot signal assisted channel
fading estimation, a signal of fixed pattern is transmitted by the transmitter. The receiver
stores an original copy of the pilot signal. It compares the received copy of the pilot
signal with the original copy to calculate the distortion caused by channel fading. In the
absence of a pilot signal, non-pilot signal assisted channel fading estimation must resort
to complex algorithms to obtain estimation of the same accuracy as pilot signal assisted
estimation. When the signal-to-noise ratio (SNR) is low, the outputs of these complex
algorithms take a long time to converge from an initial value to a good estimate. Thus
advantages of using pilot signall in channel fading estimation are low complexity and
speed. The disadvantage- of pilot signal assisted channel fading estimation is that these
schemes sacrifice the channel bandwidth or power efficiencies, since the transmission of

a pilot signal either consumes extra power of the transmitter or occupies extra time slots.

4



There are two types of pilot signals used for the purpose of channel fading

' w.aghi&vgd_by,Nrgg_d_ulation, these two channel fading estimation schemes are given the

name Pilot Tone Assisted Modulation (PTAM) and Pilot Symbol Assisted Modulation

(PSAM). In PTAM, one or more pilot tones are inserted at nulls of the spectrum of the

7' signal that carries the information”. After propagation over the multipath channel, each
path has some Doppler shift and this generates frequency-shifted copies of the original
pilot tone. These received copies of the original pilot tone are distinguished from each
other by different frequency shifts and phase distortion, as each path has distinct angle of
arrival and path delay. -The collection of all frequency-shifted copies of the pilot tone
forms a spectrum that reflects the effect of channel fading. The channel fading signal can
be conveniently extracted from the received signal by using a narrow bandpass filter
with the passband located around each pilot tone.

In PSAM, pilot symbols are periodically insetted- into the data symbol sequence
that carries the information. After propagation over the fadiﬁg channel, each pilot
symbol is distorted and the channel fading signal is then derived from the distortion on
the pilot symbols. The effect of fading on data symbols is estimated using the channel
fading signal determined from neighboring pilot symbols.

In this thesis, the practical problem of synchronization is addressed.

: Synchronization is essential for proper operation of PSAM. The thesis also inclucies a

review of PTAM, since some research in this area is applicable to the design in this

2 The nulls in the Spectrum of the transmitted signal can be generated by some speclal modulatlon schemes
such as the schemes given in [3].



thesis.

1.4 Frame Synchronization for PSAM

One practical problem in designing a PSAM receiver is how the receiver can
discriminate between pilot and data symbols. This problem is first addressed by
Gansman [4] in the public literature. Because the task of identifying pilot symbols can
be accomplished by the techniques developed for frame synchronization in digital
communications systems, the problem has been given the name “frame synchronization
for PSAM”.

The task of traditional frame synchronization is to recognize the frame structure of
a sequence of received symbols. It is a relatively old pfoblem discussed in many
published literatures. However, most of the research addresses Gaussian channels. The
research results cannot be applied to the design of PSAM receiver in a straightforward
fashion. Gansman first proposed a frame synchronization scheme that explicitly
addresses the effect of channel fading and is applicable specifically to PSAM. The
research in this thesis was inspired by his pioneering work, but has taken a somewhat
different approach, which emphasizes reduction of complexity and immunity to carrier

frequency error.

‘1.5 Objective and Statement of Problem

The objective of this research is to develop a frame synchronization scheme for

PSAM. The motivation originates from feasibility study for a project® at TRLabs,

*The project was proposed by Professor Kunio Takaya in the summer of 1997.



Saskatoon. The project was to implement a wireless communications system using
Texas Instrument TMS320C30 DSP processors. The major difficulty was to find a low
complexity scheme that tackles channel fading. PSAM was considered as the most
promising candidate. However, after an exhaustive literature search, we could find -only
one frame synchronization scheme for PSAM, which was proposed by Gansman [4].
Because of the limited power of the TMS320C30 DSP processor, it was felt that a frame
synchronization scheme of lower complexity was required. And also because 16-QAM
was chosen for the wireless communications system, it would be beneficial to have a
frame synchronization scheme tailored for that modulation format. At last, we felf that
tﬁere was room for improvement with respect to the immunity to carrier frequency error.

In summary, @e problem is to develop a frame synchronization scheme that should

feature low complexity, immunity to carrier frequency ertor and suitability to I6—QAM)

1.6 Thesis Outline

In the rest of this thesis, the mathematical model fading channel is
presented in Chapter 2, then the detailed discussion on a frame synchronization scheme

for PSAM is presented in Chapter 3. This scheme was evaluated by computer simulation
and the simulation results are described in Chapter 4. Finally, the design process and

result are summarized, and directions for future work are identified in Chapter 5.



2 Channel Model

The purpose of this chapter is to establish a mathematical framework for the
transmission channel, i.e. a channel model. This model is the foundation for the
development of a synchronization scheme. It is also important when we simulate the
scheme to evaluate its performance.

The task of establishing mathematical models for physical systems is to obtain a
minimum set of features that can be used to adequately describe the problem in hand.
We will describe: (i) how the notion of flat fading is used to simplify the mathematical
model in Section 2.1; (ii) how the model is further simplified by combining phase offset
and phase distortion in one variable; and finally, (iii) how the numerical specification for

all the parameters in our model are determined in Section 2.3.

‘2.1 Flat Fading Channel

As pointed out in Section 1.3, PSAM is a technique for narrow band flat fading
channels, thus we focus on the flat fading channel model. The notion of a flat fading
channel makes the mathematical model much simpler than for non-flat fading channels.
To appreciate this simplification, the most powerful mathematical model, which is
suitable for general fading channels, is used as the starting point. Then the propertiés of
slow, flat fading and other approximation are used to simplify the general complex
channel model into a very simple channel model. The purpose of the detailed derivation

is to illustrate all the assumptions we have made. When designing a PSAM receiver

8



using the frame synchronization scheme developed based on the simplified channel
model, all the assumptions must be satisfied to a certain extent. This general channel

model is known as the Impulse Response Model, and is given as

r(d,k) = Zk:c(d,i,k —§)5(@) + n(k). 3
o

This equation describes the discrete time baseband signal as observed at the output of
the symbol sampler of a receiver. The variable r(d, k) represents the symbol received at |
position d and_time k, assuming the symbol interval is normalized to 1 second; s(9)
represents the symbol transmitted at time i, c(d, i, k-i) is the discrete time impulse
response of the time variant fading channel, and n(k) the additive noise. Because this
model describes a Quadrature Amplitude Modulation (QAM) signal, all symbols in (3)
have complex values. The real parts of r(d, k), s(k) and n(k) represent the I-channel,
imaginary parts represent the Q-channel. | |

A physical explanation for ¢(d, i, f) is when a unit impulse is transmitted by the
base station j seconds in the past, ¢(d, i, /) is the signal received by the mobile unit at
time i second, when it is at distance d from the base station. The variable j is a relative
time measurement, i.e. it measures the delay between transmition of the unit impulse at
the base station and observation of the unit impulse response, ¢(d, i, j) at the mobile unit.
The convolution means that the received signal (devoid of additive noise) is made up of
contributions from all symbols that have been transmitted until the moment of the *
second. The contribution from symbol s(i) is weighted by the unit impulse response
coefficient c(d, i, k-i).

This form can be reduced to a form of time variant linear system by imposing the

constraint that the mobile unit is moving at constant speed v m/s. Then d can be

9.



expressed as d = vi, assuming 7 is O when the mobile is at the base station. Substituting

this expression in (3) gives

r(vk,k) = Sk_:‘c(vi, i,k =s()+ n(k). | | ' @

~ From (4) we see that r(vk, %) is a function dependent only on £, hence is expresséd as

r(8); o(vk, 4 k-0 is a function dependent of £ and i, henee is expressed by ¢”(i, k). Note
that cG, k) is not the derivative of of, ki) it is just a convemient symbol to

differentiate different version of c(d, #, k). The physical meaning of ¢ k-) is.

redefined as the observation made at time when a unit impulse is sent at time k. Now

(4) can be rewritten as

#)= Zc(:,k-f)s(i)+u<k) O ®

| Tmsusﬂwmostconc:sefonnofﬂaemathmmumlmodelibr /Mdh_;;_m,h.lt

| lsstlllacumphcatedmodel duewthesummanonofproduotbetweenc'(i b—i)ands(x)

However, thanks to the nouon of flat fading, this model can be further snnphﬁed The
simplification comes from an approximation to the unit impulse response for the fading

channel. As introduced in Section 1.2, the differential delays among multiple paths are

L assuﬁedmbemuchsmllerMaSymMI interval and the Dopplershiﬁismuch
- smallerthm&nes;gmibandm&th.ﬁawdonﬁwseoondxﬂons,c‘(t, k-i)cmbeconsxdewd
‘asaprodwtufmfactors

CGk-iy=c' WS k-0, - ©
where (-) is the dlscrete Kronecker delta function. Besides the assumptlon of ﬂat‘ .

fading, Ox(k-i) also implies that we have ignored delay in signal propagation. The
variable ¢"(k) is often referred to as channel state information (CSI) in the literature,

10




because the fading channel is often considered a linear finite state system. Substituting
(6) into (5) gives

r(k) = c"(k)s(k) + n(k). ¥))

In (7), the effect of channel fading has been reduced to a multiplicative distortion

to the transmitted signal. All frequency components of the signal undergo uniform

attenuation (or gain) and linear phase shift.

2.2 Carrier Frequency and Phase Error

The model in (7) does not address an important practical problem. That is the
local carrier frequency and phase offset. In a real communication system, the oscillator
at the receiver cannot be tuned to exactly match its counterpart on the transmitter side
due to that the transmitter and receiver oscillators can not be made to exactly generate
one nominal frequency signal and both are also subject to different temperature and
aging, which will affect the frequency of the signals they generate. The receiver carrier
frequency and phase error makes it difficult to coherently demodulate the received
signal. To take account of the effect of these errors on our frame synchronization
scheme, we introduce a quantitative dgscﬁpﬁon of them in the channel model.

Carrier frequency and phase errors occur at bandpass stages of the receiver. In
these stages, the received signal can be conveniently expressed as

r, () =Re[s, () A()e* Ve’ ). ®
where' rp(2) is E%WM& illustrated in (b) of Figure 2-1;
ss(f) is the continuous time, complex, baseband signal, the real and imaginary
components are illustrated in (a) of Figure 2-1; A(#) is the channel gain, &) is the time

varying phase offset introduced by fading and Doppler shift, @ is the carrier frequency at
11



the transmitter.

After down conversion, the carrier frequency is replaced by a small value
frequency Aw, which is the carrier frequency error at the receiver, and a constant phase
offset a. Note that Aw and ¢ are slowly time-varying signals, they are approximated by
constants because the variations are negligible compared to that of the channel fading,
The baseband signal is

1, (1) = 5, (O A()e PV e2me )

The factor A(7)¢®’ is the continuous time expression of the channel state information
and is expressed in phasor notation. As we will discuss in Section 2.3, the statistical
mode] for channel fading is usually considered as Ré.yleigh fading, which means that
amplitude A(?) has Rayleigh probability density distribution and phase &) has uniform
probability density distribution over [0, 2z). The phase offset « is a random variable
with uniform probability density over [0, 27). The sum of two random variables &¢) + a
has the same uniform probability density distribution because the summation of phases
is modulo of 27 This suggests that if we combine &) and « into only one random
process, G{f), the new model is equivalent to the old one, since the statistical properties

of the ensembles represented by the two models are the same. Thus, the new model can

be reduced to

r, (1) = 5, (O A@)e % Ve, (10)
There is an important part missing from (10). That is the noise. We left it out in the

foregoing discussion because inclusion of it would have made the equation unwieldy.

Unlike the signal, noise does not necessarily propagate along multiple paths of a fadmg

channel, therefore channel fading does not apply. Part of the noise comes into the system
12



at the antenna as unwanted electromagnetic radiation; and part of the noise comes at the
baseband stages as thermal noise in electronic circuits. @oise in communicaﬁon systems
is considered to have a flat power spectrum (white noise) and a shift of central frequency
does not change its statistical properties. For _bandpass noise that enters the systém
before the down-conversion, carrier frequency error has no effect. It is generally
assumed that this bandpass complex Gaussian noise has circular symmetry, i.e. (he real
and imaginary parts of random variable are independent with identical Gaussian
disu'ibution; so the carrier phase offset will not change its statistical properties) For the
above reasons, noise can be expressed as an additive term in the expression for baseband
received signal. The baseband channel noise is denoted by n(r), and we use ¢(f) instead
of A(He’®® for channel fading. The received baseband signal is then
r, (£) = c()e™™s, (1) + n(t). (11)
The continuous time baseband signal, rx(?), is filtered by a square root raised-
cosine filter and sampled at the symbol rate. To derive the expression for the dlscrete
time baseband signal, there are some assumptions and approximations. First, it is
assumed that the receiver has perfect symbol timing, as symbol synchronization is
beyond the scope of this study. Second, as discussed in Section 1.2, the channel fadiqg
signal ¢(7) changes slowly and therefore is approximated as constant during one symbol
period. Thus we can approximate the continuous time fading signal as a discrete time
function, which has constant value during a symbol interval and changes its value at
symbol boundaries. Third, the frequency offset represented by Aw is small and within -
limits determined by the square root raised-cosine filter and symbol sampler [1].' When

the offset frequency is a very small fraction of the symbol rate, it manifests itself as a

13



small amount of phase increase (or decrease) across successive symbols. During each
symbol interval, the phase change is negligible. Thus we can approximate the frequency
offset as discrete phase change that occurs at the boundaries between symbols. Based on
these approximations, the discrete time channel model is

r(ky=c(kye™ sty +nk). =T K (12)
where c(k) is the discrete time approximation to ¢(f), T is the symbol interval. This is the
mathematical model we will use in the development of a synchronization scheme in
Chapter 3.

It shall be noted that even though the p.d.f. of c(%) is assumed to be circular
symmetric as will be discussed in the next section, and the p.df. of c(k)*™ is also
circular symmetric, however, we can not combine ¢%°™ with c(k) and simplify the
product to c(k) as we did to the carrier phase offset. This is because, when they are
considered as random processes, c(k)e**™ is a frequency translated version of o(k); it
shifts the power spectrum of ¢(k). Since the power spectrum of c(k) is band limited and
non-white, the frequency shifted spectrum represents another random process that is
distinct from the random process represented by original spectrum, In [4], Gansman
does not include the factor of carrier frequency shift in the channel model, but briefly
discussed the effect of carrier frequency error in the simulation results. However, it is
important for the model to accurately specify every imperfection of a physical channel,
as this is the first step toward developing a complete solution to the problem.

At last, the signals used in the equations of the section are illustrated in Figure 2-1.
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2.3 Specification of Parameters

In the channel model of (12), the received signal r(k) is expressed‘in terms of
mndom processes c(k), s(k), n(k) and random variable A@. In this section we will give
statistical models for each of the random processes and numerical specification for the
parameters in the models.

The random process s(k) is determined by the choice of modulation and coding
schemes. The modulation format chosen for this study is Quadrature Amplitude
Modulation with a 16-point square constellation (16-QAM). 16-QAM can double the
amount of information transmitted by n/4-QPSK using the same bandwidth. The latter is
widely used in cellular phone systems that employ TDMA technique. 16-QAM is a
promising candidate to replace n/4-QPSK in these systems. 16-QAM is the simplest in
the QAM family (excluding QPSK), and is most immune to noise; it is therefore bestr

suited to severe wireless channels. To numerically specify the random process s(k), we

introduce VE as the basic unit for the amplitude of 16-QAM symbols as shown in
Figure 2-2. We assume the information is a stream of independent random binary bits.
The stream is divided into 4-bit words, and these words are mapped into a 16-QAM
constellation using Gray code shown in Figure 2-2. The Gray code mapping for QAM is
commonly used in digital communication systems. One benefit of Gray code mapping is
that when a received symbol is misinterpreted as one of its neighboring symbol in the
QAM constellation, it will only result in one bit error. It should be noted that the validity

of the result in this thesis does not depend on the choice of mapping scheme,
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Figure 2-2 16-QAM Constellation and Gray Code Mapping

As a general study, we choose not to be committed to any particular codmg
scheme, rather we assume no channel coding at the transmitter. Given the random
characteristics of the bit stream, each symbol in the symbol stream can fall on any of tile
16 points with equal probability. The probability distribution fimctions for each symbol

are independent, identically distributed (i.i.d.). Symbol stream s(k) is a discrete time

complex random process. The mean of s(%) is
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mean= 1) () 2B ) NE(%}
{‘r( i) ‘E[?%)”‘E(fts) zﬁ(i%)} .(13)

=0+0i
=0,

The variance of s() is
- [} +WEF | &) {6427 +WEY | 2]+ 642} +6VEY | )

Aty

=10E.

In frequency domain, the power spectrum of s(k) has a constant value of 10E over
(~1/2T,1/2T). The symbol T represents the symbol time.

The random process c(k) can have one of several probability ciensity functions.
Some of the most common models in the literature are Rayleigh distribution and Rician
distribution. The choice of probability distribution function is largely determined by the
intended application of the communications system For example, urban environments
are often modeled by Rayleigh fading, since there is usually not a dominant direct path
and the radio waves propagate along multiple paths that have similar attenuation. In
rural areas, there is usually a direct path ihat is dominant over other indirect paths;
therefore the fading channels are often modeled by Rician fading. Because Rayleigh
fading can be considered as the worst case of Rician fading, it is selected for this study.
In Rayleigh fading, the real and imaginary parts of c(k) have independent Gaussian
distributions with identical means and variances. The name of Rayleigh fading comes

from the probability distribution function for |e(X)|. The power spectrum of the baseband
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fading signal, c¢(k), is derived in Appendix A. The derivation begins with the power
spectrum of a bandpass fading signal as given by Jakes [5], and extends Jakes’ result to
the case of baseband discrete time signals. The power spectrum of a baseband fading
signal is
1 _
Y )
o J‘“(TJ

The notation, f, is the maximum Doppler frequency shift. This parameter can be

s.(N)=

accurately calculated from the speed of mobile unit and the carrier frequency. For
convenience, the power spectrum for c(k) is normalized so that the variance of the fading
signal is unity. The normalization of the fading signal variance unifies the definition of
signal-to-noise ratio (SNR) for AWGN and fading channels. In an AWGN channel
specified by |

r(k)= s(k)+nl(k), (16)
SNR is defined as E{|s())F}/E{|n(®)[*}. For a fading channel specified by

r(k) = c(k)s(k)+n(k), a7 |

we can think of it as the signal s(k) is first modulated by c(k) and then transmitted over a
virtual AWGN channel. This is a very useful interpretation of flat-fading channels,
which is going to be exploited during the development of the frame synchronization

scheme of this thesis. The SNR for this virtual AWGN channel is, by definition,

E|lc(k)s(hy’ _ Bty s’} . (8)
Bpef} Bl

The right-hand side of (18) results from the fact that c(k) and s(k) are independent of

SNR=
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each other. Thanks to the normalization of the variance of c(k), the SNR for the virtual
AWGN channel is the same as the SNR for the fading channel proper, i.c. E{s(R)}’}/
E{|n(k)}. This is shown in (19).

X o ERELELEr]_ ey} = ot Bl wwre s

Efnt)’]  EJpl)] 2w+ G ewe 2 v
. |
ey %
Noise n(k) is defined to be white Gaussian noise. Mean of n(k) is zero, variance ol is
calculated from the variance o;° of the transmitted signal and SNR, denoted by 7, for the

channel by _a,,z = o;z(q,.j'['he power spectrum for n(k) is constant and equal to &;” over

the range of(-lIZT, 1727).

The symbol 4w is determined by the carrier synchronization scheme chosen for a
real design. Since we don’t specify such a scheme in our study, the requirement for the
range of Aw is specified from the channel model’s point of view. As a requirement of
the discrete channel model, A must be much smaller than the bﬁndwidth of the square
root raised cosine filter, otherwise the approximation used in transforming continuous

time model to discrete time model is no longer valid.
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3  Frame Synchronization Scheme

This chapter describes the development of a frame synchronization scheme for
PSAM. The objectives of the design are first introduced, and followed by detailed

description of how each objective is accomplished.

3.1 Design Goals

The purpose of frame synchronization for PSAM is to identify pilot sfmbols .
among the data symbols. If the received signal were a noiseless, distortion-free signal, as
it is at the transmitter, then the only difficulty faced by the frame synchronizer would be
how to tell the authentic pilot symbol sequence (pilot sequence for short) from the data
symbol sequences (data sequence for short); This is particularly difficult when the data
sequence happens to be similar or even identical to the piloi sequence. This is a problem
that has well-established solutions in the literature, However, for mobilg communication
systems, the received signals are always distorted, noisy and frequency shified. The
frame synchronizer must be able to cope with all the difficulties caused by these
imperfections. These imperfections are quantitatively represented as (), n(k) and AaJ in
the channel model (12).

In customary systems, frame synchronization occurs after demodulation, which
avoids the above difficulties. However, frame synchronization for PSAM must be
achieved before the demodulation stage. In this case, the synchronization process muét |

provide mechanisms for overcoming these problems. In the following, we discuss what
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are the requirements for these functions that must be provided by the frame
synchronizer.

First, consider the carrier frequency error Aw. It must be accepted that there is
always some residual frequency error, which is a result of the Mer synchronizer. The
focus of design should be on improving the frame synchronizer’s immunity to the
frequency error rather than building a superior carrier synchronization scheme withilnlthe
frame synchronizer. 'i'he performance of the frame synchronizer should not degrade
significantly in presence of small frequency error.

The purpose of PSAM is to estimate channel fading c(k), thus the PSAM
synchronizer must be able to operate during the fading. To improve the synchronizer’s
performance, designers must concentrate on cdunterac,ting the effect of fading through
explicit estimation of channel fading or through the use of an optimal detection scheme.
In either case, the inclusion of such mechanism results in considerable increase in
computational complexity. Therefore, the emphasis of designing this anti-fading
mechanism is on minimization of complexity.

In spite of the‘exhanstive research conducted in the past several decades, noise
remains a difficult problem, because there is always not enough oomputation power to
implement the most optimal algorithm. In practical systems, designers with limited .
computation resources rely on approximations, which result in sub-optimum
performance. There are two types of appréximaﬁon rules in the litefatm'e: one is more
accurate for high SNR channels; the other is more accurate for low SNR channels.
Because a 16-QAM receiver requires higher SNR than for a n/4-QPSK receiver, the

design of the frame synchronizer should target channels that have high or moderate
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SNRs. Thus the high SNR approximation rule can be exploited to reduce complexity.
In summary, the design goals are to achieve the following features for the frame
synchronizer with the least complexity:
o The frame synchronizer is immune to a range of the frequency error.
e Itcan function properly in slow, flat fading.

e It works properly under high and moderate SNR conditions.*

3.2 Non-coherent Scheme

This section discusses the techniques that give the synchronizer immumity to
carrier frequency error. The goal is to get rid of Aw from the channel model in (12). As
discussed in Section 3.1, it is not a practical option to further improve local cal_'rier
frequency using conventional carrier synchronization techniques, such as phase locked
loop, within the frame synchronizer. Other techniques for improving frequency offset
immunity, such as doubly differential modulation, not only demand major modifications
from other parts of the system but also sacrifice channel bandwidth efficiency [7].

| It is possible to design a statistically optimal algorithm, which can achieve the
optimum performance for a given range of frequency shift. This approach leads to the
most optimal solution in theory, but it is not a practical one. The more paﬁmdem we
include in a parameter space (see Section 5.1 for definition of parameter space), the
more complex an algorithm will become. Since complexity grows in proportion to the

power of the number of parameters, complexity can grow very fast, which would make

* In order for a QAM receiver to function properly, the SNR must not be too lo';v. For example, to achieve
probability of symbol error < 10”° with 16-QAM, the SNR must be higher than 15 dB {6].
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it impractical to implement the algorithm in real system design. In total, there are four
random factors in the channel model, Aw, ¢(k), n(k) and the data part of s(k), that
obstruct correct detection of pilot sequence. If we deal with all of them at the same time,
we are faced with a 4-dimensional parameter space, and the optimization problem
becomes too complicated to handle. Therefore the statistical method is not the best
choice if reducing complexity is an important concern.

Now, let us consider non-coherent communications systems. In these systems,
information is transmitted independent of the absolute value of carrier phase, thus any
carrier phase and frequency errors have no effect on the receiver’s performance. If we
apply this same idea to frame synchronization, it is possible to design a frame
synchronizer that is immune to all kinds of phase and frequency distortions, inch;ding
Doppler shift, carrier frequency offset and even random phase distortion of the fading
channel®. To implement a non-coherent frame synchronizer, the pilot sequence must be
transmitted completely in magnitudes. This is not a problem for 16-QAM. From Figure
3-1, we see that a symbol can take one of three different magnitudes; this allows us to
define the pilot sequence using a pattern in magnitudes. In this study, we use symbols on
the outer most circle for bit 1, and those on the inner most circle for bit 0. Thus, a pilot
sequence, defined in bit sequence, can be easily mapped to a sequence of 16-QAM

symbols.

3 The application of a non-coherent scheme was first suggested by Professor Dodds.
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Figure 3-1 Mapping Binary Numbers to 16-QAM Symbols

One possible argument against this non-coherent scheme is that it is a waste of
system’s capability of bearing information in phase, and thus non-coherent schemes are
inherently inferior to coherent schemes. Justification for its use in frame synchronization
is twofold. First, the system does not compromise the use of phase information when it
functions as a communication system, because each data symbol makes use of both
magnitude and phase. Second, at the start of a receiver, a system is m a partially
functioning state, L.e. only signal magnitude can be reliably transmitted and signal phase
information can hardly be considered as reliable. Therefore, it is reasonable to use a
reduced, yet reliable, function of the system to transmit the pilot sequence. The purpose
of the pilot sequence is to then boost the receiver into a fully functioning state. Hew

As a final point in this section, it is worth noting that although the frame
synchronizer only takes signal magnitude, the received signal magnitude is still a

function dependent on carrier frequency error. This is because there is an additive noise
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in the fading channel model, which results in a cross term containing Aw in the
expression for magnitude squared of the received signal. From (12), we can derive the

magnitude squared of the received signal as

@l =ot |s’ +2Reletre skmncey” }+ ncif 20)
From (20), it is obvious that for the same c(k), s(k) and n(k), receivers with different

carrier frequency errors (i.e. Aw), will observe different values of [#(k)]*. Thus we cannot
expect a non-coherent frame synchronization scheme to perform equally well on |
different values of Aw. Does this mean the scheme is not immuﬁe to carrier frequency
error? The answer is no. If we combine e@mr and n(k)" in the second term on the right
side of (20), we can think of the product ¢4*"n(%)" as a frequency-shifted version of
n(k)’. Let n'(k) denote e¥*'n(k). This frequency shift transforms one random process
into another randﬁm process. Since n(k) is a zero-mean complex Gaussian noise with
white spectrum, it can be proven that n(k) and »'(k) have the same correlation ftmction
(or power spectrum), ie. they are statistically identical. Because [n(k)* = ()P,

substitution of »’(%) in (20) gives

@ =l ls) +2Rele)s(ym' (8" }+ i) @
From (21), we conclude that there always exists an equivalent combination of a receiver
of zeto carrier frequency error and a channel noise e**®7n(k) that can be used to replace
the combinationl of a receiver with frequency shift Aw and channel noise 7(k). Sin}c’:::(i) frd £
and e7"2*p(k) are identical random process, the mapping between receivers implies that

a scheme with a certain average performance on a receiver without frequency error will

have the same average performance on a receiver of frequency error Aw over the same
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ensemble of n(k),‘i.e. the scheme is statistically immune to carrier frequency error. It
should be noted, however, that frequency error resulté in some signal loss in the receiver -
filters and this impacts the performance of the frame synchronizer.

In this section, we have shown reasons for choosing non-coherent receiver as a
mechanism for improving immunity to carrier frequency error. Since the frame
synchronizer is non-coherent, we will only concern ourselves with the magnitude of

received signal in the following sections of this chapter.

3.3 Fading Estimation

Having eliminated the effect of Aw by using a non-coherent frame synchronizer,
we now attempt to eliminate c(k) from the channel model in (12). As it has been shown
in the previous section, for each receiyer with carrier frequency error, there always is an
equivalent receiver with zero frequency error. This allows us to use the simplified
channel model in (7), which is repeated here for convenience:

r(k) = c(k)s(k) + n(k). (22

As in the case of carrier frequency error, there are basically two approaches to
combating channel fading. One can consider c(k) and n(k) simﬁltaneously, and design an
optimal pilot sequence detection algorithm; or can attack them separately. Based on the
same design strategy of not combining A® with c(k) and n(k), we choose not to combine
c(k) with n(k), and therefore avoid complicating the detection algorithm.

To isolate the problem of channel fading from that of channel noise means we
need to explicitly estimate channel fading. Channel fading estimation is usually
considered a major task of the receiver, since it requires considerable amount of

computation power of the receiver. It is by no means an easy task for a frame
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synchronizer, which has only a small share of the total computation power of the
receiver. We have mentioned in Chapter 1 that a receiver relies on a pilot sequence to
accomplish channel fading estimation, and the pilot sequence needs to be detected by-a
frame synchronizer. However, a frame synchronizer needs to do channel estimation to
accomplish its task. There seems to be a cycle in the line of reasoning, which leads us
back to the original problem of channel fading estimation. This does not mean we have
reached an impasse. The channel fading estimation for demodulation must provide
information about magnitude attenuation and phase distortion. It turns out that the
channel-fading information that the frame synchronizer needs is only the magnitude
attenuation of channel fading. The reason why the frame synchronizer only needs
magnitude attenuation is explained in Section 3.4.1. To estimate the ma_gnitude_of a
fading channel is much simpler than to estimate both magnitude and phase of the fading
channel. Therefore the channel fading estimator within the frame synchronizer is simple
to implement, and the approach of explicit channel fading estimation leads to reduction
of the original problem. In the rest of this section, we will explain the scheme for
estimating channel fading from two different points of view: &me domain explﬁnation

and frequency domain explanation)

3.3.1 Time Domain Interpretation
Because the original idea for the scheme® is conceived in time domain, it is natural
to introduce the idea in the time domain. The time domain interpretation is based on the

following scenario of a hypothetical experiment. Suppose we carry out an experiment in

% The idea was first suggested by Professor David E. Dodds [8].
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" order to measure the magnitude of a channel fading signal c(ic). A mobile unit moves‘
along the same route at the same speed repeatedly. Each time a random signal (k) is
 transmitted. The receiver records one sample rocord for cach run, The experiment has
beeurepeaiedinﬁ:ﬁteﬁmesaudﬁnallyweo&dnanensenﬂﬂcofallmrdsr(k).}{ow-
using the channel model in (22), we obtain the expression for the ensemble (k) a5
r(k) = c(k)s(k) + k). @)
the that, in this paré.graph, the random processes r(k), s(k) and n(k) are présénted
in boldface, while the deterministic fading signal c(k) is not. We identify c() as a
deterministic signal, because the mobile unit repeats the same route at the same speed
Furthermore, e dlsungulsh r(k) from s(k) and n(k) While s(k) and n(¥) are stationary
random processes, r(k) i isa nqn-stauonary _pmcess.,'fhe mean squared value of n(£) i lsra
futiction of the fime index &, and can be expressed as
Be(k)"y = Efetts(f +2Refclbibmct)’) + k'3
..[c(k)g E(}s(k)l )+2Re(c(k)E(s(k))E(ngk) )+E(|n(k)| ) | (24)

_|c(k)| ol+al,
The last equal sign in (24) results from the assuniption_ that s(k) and (k) are zero mean,

stationary complex random processes. From(24), we can express the magnitude squared o |

ofthcchannelfadmgs1gnalas |
ety “?[Efl"(k)! )-o2] © ey
Toobmmlamﬁ we need &’ , o5’ and E(p(®P). The variance o is a design

parameierlforthe transmitter. chmmlly asannealypical value of o;° according to
system design specifications. Alternatively, o, can be estimated by the receiver. The
' difficulty in evaluating |c(k)|* arises from the fact that the baseband equivalent power
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spectrum of the fading signal, S{f), overlaps the power spectrum, S{f), of the
transmitted signal as shown by graph (b) in Figure 3-2.
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Figure 3-2 Conditions for Time Average Estimator

The graph (a) of Figure 3-2 .shoWs the requirement for a running time estimator to
accurately estimate EQr(®). The running-time average estimator for EQ®P) is

E(Ir(k)l )w— Z Ir(:)l (26)

1-&--1-1'/ 2

It is desirable that the hlghest ﬁ'equency in the fading channel, £, be less than the
lowest frequency, f;, in the transmitted signal s(k). The bandwidth of s(k) is denoted as B
and the length of a running-time average estimator is denoted as T. If we assume random
processes s(k) and n(k) are ergodic, and c(k), s(k) and n(k) satisfy the following
conditions[9): | |

o > uT> g,

in«&
we can use one experiment sample to calculate the mean squared value of (%), i.e. to use

ﬁine average instead of an ensemble average. In the above conditions, £; is the lowest
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frequency in s(k), while £ is the highest frequency in c(%). The first condition essentially
says that the spectrum band of s(k) must be on the higher side of that of c(k), and ‘bot.h
bands do not overlap. It specifies boundaries for the window length as being long
enough to hold a whole period of the highest frequency component of ¢(k), but no longer
than the period of the lowest frequency component in s(k). The second condition further
requires the lowest frequency can be observed by the window must smaller than the
bandwidth of s(k). Strictly speaking, the flat fading channel model does not satisfy the
first condition, because the band of ¢(k) resides at the lower end of the band of s(k), as
shown in Figure 3-2. The difficulty of evaluating |c(k)f* comes from the evaluation of
EGrhyP).

33.2 Frequency Domain Interpretation

The result from last subsection suggests that |c(£)]® can somehow be estimated
from |r(k)]. Also the time-averaging operation in (26) basically can be considered as a
lowpass filter which extracts the low frequency components of Ir(k)lz, thus it is of

interest to investigate Ir(®)f* in frequency domain. The random nature of [r(k)]* lends
itself to statistical signal processing which dictates the evaluation of power spectra (or
probability spectral density function) for the signals in our channel model.

In order to derive the power spectrum for |F(E)P, 7(k) must be a stationary signal.
This can be achieved by adding another dimension of randomness to the experiment
described in last subsection. By randomizing all factors having effects on fading signal
c(k), such as routes and vehicle speeds, c(k) becomes a stationary random signal. Since |
c(k), s(k) and n(k) all become stationary, r(k) is stationary. This generalization of the

hypothetical experiment described in Section 3.3.1 simply leads us back the original
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channel model (7).

The power spectrum of |r(k){?, which is derived in Appendix B, is given as

$,0N=ctls. (-6l ot + 20202 +0l)+o2 e 02 6(). @D
The power spectrum in (27) consists of three components: signal spectrum, noise
spectrum and a DC component as shown in Figure 3-3. The first term is a scaled version
of the power spectrum of {c(n)|2, which is to be estimated, therefore it islcalled signal
spectrum. The second term, (2.:r,;"+2o',2 o’ +o;,‘), is called noise because it represents the
variation in [r(n)[* caused by s(z) and n(r), and is unwanted. Finally, the third term,
(o2 +3:. o)), represents a DC value, which is the DC component of the squared

magnitude of the fading signal, jc(X)?, in time domain.
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the squared
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Figure 3-3 Components of the Power Spectrum for |r(k)®

From the power spectrum of [r(n)|?, we can recognize two factors that explain why
channel fading signal can be estimated by lowpass filtering |[r(n). The first one is the
additive relationship between signal and noisé, That is the spectrum of [e(n) and that of
the noise have an additive relationship in (27). This is only possible for the magnitude
squared of the received signal r(n), because, if we look at the power spectrum for »(n)
proper, the power spectrum of fading signal, c(n), and that of “noise”, s(n), have a
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multiplicative relationship. The additive relationship between the squared magnitude of
the fading signal and the noise means that tiley can be separated by linear filtering,

There is an intuitive explanation for the existence of power spectrum of |c(n)f.
Consider the pilot tone technique which is described in Section 1.3. In pilot tone assisted
channel fading estimation, a single-frequency probing tone is transmitted along with the
information-bearing signal. After propagation over fading channels, the probing tone
becomes a randomly varying signal carrying the channel fading information, which
manifests itself as a power spectrum of the fading signal located around the pilot tone in
frequency domain. In the technique proposed in this thesis, the power spectrum of |c()
in [p(m)f is generated using the same mechanism but without sendmg a pilot tone
explicitly. Because there is a DC component in js(n), and since |s(n)f’ is modulated by
le(m)f, @e DC component of |s(n)]* simply serves as a pilot tone and generates a power
spectrum of |c(n){? around zero frequency. The advantage of this “pilot tone” is that it
does not consume transmitter power; the disadvantage is that it is not as perfect as an
explicit tone, because it may take a very long observation period for the average sigﬁal
power to closely approach this DC value. |

The second factor that makes lowp@ filtering work is that the power spectrum of
lc(m)* has a narrow bandwidth and is located at low frequency. From Figure 3-3, the
bandwidth of |c(n){? is 4fx , while the bandwidth of the noise component occupies the
whole frequency range. Thus the estimate of |c(n) is corrupted by “noise” from the
transmitted signal, and there is an SNR associated with the fading signal estimate |c(n)|2.
For a typical maximum fading rate, which definition is given in Section 1.2, say 5%, the
ratio of bandwidth of [c(A)? to that of noise is 20% (4 times 5%). This means by simply

extracting the bandwidth of [c(n)*, we can expect significant improvement in SNR. This
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explains why a simple lowpass filter can be used to estimate le(m) from [r(n)f.

33.3 Linear Minimum Mean Squared Error Estimator

A simple lowpass filter only takes advantage of the knowledge about the fading
signal bandwidth. It improves SNR but is far from being optimum. In this section, we
discuss the design of a linear minimum mean square error (MMSE) eMr using our
knowledge about the power spectrum (or equivalently auto-correlation function) of the
fading signal.

The MMSE estimator in our scheme has two modes of operation: block processing
(or batch processing) and filtering. Block processing is the operation mode applied when
the frame synchronizer starts to operate and has just collected the first full frame
observation of the received symbols. At this time, the function of channel fading
estimation is to provide the best initial estimates based on the first frame of received
symbols, so that the frame synchronizer can immediately start detecting the pilot
sequence based on the fading signal madé available by block processing. After the |
fading estimator has processed the first frame of received symbols, initial values
necessary for the state variables in an estimation filter are obtained. The estimation filter
can be an FIR or IIR implementation. The fading estimator can properly work in
filtering mode, as the filter is tuned to the fading signal. Compared to block processing
mode, filtering mode has less computational complexity and is fast.

The block processing estimator is virtually a bank of FIR Wiener filters, and is
expressed as

c= H(r_llr)+pe’ (28)
where ¢ is a full frame of channel fading estimates, ¢ = [ |c,P, |cif, ... |cN.;|2 1% His NxN
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matrix of filter coefficients; r is a full frame of received symbols (magnitude squared), r

= Lird? Irifs ... traal 1% e and i are vectors of means of received symbols and
channel fading estimates, i.e. i, = E{r}and y, = E{c}. Taking ensemble average on

both sides of (20), we have U, = (6’ + 6;)[ 1 1 ... 1 |*. By the assumption of unit
o-r:a: Ts".'. r“\'
variance for channel fading signal, we have p.=[11 ...1 IF. H is calculated by
g’ |

H=C;)C,,, 29
where C;, is a NxN covariance matrix of a frame of received symbols, C;, = [¢,, (4 j )]
= [ E{r&ir?} - &*]; C. is a NxN cross-covariance matrix of a frame of channel fading
signal and a frame of received symbols, C. = [c.(i, N1 =[ E {(|c;|2-0'02)(|rj|2-o;2)} }
The element ¢, ,( i, ) can be expressed in auto-correlation of |r{* as
¢, ,/)=R.(-j)-o} ~ (30)
Inserting (104) of Appendix B into (30) gives '

cnli,1)= 04 [R. (- j)-1]+ 0! + 20762 + 57 5, (- ). @D
From Appendix A we know
R =4R?2 (k)+1
g(k) c,( )"' 32)
= 4J; 2, )+1. |
Inserting (32) into (31) gives
¢, (.1)= 40175 @ni- j)f,)+ (20! + 2020} + 02 )5, - )) -6y

The element ¢,(i, j) of C; is derived as follows. First the cross-covariance can be

expressed in cross-correlation as
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e, G.j)= E{(Icf [ -o? )ﬂn—lz -o; )}

= Ee, I |rj|2 -ola?l. ¢4
The cross-correlation between |c)* and |r,|* can be expanded using (7) as
Ropo)=ENe L |
=E{|¢:~,|2[|r:j|2 |sj|2+|nj|2 +2Re(c_,sjn;)]} 39)
=R~ o2 4020
Inserting (35) into (34) and gives

%+
G =) .~ b
¢, /)=0R,(i- j)+oi -0} Tz §nt s

=o2R,(i-))+a?-(o? +5?) 36)
=a?[R, (- )-1].
In deriving (36) we assumed that ol=1. Inserting (32) into (36) gives
¢l j) =403 Q- ), ) @7
The vector of Mean Squared Errors (MSE) for the estimates is expressed as

exs =[1..1JxIx|C, -HTC_| } - (39)
where ems is a vector, which elements are the MSE for each estimate in c. The. first
factor on the right side of (38) is a row vector which elements are unit value. The matrix
I is the identity matrix. The row vector and unit matrix serves to extract the diagonal
elements of the rest eﬁpression on the right of (38). The matrix C, is a matrix of auto-

covariance of |c[’, the element is defined as
Colis )= R~ j)-0l = 4R; (i~ /)= 473~ ).
C.: is a matrix of cross-covariance between |c|2 and [rf’; the element is defined as in (37).

The error vector is a function of filter length (i.e. the length of observation vector),

fading rate and SNR of the channel. The closed form expression of the dependence is
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very difficult to derive and will not be further pursued in this thesis. However, for design

purposes, we can numerically evaluate the effect of filter length, fading rate and SNR on
MSE.

In order to gain some insight into the above equations, we give an example fading
estimator that uses 2 received symbols and the closed expression of mean squared error

for this simple case. From (29), the weights of fading estimator is calcuiated as
i 1

BTl ahpns) 4O (2a‘+2a2o’+o)
I 4250 4ofJ3(—2:rf.,)] Larmn Cerc, z)}
40i2xf,)  4GLR0) Cey <2:1) Cere2) V-

[6c! +20%02 +o 40l (2n )
| 49\R(xf,) 6ol 425l +df

X“’f[.rs(im) Jg(?m]

_ 4
of{(6+2§§'- 4%) —16].‘,‘(2:1-1;)}

Ty =)

5

02 (39)
A 0

] 4’1(”” ) [ 1 J.?(z:rf,)]

4;02( 1) 6 1 hlrf) 1

02 o2

3 5

4

=a’{(6+2§—:- ‘:T -16%(2x f)}

3 5

6+2§+i-41;(2@;) (6 2-2 +§}f‘(2:rf)
(. @ o az‘ ’
[6+22+€ Rxf) 6422 5+ -4R(2xf)

£ ]

In reduction of (39) we used the following properties of the Bessel function
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Jo(o) =1
Jo(x)=Jo(-)

The error vector is calculated from (38) as

e LI, et 75

i 1][1 0: {{ 1 Jf(?”f;):_ngdx@[z 1 Jé(zm)]}

J@rf,) 1 Serf,) 1

1y {“{J:(zfrf,) Hee

PR % % s )
16 6+22+;:-—410(an) (6'!‘2634'0: O(Zﬂ'f;)
[64'2-'0_?4'(—;}) -lGI:(zxfm) 6+2';:3" } Of 0 j;;) 6+ ;_2';"’ 'O'. : 0 fm

35 L. -

1 J&(%f,)]}

P TANE

4 4 4 ]
[6+2§+£’_»_ 3+8£+4£’1J-[32-2§-ﬂ}13(2xf,)

4 4 4
- o, a g, o, o [1 1].

Al
[6+2?+%) -167}(27 £,

B 5

(40)

From (40) it can be seen that the estimation error is a functional dependent of the
channel fading rate f;, and SNR o;%/0,’. What is not so obvious is that this error is. also
dependent of the filter length, i.c. the length of observation. As the filter length
increases, more received symbols are used to calculate the fading estimate, the
estimation error decreases.

The filtering mode of fading estimator can be implemented as FIR filter or IIR
filter. EI‘he FIR filter is simply the bottom row of the weight matrix H as defined in (39)J )

An IIR filter can take advantages of all available observations, i.e. the length of
38



observation, upon which an IIR filter calculates the estimate, increases as more an& more
data is received. Therefore, it is superior to a FIR filter. However, the design of an IIR
Wiener filter requires factorization of the power spectrum of received signal (k).
Because there is no closed form expression for |r(K)P, as is shown in Appendix B, it
increases the difficulty of IR filter design. Therefore, IIR filter is not further discussed

in this thesis.

3.4 Pilot Sequence Detector

For a fading channel there are three factors that obstruct correct detection of pilot
sequence. These are channel fading, channel noise and the data portion of transmitted
- signal. Using the scheme described in last section, the receiver can obtain an estimate of
the channel fading signal; therefore, it is possible for the receiver to first eliminate the
effect of channel fading and then only deal with the effects of noise and the random data
portion of the transmitted signal. Further simplification is possible when using only
pilot-spaced observations of the received signal in detecting the pilot sequence. It will
become obvious why these simplifications are valid when the following questions are

answered in this section:
| e Why can a fading channel be converted approximately into a Gaussian noise

channel under high SNR using the knowledge of jc(n)? |

e Why can the detection be achieved using only pilot-spaced observations?

3.4.1 Reducing to Additive Noise Channels
The benefit of explicit estimation of channel fading signal is that given:‘ channel

state information, detection of pilot sequence on fading channels can be achieved using
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traditional detection methods deveIOped for Gaussian noise channels. We shall prbve
this point by showing that the p.d.f. of received signal (conditioned on the transmitted
signal) approximates to a Gaussian distribution.

Assuming perfect knowledge of the channel fading signal, i.e. ignoring the error
induced by channel fading estimation, we can think of the fading channel as an
equivalént combination of a hypothetical transmitter and a Gaussian noise channel as
shown in Figure 3-4. The hypothetical transmitter first modulates the transmitted signal
s(n) with a fading signal c(n), then transmits the modulated signal c(m)s(n) over a
Gaussian noise channel. For simplicity of notation, we shall ﬁrst drop ¢(n) in deriving
p.d.f. for [r(m)[. -Aﬂer we get the final expression, substitution of c(n)s(n) for s(n) gives
the suitable result for a fading channel.

Receiver

Fading
Chanmel

Figure 3-4 Hypothetical Transmitter and Gaussian Noise Channel

It is well known that, for a Gaussian noise channel, the p.d.f. of received signal is

40



f(r|s)=;(1;2—ex -(L%X’;‘i)—] ? @n

ol €
where o7 is the covariance for rVand is defined as E[(r-s)(r-s)']. By expressing r and s in

their phasor forms (Jr|, @) and (|s|, ), we obtain

£

QD'! oof AL -1 )J NECC )

o

("

As discussed in Section 3.2, the pilot sequence is expressed in signal magnitude,

therefore, we are only interested in the p.d.f. of jr| conditioned on |s|. This p.d.f. AJr| | |s)
is obtained in the following steps.
First, the p.d.f. in (42) is integrated with respect to & over [0, 2x) for a specific

value of a, which gives
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/{|r||[|s|,a =§D Ty {M,e) 42 =.§.)]de

) [P
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phfood 0%
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_ Hz exn -(H :M) I*e‘{zl’"’lq:’s(e)} g periadic funskinn

43)

o \ o o\
=3He (I"I +|s| ) (2|r||s|J L= [‘ 6 JO

The third line in (43) results because the kernel of the integral is a periodic function with
a period of 2 and the interval of the integral is also 2. The fourth line is obtained using

the following equation from [10]

I,(x)= [: exp(xcos@)dg. X (44)
where Iy(x) is the modified Bessel function of the first kind and order zero. The p.d.f. for |
cases where the phase a is 3/4x, —n/4, and -3/4x is the same as (43).

The second step is to derive the p.d.f. Alr] | Is])- This req}lires taking into account |
all the symbols with the same magnitude but different phase in the 16-QAM
constellation. Based on the assumption that all the symbol in the 16-QAM consteliation

is equally likely to be sent, the probability of sending a symbo] with a specific phase
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conditioned on |s| is equal. For example, when |s|* is 2E, the conditional probabilities for

each possible phase are
P( =-§I|s| =Jﬁ) = P[a = 3% Ils] =J2_EJ

- {la=-21H=V2E)
= P[a = —3—4’5 lls| -——*\/ﬁ)
- %

The p.d.f. fJr| | |s]) for the case Is?=2Eis

1eibi= 2B o{ (= V2E.a 5] J{a-2
+f:Ir (1=+2Ea -?-EEDP(a - 37”]

(ol /3 b4
+ f\|r||\|s| = 2E,a=-—ZDP(a=—I

- f{pi(=2E.a- )

([ (
+ APl |S|=J—2E,a=-3—”))P[a=_3_”
\ 0\

(45)

(46)

Similarly, the same result can be derived for other values of |s}. In summary, for each of

the three rings in the 16-QAM constellation, the p.d.f. AJr| | Is[) is

fiHeg L) ()

g g

\

R

@7

\ ndelj high SN@.e. &azﬂ >>1, the Bessel function can be approximated as |

s
L

T Tps  Colapjanc Of Fand s
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m/

w22l e!j)(lel) @)
Substitution of (48) into (47) gives
A s of ) o2
W( | J @)

. 2IrI A
V2zo? o’
_Finally, we can obtain the conditional p .£.of i from (49) 25

et 1k Nk u’L’_lS?I) J 60

Equation (50) implies that, under high SNR, the conditional p.d.f. of magnitude squared

S

Irf® of received signal is a Gaussian distribution in terms of |r|. Note that this Gaussian
function is not expressed in |r. Therefore, the p.df of |rf is not a Ganssian
distribution. However, this Gaussian function in |rj makes it very easy to silﬁplify me
computation of the conditional p.d.f. for a sequence of symbols. As mentioned earlier in

this section, to make (50) suitable for a fading channel, we replace |s| with |cs1 and

A 1ol Ks{ - MM)ZJ | 1)

Equation (51) is the p.d.f. of squared magnitude for a single received symbol. It is

obtain

the building block for expressions to be derived in tﬁe following section, which are used
to calculate conditional p.d.f. for a sequence of received symbols. Thus the variables on
the right side of (51) represent the information that the receiver needs to know to carry

out frame synchronization. Since the channel fading signal appears as |c|, it is
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straightforward to conclude that the frame synchronizer does not require full information
about channel fading (phase and amplitude) but rather only |cf°. This is a conclusion used

in Section 3.3.

3.42 Detection of the Pilot Sequence

There are two types of frame formats commonly used in traditional frame
synchronization: block format and interleaved format. Pilot symbol assisted modulation
uses an interleaved frame format. In this format, pilot symbols are interleaved with data
symbols in a fashion shown in Figure 3-5. In Figure 3-5, pilot symbols are represented
by Pi, where i is the index of pilot symbol into the pilot sequence. Po, Py, ...Py., form the
bilot sequence. Data symbols are represented by Dj, where j is the index of data symbol
into the subframe. A subframe consists of a pilot symbol followed by M-1 data syﬁnbols,
ie. P;, D;, D3,...Dm. form one subframe. One frame contains N subframes. N is the
length of a pilot sequence. One subframe has M syl.nbols.. Therefore, one frame has total
MxN symbols. One frame of received symbols is called a _fill frame bbsefvation. If we
select one symbol at a fixed index from each subframe and concatenate them into an
order-preserving sequence, we obtain a pilot-spaced observation of a full frame

observation. There are M different pilot-spaced observations in a full frame observation.

1 subframe = M symbols

z P S S
Bl ool o Wb s b

<<
~— P ) ,

——
1 frame = N subframes = MxN symbols

%— Pilot symbol D; | — Data symbol

Figure 3-5 Frame Format for PSAM
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Frame synchronization for PSAM is to determine the relative pdsition of the first
pilot symbol Pg. If the frame synchronization happens after the hard decision stage of a
receiver, the input symbols to a frame synchronizer are hard decisions, and free of
channel fading and noise except for an acceptable symbol error rate, (hen the task can be
easily accomplished by selecting the pilot-spaced observation that produces maximum
correlation with the pilot sequence) However, frame synchronization for PSAM must be
achieved before the receiver can make any hard decisions on received symbols, thergfore
the input to the frame synchronizer is a series of raw received symbols. These raw
symbols are distorted by channel fading a.['ld noise. The correlation method can only
produce optimal results for the case where the noise is additive Gaussian noise and the
transmitted signals are equally possible. Therefore it is not competent for this type of
received signals. To design a better frame synchronization scheme, the effects of
channel fading and noise must be accounted for. In the literature, the effect of noise was
addressed much earlier than that of the channel fading. Massey[11] introduced the

optimum frame synchronization for binary Gaussian channels using Maximum

Likelihood detection theory. Lui and Tan[12] extended Massey’s work to general M-ary -

modulation formats. Because both Massey and Lui’s schemes targeted at block frame
format, in which the synchronization word (equivalent to the pilot sequence) is inserted
in a contiguous form at the front of each frame, their results do not apply to PSAM
frame synchronization in a straightforward fashion. In this subsection, we extend
Maximum Likelihood ﬁ'am;e synchronization to interleaved frame format.

Let 1 be the index of pilot symbol Py within a full frame, the boldface indicates it
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is a random variable; let u be the value taken by 4 4 is an integer ranging over [0,
MxN-l].QAaximum Likelihood estimation of the location of the pilot sequence is to
search for the value of 4 that maximizes the likelihood function f(x|s=¢), where x is a
full frame observatioa For the interleaved frame format, # can be equivalently

expressed as a pair of indices (u, g2). The index g specifies the pﬂot s;)“aced pay
(o~ =, A=

b an M
observation that is made up of pilot symbols, and ran;lgm over r -1]. The mdex Mo is

m one ~full v*"""]'lwc (0,10)
the position of the first pilot symbol, P, within this pilot-spaced observation, and ranges

over [0, N-1]. The relation between g and (ur, 422) i 8= pxMpa. Figure 3-6 gives two

examples that illustrate the definition of (4, #2). Under each frame bar are the indices of

each symbol, expressed using two-index system (upper row) and one-index system
(lower row). The likelihood function f{x|#=1) can be equivalently expressed as fu( x |

(ﬁﬂlz) = (1, 142) ).

S S
B ool . blgolol o ool o b
o (1,0 a0 &0 22 LM @) L lf an OND (LD @ND @GND 2. O, N1
° 1 2 3 Mo M MY M2 M MN-ME BT MM M1
Py index: 2 index system p; = 0, p2 = 0; one index system p= 0,
S( S(‘ [ I
> > P
DR BRAPDR/ AR DN
S( < <<
0B WLy @D 30 oL Ml N &b OND (LED Q.ND GND) O, N
° 1 2 3 M-l M M M2 ME-M MR MNMSZ MNMS . MNa

Po index: 2 index system p; =2, p2 = 1; one index system p= M+2.

Figure 3-6 Two Examples [lustrating p;, pa.
To derive the likelihood function, we define the following notations:
¢ The pilot-spaced observation x,(i) is the collection of symbols within a full
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frame that starts at the i position and M symbols apart from each other.
Subscript p stands for pilot-spaced. L € Lom-1]

¢ The shifted pilot sequence p(i) is the original pilot sequence cyclically right
shifted by i symbols.

o The pilot spaced data symbol sequence d, is any of the possible data
sequences. The data symbols in these sequences are M symbols apart from
each other when they appear in a full frame of observation. All possible data
symbol sequences form a set of data sequences, D.

To facilitate concise expression, we permute the symbols within one full frame
observation, such that symbols from the same pilot-spaced subframe concatenate back to
back, and the pilot-spaced subframe that containing pilot sequence is placed at the

beginning of the permuted frame. This is illustrated in Figure 3-7.

SS $S
Do|Di D2 22 [Dw|Do|Di[D:| 22 D
27 P

Figure 3-7 Nlustration of Symbol Permutation within a Full Frame

The likelihood function for the full frame observation in Figure 3-7 can be expressed as
P (Aﬂz) S

F(xlm )=, (111)|P(/42){]i[m£} (')'d JPle, ) (52)

The likelihood function in (52) can be simplified by dmdmg both sides with the

expression ﬁ 3" £{x, ()1 d,)P(d, ), which is independent of 4 and ;. Note that this

ie0 d,eD

will cancel the part on the right side of (52) that is a functional of x,(i)’s for i from 0 to
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N-1 except i = py. The resultant expression, which is no longer a likelihood function

proper and is called decision metric from now on, is

f(xp(ﬂl)lp(ﬂz)) - |
> fbe,()id, )Pld, ) (53)

d,eD

From the procedure for deriving the metric in (53), it is obvious that the search for

Metric =

" (1, 442) that maximizes the likelihood function in (52) can be equivalently done by‘the
search for (u;, 42) that maximizes the decision metric in (§3). Because the metric iny
requires computation for a pilot-spaced subframe of observation, using the metric
instead of the likelihood function saves computation.

The denominator of the expression in (53) requires calculation over the set of all
possible data symbol sequences, which can be a formidable task for large frames To
further reduce computation, we notice that contributions from each term in the
summation are not equal. The data symbol sequence that is closest to the pilot-spaced
observation x, will contribute most -signiﬁcantly to the sum. We call this term the
‘dominant term, and use the dominant term as an approximation to the sum. This
approximation gives good performance in high SNR cases. Thus the decision metric is

further reduced to

= f(xp (ﬂl)l P(ﬂz»
) f(xp (”1)' 4 gom )P(dd;) (54)

where dy,, is the data sequence that is closest to the recei\‘red pilot-spaced observation
xp41)-

From (50), j(x,,(y;)|p(yjj can be expressed as

A " Metric
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f(xp.(ﬂl)l p(pz) )= (TLT)” exp{— [xp(ﬂ,)”z “P(Pz)m]rz[xp(ﬂl)m “".P(llz)m‘} (55)

where ¢ is the variance of received symbol, xp(,u;)m' is the vector which elements are
square roots of those in x,(z), P(12)'? is the vector which elements are square roots of

those in p(42). The denominator of (54), Ax,(¢41)|daom), can be expanded as

f(x,, ()] dm)'-= (7‘;';'74)26"5"[“ [xp(ﬂl)"z _d",;f,l-z[x,(ﬂ:)”z. ..dz:q (56)

Inserting (55) and (56) into (54) and taking logarithm gives

Metio = s, ()" ~d2 | b, Ga ) - a2
~bey 6} - 2 ] by () - plis) ] 10 P
= z(xp (ﬂl)m )r(p(/-‘z)m )' (P(J"z)m )T(P(l‘z)llz) G7)
-Z(xp(ﬂl)”z )T(ddamuz )+(dml’2)r(dm”2 )
~In P(d,. )
The second term on the right side of (57) is expanded as

(p2) ) (o) )= Elﬂl’- D

Because for a given pilot sequence, its norm is constant for all shifted versions, thus the

expression in(58) is not a functional of either 1, or 4;. We can drop the second term

from the expression. Note that dy,n is related to the pilot-spaced observation x,(4), so

daom is dependent on z;. Including these two considerations, the expression of the
decision metric is modified as

Metic = 205, (1)) (p(2)"* )-2lx, (1)) (dam (1))

+ ()" )7 (1) I Pl (1))

There still remains a question about the expression in (59): how do we determine
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the data sequence dy., of the dominant term. Recall from (54) that d,, generates the
maximum value for the expression f{x,(z)/d)P(d) among all possible data

sequences. Since the elements in d is assumed independent random variables and the

channel noise is white, we can expand the foregoing expression as

ey 1 )P )= T T ey (1)1 ) Pm ). 60
where x,(u,i) is the i element of xp(141), Aaon(pes,0) is the i element of dim(tr). To
maximize the left-hand side of (60) is equivalent to maximize each factor on the right-
hand side. The later can be achieved by {lylaxlmum A Posteriori}MAP) decision on each
symbol of the pilot-spaced observation vector x,(x;) assuming that data symbols are
transmitted.

From Figure 3-1 we noticed that there are 3 levels of data symbol magnitude for a
square 16-QAM‘ constellation. These levels of symbol magnitude squared are 2E, 10E,
and 18E. The MAP decision device for magnitude detection can be implemented as a
two-threshold slicer with the thresholds set somewhere in-between these levels. The
decision thresholds are derived as follows.

The MAP decision problem is modeled as three-hypothesis problem. The

hypotheses are defined as
Hyp s =2F was ransmitted,
H,p :Js| =\10E was transmitted,
Hyp :ls|=18E was transmitted.

Let x denote the magnitude squared of the observed symbol. The a posterior probability
P(H3e | %) is obtained as X is the sﬂaiml Shmbel wﬁmﬁtde A =
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fxm,x (xIHZE )P(st)
PH e lx)=="20

e n{ b=z} ]P(H,E) 2

fx(x)

The result is obtained using equation (50). The a posteriori probabilities for hypotheses

H;g and H)sg are obtained similarly as

1 e“{-qﬁ_{mf)z ]P(HIOE)

2re?

P (H 108 |x)= A (x) (62)
,{ - EE] JP(HI,E)
P (H 135 |x)- A (x) (63)

Assuming the 16 symbols in 16-QAM constellation are equally likely to be
transmitted, the probabilities of the three hypotheses are: P(Hzg) = P(Hss) = 1/4
P(Hyo5) = 112. Since f(x) is a common denominator of the three probabilities, and we
are only interested in their relative values, the three a posteriori probabilities can be
reduced to
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| fx(lezs )P(st)=

o °"{_(&;?{2_E IH’ /0
fjJ;-;/EE)le)’ (64)

fx(lews )P(Hms)“—j \/2—71:_02 e}q}L - -

2
R e O

Under high SNR condition, the a posteriori probabilities diminish quickly when
the observation is far from the hypothesis value (i.e. the transmitted value). This means
that when an observed value is between two hypotheses values, the third hypothesis
contributes very little to the probability of detection ervor. This allows us to approximate
the three-hypothesis test with two binary hypothesis tests, which lead to very Simple
solutions. The first binary hypothesis test is between H,z and Hjoz when the observation
is less than 10E. The second bﬁmy hypothesis is between Hjor and Hisr when the
observation is more than 10E. The case where the observation equals 10E can be

arbitrarily combined with either hypothesis. Applying the MAP decision rule to the

equations in (64), we can obtain two thresholds that divide the range of v/ into three

regions corresponding to three data symbol magnitudes, v2E, J10E, and <I8E .

These thresholds are

T —Ga

1

(o) 2 lﬂ(i) +8E Iy
Threshold] = , ¢
210E - 2E ) (65)
o’ In(2)+8E
AN18E —JI0E) (1= ~18)
Note that the thresholds apply to the magnitude instead of magnitude squared of the

Threshold2 =

observation. This is because the independent variables in the a posteriori probabilities
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are expressed in magnitude of the observation. To illustrate the use of (65), let us

consider a snnple example. Assuming E is I, and SNR is ZQQJQ__the thresholds in (65)

] R
evaluate to SW‘ Em” = ’93 Ri Fo!a -—J=a Th --—L— '

l 1)4-8
10‘/_2 =
(1 ™ (66)

Threshold2 = 19 ~3.73.

Thresholdl =

The thresholds and hypothesis values are illustrated in Figure 3-8.

Hfg HiOE Hls?
0 1.41 272 316 37 424

A

Figure 3-8 Illustration of the Decision Thresholds ’

The expressions in (65) need modification for fading channels. This is achieved by

replacing VE with |o/E . This will cause || appear in denominators. Because |d is
only an estimate of the real fading signal, estimation error can well cause it to take on
negative or zero values. Therefore, for negative estimation, we set |c| to be zero, since
true value for |¢| cannot be lower than zero. This means |c| cannot appear in
denominators. To avoid this problem, we use |clx,(z,7) instead of x,(u1.i) and the

thresholds are modified to
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1 3
Threshold] - h[5]+8EICI
| = oE - 2E)” 67
o n(2)+ 8|
Threshold2 =
| = 8E -J10E )

11:e above thresholds are MAP decision thresholds for - the signal e, ). When

..|.f.l?e_(!4b'3 is less than Thresholdl the decision is dym(p,).= 2E; when larger than

Jiwxeshow but less than Threshold2 thén dym(4,7) = 10E; when larger than Threshold2
88 dindpt1) = 18E.

Another question associated with the decision metric in (59) is how to search for

tile indices 2, . It is obvious that we can choose from two different search orders‘(b(i)jc ol
iKMo
We first fix 4 and search for the 4, that maximize the decision metric for a given 4. Seath AL
”Ihen using only the y’s that locally maximize the decision metric, we search over Hi fe':::u
fbr the pair (uy,u,) that globally maximizes the decision metric. (ii) Alternatively, we l

fjrst fix z, and search for x4 that locally maximizes the decision metric for a given z.
'Ii'he properly chosen search sequence can save on computation cost. From (59) we
q_bserve that only the first term is dependent 3? the index . Therefore, in order to
search for the u that locally maximize the decision metric for a fixed 4, it is only
Iiecessary to calculate the first term éf (59). This suggests that x; can be estimated by
qfhoosing the shifted version of pilot sequence that produces the maximum wmlﬁon
with the pilot-spaced observation x,(4). For a given u, the decision metric for
ciompuﬁng Mz is |

Metric = (x, ()" J (p02,)"*). (68)

|
|
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In conclusion, we propose the following implementation of the pilot sequence
detection algorithm as described by the block diagram in Figure 3-9. A full frame of
received symbols is the input. First the full frame observation forks into two branches.
One branch is fed into the “Full Frame To Pilot-spaced Subframe” block. The output
from this block are M pilot spaced subframes, x,(i), { = 0 to M-1. The other branch of
full frame observation is first modulated by the magnitude of channel fading estimate,
and then fed into a slicer which thresholds are given by (67). The output of the slicer is
also converted into pilot spaced subframes, dpm(?), i = 0 to M-1. The pilot spaced
subframes of observation forks again. One branch goes to the 4 selector which decision
metric is given by (59). The other branch goes to the u selector, which decision metric
is given by (68). The output from the ; selector is a vector of M elements, with the /*
element indicating which shifted version of the pilot sequence has maximum correlation
with x,(7). At last the z; selector takes all the outputs from other blocks in the diagram

and outputs the pair (x,4) that maximizes (59).
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3.4.3 Search Scheme

The decision made by the pilot sequence detector (Figure 3-9) is processed by a
search/verification scheme. The purpose of a search/verification scheme is to guarantee
that the decision from pilot sequence detector is not a false lock. A false lock can happen
in two types of scenarios: (i) A pilot-spaced random data sequence has the éxact '
magnitude profile as that of the pilot sequence; (ii) Channel fading and noise cause the
pilot sequence detector to make wrong decision. In either case, the situation can be
detected by a verification scheme.

The search-verification scheme is usually depicted by a Markov chain flow graph
as show in Figure 3-10. The scheme has two modes. The process starts with the
acquisition mode. During the acquisition mode, the pilot sequence detector makes the
decision about the value of indices £; and 4. Then the scheme enters verification mode. -
If the decision from acquisition mode passes the verification mode, frame

synchronization is declared. Otherwise, the scheme goes back to acquisition mode. .
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Figure 3-10 Search Scheme Flow Graph

Note that, in the literature, the acquisition mode is usually implémented as serial
search, because serial search scheme requires much less hardware complexity ‘than
parallel search, which is described in Section 3.4.2. However, due to the special form of
the pilot sequence detection metric in this scheme, i.e. index x> can be calculated with
much less effort than index g;, the advantage of serial search is significantly
compromised. To illustrate this point, let us compare the complexity of decision metric
(68) and (59) for a frame format of 110 symbols and a pilot sequence ofr 11 syn;Bols.
Assuming that the costs of various numerical operations are equal, we can represent the
costs of (59) as four units and (68) one unit. To search through the two-dimensional
uncertainty space spanned by g, and 2, the serial search costs 4x110 units of
operations, while the parallel search using the search sequencing in Section 3.4.2 costs
1x11x10+3x11=143 units. (We therefore can implement the parallel search in a serial

fashion, i.e. only one hardware unit for (59) is implemented and the results for 4, and )

59



first stored in memory and compared after all values are available. Thus a true ML
estimation can be achieved using same hardware complexity but only a fraction of the
time that a serial search scheme needs. The parallel search is fast, and it is also more
robust than the serial search because it is more immune to the time variation of channel
fading and noise.

The verification mode can also be implemented in serial or parallel fashions. The
verification in this study is implemented in parallel fashion. Using the decision from the
acquisition mode, the correct indices 4 and u, for the pext full frame observation are
calculated. If, according to the decision from the acquisition mode, the pilot spaoed
observation that corresponds to the pilot sequence maximizes the two decision metrics
(59) and (68) among all pilot spaced observations, then the verification passes. A
| successful verification is that the decision from acquisition mode passes B out of A tests,
where A, B are integers and A>B. The values of A and B can be chosen according the
desired synchronization speed and the tolerable probability of false lock by numerical

simulation,
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4 Simulation and Results

In this chapter we first briefly describe the software we have chosen for the
simulation. Then we describe the simulation model and discuss some of the key

technicalities at a system level. Finally, there are simulation results and discussion.

4.1 MATLAB and Simulink

There are several commercial software tools for simulation in the market;
however, the choice of simulation software is largely determined by its availability. The
primary reason we have chosen Simulink (part of the MATLAB suite) as the simulation
software is because of its wide acceptance in both industry and academic societies.

MATLARB is a suite of software packages developed by MathWorks. Although it is
meant to be general mathematical software, its strength lies in numerical calculations (as
opposed to symbolic calculation), especially for engineering oriented calculations.' It is
one of the most widely used simulation tools in industty. MATLAB consists of two
major components;: MATLAB compiler and Simulink. The MATLAB oompilef serves
as a numerical calculation environment and an interpreter for the MATLAB
programming language. Simulink has a block diagram language interpreter and many
libraries (or toolboxes) of building blocks for different areas of engineering appﬁcations.

With the MATLAB suite we have two options in building a simulation modelf
MATILAB compiler, or Simulink. To build a model in MATLAB language is much like

implementing a model in C language. The system model is usually divided into static
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parts according to the system functions. These parts of system are implemented as
programs or procedures. The system is simulated by processing a large ensemble of |
random data through these static procedures. Simulink, on the other hand, provides a
block diagram language. Modeling a system in this language is much like drawing biock
diagrams. Thus the dynamic features of a system as reflected in system block diagrams
proper can be easily modeled by Simulink. The advantages and disadvantages associated

with each option are listed in Table 1

Table 1 Advantages of MATLAB vs. Simulink

MATLAB compiler Simulink
Advantages ¢ Requires minimum ¢ Easy to build models.
calculation. Fast ¢ Easy to model dynamic
simulation. features.
e The simulation process can
be automated by a control
script.

Because dynamic features, such as system delay, are very important in simulating
communications system, we have chosen Simulink. The choice certainly means more
machine time and more demands on the power of computers. The latter factor has
significant impact on the simulation results when there are limits on computer’s
memory. However, the decision also saved much human time on building and
debugging the model that would have been required if MATLAB had been chosen.
Since the cost of human time is high, and machines will become cheaper and more

powerful, the decision is appropriate for future investigations.

4.2 System Level Description

The model has three modules on the top level. These modules and their
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interconnection are illustrated in Figure 4-1.

] Data Fading Datd L—jpp] Receiver
Transmitter |=——-fin File = Channel I File

Figure 4-1 System Block Diagram (Top Level)

The three big blocks in Figure 4-1 represent the top-level system modules. Ideally,
these modules should be conceptual modules and their only purpose is to promote
‘modular design. However, due to limited computer memory, the top-level modules are
implemented as physically separated Simulink files. Thus the data flow between these
modules must be accomplished using data files, i.e., the output from the first module is
stored as a data file and the data file is then used as input to the second module. We use
the two small blocks to represent the data files.

The first decision to be made when modeling a communications system is whether
it is for a discrete time baseband channel or for a continuous time baseband channel. A
discrete time baseband channel is a conceptual communication channel as observed at
the input of square root raised cosine filter at the transmitter and the output of the
symbol sampler at the receiver. A continuous-time baseband channel is a conceptual
channel as observed at the input of a modulator and the output of a demodulator.. The
most important difference between the two conceptual channels is the amount of
computation required for simulating them. To simulate a continuous-time system on
digital computer means significant workload. Because our channel model in (7)

describes a discrete-time channel, most simulation is conducted on a discrete-time
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baseband channel. However, the continuous-time channel model is used when
investigating the effect of carrier frequency offset, this is because that the square root

raised cosine filter must be included in the model.

000 P Mapper
Continuous
Time Channel
Discrete Time
Channel

Slicer > 000

Figure 4-2 Illustration of Discrete Time Channel and Continuous Time Channel

When modeling multipath fading channel, we are also faced with more than one
option. There are fundamentally two approaches to simulating the baseband effect of
flat-fading: (i) implementing multipath to produce the fading effects (to be called the
multipath approach) or (ii) generating a fading signal to model the flat-fading model in
(7) (to be called the fading signal approach). Most variants of flat-fading simulation can
be classified into these two categories or a combination of the two. Features of these two

approaches are listed in Table 2.



Table 2 Merits of the Multipath Approach and the Fading Signal Approach

Multipath Approach Fading Signal Approach
Advantages ¢ Can specify delays e Can specify spectrum for |
¢ Less computation the fading signal

A combination of both approaches can be used when both delays and spectra of fading
signals must be exactly specified. However, the power of modeling comes at the price of
computation. In our simulation, we experimented with both the basic approaches but not
the combined approach due to limitation on computers.

@ To model a fading channel using the fading signal approach, we first generate a
white Gaussian noise sequence, and then we shape the spectrum of the random sequence
into that of (15). This spectrum shaping can be accomplished in frequency domain or in
time domain. In the frequency domain method, white random sequence is | first
transformed to its spectrum by the FFT. The spectrum is then multiplied by a mask
specified by (15). The resulting spectrum is then transformed back to time domain
signal. Although the frequency domain method can easily accomplish almost any shape
of spectrum, it only provides batch processing of data, which is difficult to integrate into
. Simulink diagrams, which features sequential processing of data. For this reason we
have to choose the time domain method in which the fading signal is spectrum shaped
using FIR or IIR filters. |

As in hardware testing, a test bench is required to facilitate and automate the
simulation. The test bench in our simulation provides the following functions:
o Generating the input sequence for the transmitter.

e Generating a reference signal to be compared with the output of frame
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synchronizér.

o Processing the frame synchronizer output to generate the desired simulation
In order to generate a reference signal, we choose to implement a reference transmission
system. The primary purpose of the reference transmission system is to accurately take
account of all the effects of system delays. The approach could result in redundant
computation, but it features easy modeling, because to build this model all we need to do
is to copy and paste the existing model and to simplify it by some deletion. In the
reference transmission system, there is a simplified version of the transmitter and
receiver, and the channel is an ideal channel with delays that match those of the fading
channel.

As mentioned at the beginning of this section, the whole system is physically
divided and stored in three files. This division also applies to the testlbench and is shdwn

in Figure 4-3.



Figure 4-3 Test Model and Test Bench

4.3 Results

4.3.1 Description of the Simulated System

The communication system simulated by the test model used the following
specification. The frame format was 110-symbol full frame and 10-symbol subframe.
The pilot sequence is 11-symbol barker sequence, which, expressed in ‘binary, is[111
0001001 0]. The fading rate was 1% of system symbol rate. The channel fading

signal was zero mean complex Gaussian random sequences, with unit variance.

43.2 Probabilities of Detection for the Acquisition Mode

The probabilities of detection vs. channel SNR are plotted in Figure 4-4. The
measurements were obtained using the following method. First, the frame synchronizer
in the receiver and the simplified receiver of Figure 4-3 keep working in search mode.

That is, for each full frame observation, the frame synchronizer always generates an
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estimate of the index of pilot symbol Py, and never enters the verification mode. Second,
the signal generator continuously generates pseudo-random sequence until Ll_,OOO full
frame observations is received at the receiver. Third, in Figure 4-3, the transmitter of the
simulation model and the simplified transmitter of the test bench work in a synchronized
fashion, so that they both insert the same pilot symbol in exactly the same location of the
symbol stream. |

While the communication system in the Simulation Model works in a condition
that mimics a real mobile communication system, the communication system contained

in the test bench works in an ideal condition. (First, the Simplified Transmitter only

: | "~ Pe
transmits a stream of value zero and one. (Value one indicates a pilot symbol P, is
_transmitted; value zero means either 1 or a pilot oth 'Po The

timing of zero-one symbol stream is synchronized to the pseudo-random symbol stream

fed into the transmitter of the simulation model. This synchronization is indicated by the

dotted line from the signal generator to the simplified transmitter in the test bench.

Second, the ideal channel is just a delay line that delays the transmitted signal by the

same amount of time as the fading channel in the simulation model does; it does not add

noise neither fading effects. Thus, the simplified receiver can accurately detect the
location of pilot symbol Py, |

The reéult processor compares ‘the output of the receiver to that of the simplified
receiver, and counts the number of Py symbols that are correctly detected during 1,000
full observations. The ratio of the number of correctly detected frames to the number of

total simulated frames is taken as the probability of detection.
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Probability of Detection
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SNR (dB)

Figure 4-4 Probabilities of Detection with Fading Rate of 1%
4.3.3 Mean Time to Synchronization
The mean time to synchronization, Tsync, can be calculated using the probability
of detection and the expréssion is derived as follows. Let N be the length (in number of
symbols) of the pilot sequence, M be the length of a subframe. The length of a full frame

observation is therefore MxN symbols. The mean time to synchronization is defined as

Tone = 3 T(k)p (k). (69)

k=1

In the above equation, T(k) represents the time that the frame synchronizer uses to
achieve true synchronization at the ¥” time it tramsits from acquisition mode to
verification mode. A cycle of acquisition mode to verification mode and back to
acquisition mode is illustrated in Figure 3-10. The probability that the frame
synchronizer comes out of acquisition mode with the correct estimate of 4 and u- at the

k® round is

p(k)=P,(1-P,)". (70)
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where Pp is the probability of correct detection of pilot symbol Po. The time T(k)
consists of two parts: the time consinned in the acquisition mode, T4co{k), and the time
consumed in the verification mode, Tyzr(k). We can express T(k) in terms of T4co(k) and

Tyer(k), and reorganize the equation (69) as

Tomc = 3 Ticg ®)pE)+ S Toae (F)pE)

k=l k=2 (71)
=T 400 + Tizr-

Let us first consider the part of the mean time to synchronization that used by the
acquisition mode, Tycg. A ML estimation of the indices . and 4, consumes one full
frame observation. If we ignore the time it takes to evaluate the metric (59) on the last
pilot spaced observation, then the time to finish one search in acquisition mode takes
MN symbol times. The mean time in acquisition mode is k times one full

frameobservation weighted by p(k),

Tyo = kiMVkp(k)
=1 ) (72)
= MNY kP,(1- P, ).

k=l

Since, by definition, p(k) is a probability density function, then

3 plk)=3 P,a-P, )" =1. 73)

k=] ksl

Differentiating both sides of (73) with respect to Pp and simplifying gives [13]
(7

3 kP, (- Py) = ' (74)
k=1 P D .
Substituting (74) into (72) gives
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)
The time used in the verification mode to find a false synchronization can vary from
Ax(MxN) symbol times to Bx(MxN) symbol times. To simplify the calculation of Tym,
we use the worst case of detecting an incorrect synchronization in the verification mode,
i.e. it always takes Bx(MxN) symbol times to discover a false synchronization. This
approximation produces a tight upper bound when A is close to B (A, B are defined in
Section 3.4.3). Then the mean time spent in the verification mode is

T = 3, BMN (k- (k)

k=1

- - (76)
= BW[Z kp(k)~2p(k)]-
k=l k=]
Substituting (69), (73), and (74) into (76) and simplifying gives
T = 3004 S316)- 50
k=l k=1 (7 7)
- W(L ; 1}
Py
Combining (75) and (77) gives

Tome =Tyep + gz
_an B | (78)
2
For the simulation described in Section 4.3.1, M=10, N=11, (M, N are defined in _

Section 3.4.2) and B=3 (B is defined in Section 34.3). The value of B is chosen to be

e g e T

consistent with that of [4]. Using the probabilities of detection in Figure 4-4, the mean

Y .
times to synchronization vs. different SNR are calculated and given in Figure 4-5.
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Time to Synchronization vs. SNR
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Figure 4-5 Mean Time To Synchronization vs. SNR

4.3.4 Performance Degradation in Presence of Carrier Frequency Error

The effect of local carrier frequency error is simulated by a continuous time
channel model as defined in Section 4.2. This is required since the discrete time éhannel
does not include the receiving square root raised-cosine filter. Performance degradation
is a vesult of the mismatch between shifted signal frequency and the band limits of the
receiving square oot raised-cosine filter) Because the continuous time channel mode
has a much higher sampling rate then a discrete time channel model, this means we have
to simplify the fading signal generation mechanism to avoid excessive simulation time;
For this reason, gve jmplemented the fading channel by the multipath approach as
escribed in Section 4.2, ¥This choice means that the fading signal generated by this

approach falls into the category of regular random process, and thus ensemble average

cannot be obtained from time average. However, the choice is justified because our
concern in this simulation is the effect of carrier frequency error, not channel fading.

Thus we can choose to fix the fading factor while validity of the result is not
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compromised.

Probability of Detection Degradation in
Presence of Carvier Frequency Error

Ratlo of Frequency Emor Over Symbol Rate

Figure 4-6 Probability of Detection Degradation in Presence of Carrier Frequency Error
(Fading rate = 1%, SNR = 10dB)

In Figure 4-6, the performance of frame synchronizer is normalized by dividing
the probability of detection under different carrier frequency errors to the probability of
detection under zero carrier frequency error. From Figure 4-6 we conclude that
performance degradation depends on the roll-off factor of the square root raised cosine

filter. Large roll-off factor allows operation with larger local carrier frequency error.

4.4 Comparison with Existing Scheme

By the time the research work presented in the thesis was finished, the only
published PSAM frame synchronization scheme was that of Gansman [4]. By combaring
the performance of the scheme in this thesis and the one in [4], we can identifj the
following two points.

First, the scheme in this thesis is more immune to carrier frequency error. Despite

73



the fact that Gansman provides no detail data on the degradation of performance in
presence of carrier frequency error, it is clear the performance will degrade significantly
when the frequency offset is larger than 5%. For the scheme in this thesis, Figure 4-6
indicates that the performance has 1% degradation for a frequency offset as high as
15%. This is du;a to the non-coherent feature of the scheme.

Second, the performance of the scheme of this thesis degrades more quickly than
the Gansman’s scheme as the channel SNR falls. This is because our scheme is based on
the high SNR approximation rule, while Gansinén’s scheme is based on low SNR
approximation rule. Since a communication system using 16-QAM requires SNR greater

than 10 dB, this degradation is not considered to be a problem.
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5 Conclusion

In this chapter, the key points of the design process and the simulation result are
first summarized. Then some areas of possible improvement for the scheme are
suggested. “

5.1 Review of Design Philosophy and Simulation Results

In this work, the design philosophy is to take advantage of the fact that the random
variables in channel modet (12) are independent. Because of the independency, it is
possible to decompose the task of a frame synchronizer into isolated stages, with each
stage dealing with fewer random variables. It is not just to factor the p.d.f. into four
factors, rather it is to hide one or ﬁlore random variables, so that a subspace of less
dimensionality is extracted from the 4-dimensional space.

The following steps were taken to reduce dimensionality. As a first step, by taking
magnitude-squared of the received symbols, we effectively reduced 4 dimensions to 3
dimensions by removing A@. The problem is then decomposed into two problems of 2-
dimensional spaces: channel fading estimation and frame synchronization in noisy
channel. In channel fading estimation, the fading signal is considered the desired signal;
transmitted symbols (pilot and data symbols) and channel noise are considered together
as noises. Thus at this stage, the probability space reduces to a 2-dimensional one. After
the fading signal estimation, the problem of fading channel is reduced to a problem of

additive noisy channel, and we are left with the second problem of detecting pilot
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sequence among random data symbols over a noisy channel. At this stage, channel noise
and data symbols are considered unwanted factors, and the probability space is 2-
dimensional. Because the two problems can fit very well in two well-developed
theoretical frameworks, linear mean squared error estimation and maximum likelihood
estimation, the expressions in our design can be more clearly interpreted from theoretical
point of view.,

The performance of the scheme is measured by means of simulation. From the
simulation results, synchronization was obtained with good probability at high to
moderate SNR. The mean time to synchronization of this scheme is similar to published

work {4].

5.2 Suggestion for Future Work

In this section, we suggest three major aspects concerning future research on this
scheme. The first aspect is about some implementation details. In deriving the
mathematical model for the fading channel, we have imposed the assumption that the
variance of fading signal must be unit valued. This assumption suggests some automatic
gain control circuit at a stage prior té'ﬁ-ame synchronization. However, typical automatic
gain control circuit targets the power of received signal rather than the power of fading
signal. This means a new automatic gain control scheme is required. Because the fading
signal estimator, (39), contains the term o,2/o,%, for the fading emr to work
properly, knowledge about the SNR is required. Although there are various algorithms
dealing with this problem, they usually are too complex to implement in frame
synchronizer. Since this knowledge of SNR is not crucial to receiving data, it is possible
to compromise on the accuracy for low complexity and to optimize the design trade-off.
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The second important aspect that is worth serious investigation is the alternative
approximation rule, low SNR approximation rule. As the simulation results suggest,
high SNR approximation rule has poor performance for a fading signal with power
spectrum described by (15). We have already indicated in Section 4.3.1 that this poor
performance is due to the scheme’s incapability of handling long deep fading periods.
However, major difficulty in deploying low SNR approximation rule is that the resultant
expressions are not similar to Gaussian distribution, which prevents effective
simplification in the following stages. One promising approach could be that we first
build an approximate expression from the symmetry to the results we have derived using
high SNR approximation rule, and optimize ‘the parameters for this approxmate
" expression through numerical simulation.

The effect of imperfect symbol timing on ihe probability of detection needs further |
investigation by simulation and mathematical analysis. In this thesis, symbol timing of
the symbol sampler is assumed to be perfect. However, in real implementation of a
receiver, symbol timing error always exist, and can become worse imder low SNR.

A final important analytical work mlssmg from this study is an expression, which
can relate probability of correct detection to the MSE of channel fading estimator. As we
have indicated, the mean time to synchronization is mainly composed of system delays.
Among these delays, that of the fading estimator plays a key role; thus minimizaﬂén of
the length of fading estimator is the most important factor in improving the speed of
frame synchronizer. Since the length of fading estimator determines the MSE of the
fading estimate, and the MSE affects the probability of correct detection, an equation
that expresses the probability of correct detection in terms of the length of the fading

estimation filter is very helpful in calculating the optimal filter length. The optimal filter
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length, of course, can be achieved by exhaust numerical simulation. However, the
approach is brute force. Additional benefit of the analytical approach is that the fading
estimation filter can be designed to adapt its length according to the SNR and fading rate
of a fading channel. An adaptive-length fading estimator is obviously a very desirable

feature for applications that require the highest possible speed.
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Apendix A Power Spectra of c(n) and |c(n)[*

In [5), Jakes gives the power spectrum for the pre-envelope, c.(f), of a bandpass
fading signal, which is observed by a vertical whip antenna with antenna gain pattern
G(a)=1.5as

3b

8. (f) = — . .
o fl_[f-ﬂ] (79)
I

where b is the average power which would be received by an isotropic antenna assuming
power gain pattern is uniform over [0, 27), f; is the carrier frequency, f is the maximum
Doppler frequency shift, and @, = 27fm. It is worth to mention that equation (79) is only
valid for the positive frequency range [fc-fim, fe+fim], thus the square root in the
denominator is always nonnegative. The value of Sc. (/) becomes infinite at fc - fin and
je + fm , this is not an accurate model of the reality and it is difficult to conduct
numerical evaluation of the equation. Nevertheless, this is still the most cited model in
the literature as it is elegant from mathematical perspective, and also givés feasonable
approximation to simulation results. |

The above power spectrum is for a bandpass fading signal. But what is needed in
this study is the baseband power spectrum of the discrete time baseband fading signal,
which appears in the channel model in (7). The bandpass fading signal is related to its

baseband complex envelope by

81



c. ()= )™, (80)
where c.(7) is the complex-valued pre-envelope of the bandpass fading signal, c(f) is the

continuous time baseband complex envelop, f; is the carrier frequency. The baseband
continuous time complex signal is related to the discrete time baseband complex signal

by

)= c(kr)sinc(“T"T J 81)
ke—n .
where c(kT) is discrete time sample of the complex-valued baseband fading signal, c(f);

T is the symbol period, and will take unit value in much of this appendix for simplicity.

The function sinc(x) is defined as %’ﬁ) Substituting (81) into (80) gives the
relationship between c.(t) and c(k) as
¢, ()= Y c(k)sinc(r - k) . | | (82)
Jm—co

In this appendix, the power spectrum of c(k) is derived from that of c¢.(f). The
relationship between the power spectra of c.(f) and ¢(k) can be derived from the
relationship between the corresponding correlation functions. The correlation function of

¢+(f) can be expressed in terms of correlation function of c(£) as
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R.,(6)=2 Ele. 06 -<)]

= 2Bl e’ ¢ -2)e )

= L Btk (-l

=.;_E{Lgc(m)sim(;_m)][ gc(n)sim(t_f-n)]}ew &
= 15[ 3. Sclme’sinl - msinl =5 -l

) .Zn Z; % Elc{m)e" (n)}sinc(e - m)sincft - ° n)
} nzm ,ZOR" (m~ n)sinc(t — m)sinc(t — 7 — n)e />

The last line in equation (83) shows that the correlation function R.+(t) is dependent on
time variable #. This suggests that the random process denoted by c.(?) is a non-
stationary process. Of course, the fading signal is stationary. This is an artifact caused by
the use of the sinc(f) function to bridge the gap between the discrete time baseband’
fading signals to the continuous time baseband fading signal, i.e. the use of equation
(81). Since for discrete time function the correlation function is also discrete time, so ¢
and 7 can only take integer values. The artifact vanishes when only discrete time value of
t and 7 are considered. Note that, the function sinc(f) has value 1 when ¢ =0, and value 0
when £ is a non-zero integer. The only case that the product sinc{t ~ m)sine(f 7 —n)
will have nonzero value is when = m — »n and ¢ = m, and the nonzero value is 1. The
product produces value zero in all other cases. So when only consider discrete time
value kT (T = 1) for the variable 7, equation (83) can be reduced to

R (k) =R, (k)" (84)
Note that the dependency on variable ¢ of the last line in equation (83) is removed
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because the summation )" > ensures that there is always one and only one Ltem

nw—ad -
satisfying the requirement ¢ = m, t = m — n. Taking discrete time Fourier transform on

both sides 0f(84), we obtain the power spectrum relationship

S (N)=8..(f+1) (85)
From (79) and (85), we obtain the equation for Sc(f) as |
hY ¢ (f) = —_'3b'"__“_2-' (86)
S
|
o [f., J

Since S, (/) is defined on [fi-fn foHfm), fin (86) is defined on [-f, +ful.
By means of gain control, the variance of a fading signal can be normalized to unit
value. Thus we can determine the value of b for the normalized fading signal through the

following equation

varte) = Elechf }= k@ = [L5. 00

TS

27? fu 2

. 1—[4) |
fm (87)

BETI

T - x?
=l.:—bsm_1(xﬂil
=1.5b

In deriving (87), the first line integrates the power spectrum over the full range of /. In
the second line, the integration range is refined to [/ *+/nl, as S.(f) is defined on it. The

third line results from substitution of fL with x. Using the integral formula

84



=sin" (x)l gives the fourth line. Since the variance of the fading signal has

. f dx
)
been adapted to unit value by means of a gain control, Var(c)=1 and b = 2/3.

Substitution of the value in (86) gives the power spectrum of normalized (k) as

_
2 (88)
40 -
Je
From (88) we can develop the power spectrum of the envelope squared of a

S.(f)=

baseband fading signal, i.e. the power spectrum of |e(k)>. We first derive the power

specira for the real and imaginary components of the complex fading signal. The
complex envelope of fading signal can be expressed in its real and imaginary

components as

c(n) = ¢, (m) + jey (n), (89)
where cAn) is the in-phase component, cg(n) is the quadrature component. The

autocorrelation of ¢(n) can in furn be expressed as
R0 = E{le, ) + je 0]l (- B)= jeg (-]}

--{Rc, B 42,0+ R, - R, @l ©0)
=R, ®), ‘

where Refk), Rco(k) are auto-correlation functions of cxk) and co(k) respectively;

Rereg(k) and Reocx(k) are ctoss-correlatlon The last line of (90) results from_the
LL"' 2.

Gaussian random processes. From (90), the power spectra of real component is
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S, (N)=5.(/)

——— ©D
2
The inverse Fouriér transform of (91) is [4]
R, (k) =Jy (Wm )’ 2)

where Jy(27kf,,) is 0®-order Bessel function.

Next, we detive the power spectrum for |c(n)]* and express it in terms of Si(f). But

first we need to develop equation for the auto-correlation function of je(n).

R, (€)= E{lc(n)letr-#)["}
= E{[c2(n) + 2 ()][c2(n - )+ B (n— )]}
=2E {cf (n)k?(n- k)}+ E {c}" (n)c3(n~- k)}+ E {cé (n)i(n- k)}
=2E{c}(n)c} (n~ B)}+ 2E{c} (n)}E{c3 (n)} | ©93)

1 2
=2R, (k)+ z(-z-aj)

= 2R, (K)+ .
) T 2 :
In the above equation we used the assumption that &, = 1, and in-phase and quadrature
components c(k) are identical, independent real random processes.

It is known that, for zero mean Gaussian random signals, the auto-correlation of a
square law device’s output is related to the auto-correlation function of its input by the
following equation [14]

R,D=E©O+2E®.  gr0)=7 94)

Substitution of (94) into (93) gives

R,(k)=4R: (k)+1 95)

R
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Evaluating R, (k) at k = 0, we obtain R,(0)= 2. This value is used in Appendix B

when deriving expression for auto-correlation funcﬁon of IrHi. |
Taking discrete time Fourier transform of (95), we obtain the power spectrum of B

et Yot = Sclf)

S.(f)=4s,(r)s, (r)+5(r) | (96)
=45, (r)s5.(r)+5(r)

The symbol * in (96) represents convolution operation in frequency domain. From. (96)
we can get some insight about the power spectrum of le(m)*. First the power spectrum is
made of two components, covariance spectrum and a spectral line at f= 0. Covariance
spectrum represents the variation in |c(n)P. The covariance spectrum is a self:
convolution of the power spectrum for ¢(n). Due to the convolution operation, the
bandwidth of covariance spectrum S.(/)*S.(/) is double the bandwidth of S.(f). Physical
explanation of the bandwidth doubling is that the highest frequency components in
le(#)P is two times of the maximum Doppler shift, and this is due to the nonlinear effect
of the square law device. The spectral liﬁe at DC frequency indicates the mean value of
le()]’. The magnitude of the DC component in le()l? is unit value because the variance
of the fading signal has been normalized to one.

Unfortunately, it is impossible to give explicit expression for |c(n)* based on the -
fading model of Jakes. This is because the correlation function of ¢(n), which is the
inverse Fourier transform of Se(f) in (91), is 0™-order Bessel function JK2nnf,,), and its

square does not satisfy the following condition for convergence of Fourier tmnsfonn

> T3 (2mf, )< . ' ©7
Fortunately, laék of a closed form for the power spectrum of 1c(n)|2 does not necessarily
| 87



render the notion of power spectrum useless in design practice. Actually, our design can

benefit from the correlation of |c(n)|” as described in Section 3.3.
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‘Apendix B Power spectrum of [r(k)[’

This appendix gives the derivation of the expression for the power spectrum of
(). The assumptions used in this derivation are summarized as follows:

o c(k), s(k) and n(k) are stationary complex random processes. They can be
represented in the forms c(k)+jco(), s;(k)-l-js-g(k), and nfk)y+jng(k). The in-
phase and quadrature components of a baseband complex random process are
independent, identically distributed.

o c(k), s(t) and n(k) have variances 1, o;° and o’ respectively; c(k), s(k) and n(k)
are zero mean processes. This means that each component random process of
the complex processes is zero mean and Ec))= E(CQZ) =(.5, E(sf) = E(SQZ) =
0.50;, and E(n/) = E(ng’) = 0.5, |

e s(k) and n(k) are independent identically distributed random variables for
different values of k. This means their power spectra are constants over the
frequency range of baseband.

Besides the above assumptions, the following symbols are defined to simplify

notation in our derivation
R, (K) = E{r(m)[rim~ k) }
Ra ()= EfeCmffotm -}
R,(k)= E[ls(m)|2|s(m—k)|2 }

R, (k)= E{|n(m)|2|n(m ~k)f },
a? = E(ltf’ ),07 = E(s®)' )0} = E(nm]).
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We start with the expression for [/(5)]%. From (7), [r(E)? is expanded as

r ) |c(k)| s @) +}n(®)[ +2Rele k)s(kh ®)] ©8)

The auto-correlation of jr(k)[* expands to

R, (k)= E{r(em) [rm -1 }
= E{{en o)’ +Inlonf’ + 2Relelmstmn ()}
x{lelrm - k)P |slm— )|} + |~ k)
+2Refelm - E)s(m— k)" (m— k) |}}
= E{{iclm)Plclon — B)Plsem) Istm - R+ {m) P eem— )} (%9)
+{clm)stom) o~ B - clon = 1) llom ) o)
+4Relc(m)s(m)n (m)|Relc(m - k)s(m - k" (m~ k)] -
+ 2Rc[c(m)v(m)n' (m)]{|c(m - k)'zls(m ~k)| +n(m-E)|’ }
+ 2Relelm— Bt — kY (m— ) Hicom) ) + o) .

Terms in the last two lines on the right of the above equation all evaluate to zero after
being taken ensemble average, because the random processes s(m) and n(m) are zero
mean. The third line from the boftom is expanded using the real and imaginary parts of

random signals as

E {4 Re[c(m)s(m)n (m)]Re[c(m k)s(m ke (m - k) ]} p

= 4E{{, (m)s, (b, (m)- co (m)sg (mn, () + co m)s, (mhng om)+ c, (m)so (g (m)
x{e; (m— E)s, (m~ k), (m— k)~ co (m— s (m—kn, (m— )

+ "Q(m "'k)ft (m —k}'Q(m -k)+cf (m —-k)s‘Q(m-k}ug(m - k)}}

=4E {cl (’")’1 (m)'f (m)c, (m - kl"l (m - k)’l (m - k) '

+¢ (m)fg (m)w, (m)"g (m - k)sg (’” - k)": (m -k )

t+¢, (m)"f (m}'g (m)"Q (m - k)’l (m - k}‘g (’” = k)

+C, (m)sg (m}'g (m)ci (m - k)VQ (m - k}'g (m - k) }

=4fR, (R, (R, (0)+ R, (R, (B)R,, ()

+R, (KR, (R, ())+ B, (R)R, (E)R,, (4)}

=16R,, ()R, ()R, (k).

In the above equation, c{m), s{m) and n m) are in-phase components of c(m), s(m) and
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n(m) respectively; co(m), so(m) and ny(m) are quadrature domponents. Ry(k) is the
autocorrelation function for the y componenté of x signal, where X can be one of ¢, 5 or
n, y can be either I or Q. For example, ReA(k) is the autocorrelation function for the in-
phase component of channel fading signal c(£). In deriving the second equal sign in the
above equation, we eliminated 12 cross terms using the following assumptions: (1) in-
phase and quadrature components of the same complex random process are independent,
(2) s(k) and n(k) are zero mean random processes. For example, the product of
ckm)s(mdn{m) and co(m-K)sp(m-kyn m-k) will evaluate to zero after being taking
ensemble average, because s(m) and sg(m-k) are independent and zero mean. In deriving
the last equal sign, we used the assumption that in-phase and quadrature components of
c(m), s(m) andr n(m) are identical real random processes. If we further assume s(m) and
n(m) are white random processes with variance o;? and a5’ respectively, and c(m) has

unit variance, then the result can be further reduced to

* E{sRdclm(my()Releon—Elm— By (m— B}
=16R,, (E)R, (KR, (k) | (100)

=202625, (k).

Another simplification about (99) is

E{e(m)["|s(m)[* | — )] }+ {elon - £ som - B) ' |oem)
= 2E{jclm)* JE{ltm)* Jlirom) - aon

= Y22
=20,0,.

The first equal sign in (101) makes use of the assumption that c(m), s(mj and n(m)
are independent stationary random processes. The second equal sign is based on the

assumption that () has unit variance.
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The auto-correlation functions for |s(X)® can be expressed as

R, (k)= E{|s(m)|’ |s¢m - k)|’ }
= E{[s? () + 53 (m)] s (n — ) + 53, (m - )]}
= Ef (n)s? (- K} + 53 m)s3 (m — )
+5 (m)sg(m k)+ SQ(M)s', (m k)}
=2R,(K)+ 202 f
=2[R? (0)+ 2R (k) )+ 3o
=to! +4fta?s, ()]*+ 10!
=cts. (k)+o!.

(102)

Similarly, [#(k)* can be expressed as

R, ()= E{lnm){*ln(m - b}
=alé.(k)+o!.
Substitution of (100), (101), (102) and (103) into (99), and using the notation

R, (k) = Ede(m)|otm— B | gives

R, (B)=R,(®)o?s, %)+t ]+ [6:6,(k)+ o]+ 20207 + 202025, (F)
=R, (Ko! +[R. (0! +20202 + ot P, () + 20707 + o) (104)
=[R,(®)-1? + 0! + 20707 + 04 )5, (k) + (02 + 2.

Taking Fourier transform on both sides of (104), we obtain the power spectrum of Ir(n)

as

T

S.(f)=0! [S (f) ‘§5(f)]+(2o' +20' o} +o-) (a' +a' )zé(f) (105)

This equation plays a key role in development of the fading signal estimation scheme in

Section 3.3.2.
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