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ABSTRACT

The invention of medical imaging technology revolved thegass of diagnosing dis-
eases and opened a new world for better studying inside afiuhgan body. In order
to capture images from different human organs, differentags have been developed.
Gastro-Endoscopy is an example of a medical imaging devitehavcaptures images
from human gastrointestinal. With the advancement of teldgy, the issues regarding
such devices started to get rectified. For example, withrthention of swallow-able pill
photographer which is called Wireless Capsule Endoscogy&)Vpain, time, and bleed-
ing risk for patients are radically decreased. The devetayrof such technologies and
devices has been increased and the demands for instrumewitdipg better performance
are grown along the time. In case of WCE, the special featqreirements such as a small
size (as small as an ordinary pill) and wireless transmissfdhe captured images dictate

restrictions in power consumption and area usage.

In this research, the reduction of image encoder hardwatdfa@oendoscopic imaging
application has been focused. Several encoding algoritieme been studied and the
comparative results are discussed. An efficient data emdxaded on Lempel-Ziv-Welch
(LZW) algorithm is presented. The encoder is a library-das®e where the size of library
can be modified by the user, and hence, the output data rateecantrolled according to
the bandwidth requirement. The simulation is carried otihweveral endoscopic images
and the results show that a minimum compression ratio of @2can be achieved with a

minimum reconstruction quality of 30 dB. The hardware aextture and implementation



result in Field-Programmable Gate Array (FPGA) for the jmsgd window-based LZW
are also presented. A new lossy LZW algorithm is proposedimptemented in FPGA

which provides promising results for such an application.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

The enhancement of technology has radically affected évieyand the medical science
is not excluded. One of the major effects is the invention eflical imagining technology.
Prior to the end of the nineteenth century, doctors cut operpatient to diagnose most
of the internal medical problems. With the invention of Xisdby William Roentgen [5],
the first medical image emerged to medical science. As thsilihe gets visible through
X-ray, the cut open was removed from the process of diaggasiany internal medical
problems. The first revolution in medical science occurrethe earliest twentieth cen-
tury. During this time, scholars started to enhance the R@ers discovery which led to
the invention of computed tomography scanning (CT scanymaic resonance imaging

(MRI), position emission tomography (PET) scanning, arichabnography [6].

Medical imaging step by step has shaped its own concept. tiiane context, the
technique or process which leads to create an image from mioody for the medical
proposes is called medical imaging [7, 8]. This concept egarew disciplines in medi-
cal imaging such as biological imaging, radiology, nucleedicine, endoscopy, etc. As
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other types of science, these technology enhancementdhawght some disadvantages
particularly in medical profession, such as bringing paimleeding risk to patient dur-
ing the imaging process. To overcome these problems, anetimancement is required

which dictates some restrictions for engineers which aeudised in the following.

In endoscopy discipline, in order to study inside of the hamgastrointestinal (Gl) and
digestive track and diagnose the Gl diseases, the firstogastdoscopy prototype was de-
velopedin 1952 by a Japanese team of a doctor and opticales1gi[9]. It was integrated
from a flexible tube attached to a tiny camera and light bultoprof it. To capture images,
this tube should be immersed to the intestine. Meanwhigepttient suffers from a lot of
pain caused by this device and there might be some scratdé thikidevice gets trough.
To alleviate the pain and scratch risk and study the restloredf bowl, scholars brought
up new solution and made a wireless swallow—able deviceadledccapsule endoscopy

(CE) invented by Dr. Gavriel Iddan [10] in 1998.

The patient swallows the capsule (size:xBD mm) that captures images of the Gl
tract and sends them wirelessly through the RF signal [1@F device is comprised of
four main modules: battery, image sensor, image compressadiwireless transmitter as
shown in figure 1.1. The image sensor converts the physicjénto electrical signals.
The captured digital signal needs many bytes to represemttage and takes a long time
for transmission [11]. To make it efficient for sending, arage compression is a must.
Therefore, images are compressed in image compressor amdrémsmitted to the out-
side world by the RF transmitter block where they are recaostd back to image in a

2
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Figure 1.1: Block diagram of a typical endoscopic system [1]

workstation and used for diagnosis. The signals are reddyethe receiver tied to the
patient’s belt. The received images are uncompressed draheed inside the computer
and are provided for doctors to study. The capsule is eretdiy the built—in battery. It

is important to mention that for such an application, the hanof transmitted bits has

linear relationship with the amount of power consumption.

In order to save the battery life, it is important to have meduwf ultra—low power
consumption. At the same time, the reconstructed imagaddbe of high resolution for

the physician to examine correctly [12].

The image compression can be accomplished in two ways: ésssind Lossy [13].
The lossless algorithm has no effect on the quality of themstucted image, while the
lossy degrades the quality; however, the compression fateedossy algorithm is more
than the lossless. Therefore, there is a trade-off betwespression rate and the driven

quality.



For the low—power medical imaging system, an efficient dateoder is proposed
based on Lempel-Ziv—Welch (LZW) algorithm. The LZW algbnit searches for patterns
inside of the input stream and replaces each with a uniquexin@ihe larger the patterns
in the data, the better compression rate is achieved. Thaengs library—based and the
size of the library can be controlled by the user which resumtvariable data rate. The
simulation is carried out on endoscopic colored imagesgusaveral encoder algorithms.

The hardware architecture of the proposed encoder is atsepred.

1.2 Motivation

How much image quality is expected in medical imaging is apdrtant issue. The vi-
sual image quality can be determined by Peak—Signal-tseN&iatio (PSNR) and their
appearance [12]. Due to the importance of taken images ostuldg of human body, the
PSNR of the images should be higher than 30dB [12]. In [1]¢cieffit image compressor
architecture is presented which achieved a very good casje rate along with an av-
erage PSNR above 30dB. The image processor is construdtethwee main blocks; 2D

forward transformer, Scaling and Quantization (SQ), armbdimg.

In order to assess the suitability for an area— and powes#sarmedical imaging sys-
tem such as capsule endoscopy, the previous works in lirerative focused mostly on
the two first components of the image compressor which irecthid 2D cosine transform
and the scaling and quantization [14]. A very few researchlde®en devoted on investi-
gating the procedures and methods that can be applied tathedcoding component to

4



achieve more efficient images in terms of quality with regargower consumption and

size.

Our concern in this work is to find a simple encoder with higimpoession ratio and
PSNR for this configuration. This encoder converts the 2[a daten from SQ block to
stream of symbols suitable for the Transmitter stage. Tleedsr can be departed to two
parts; zigzag scan and data compression, which will be gészlin details later in this

thesis.

1.3 Thesis Objectives

In[1], Wahid et al presented the low—power design of an intagepressor for the wireless
capsule endoscopic system. As mentioned, our focus herasimgsearch is to find an
efficient data encoding algorithm which is the part of thegemaompressor. The objective

in finding such an algorithm can be summarized into:

1. Selecting an encoding algorithm which produces highityugconstructed images.

This feature increases the chance of diagnosing diseases.

2. Selecting an encoding algorithm which produces highipgessed data. The mo-
tivation for this purpose is that as the data is compresseddmpression results
need less data to be transmitted through the wireless tittesmhich results in de-
creasing the amount of power consumption. Besides, it epds bave a decrease
in the size of encoded data which requires less space fongtibre data.

5



3. Selecting a simple encoding algorithm which would be @ tpgtential candidate
for hardware implementation. This feature would yield tssl@ower and area con-
sumption. The motivation behind this reason relies on thmtditions of the size
of the capsulate and the power it exploits. This work leadhéodevelopment of
the architecture, and its implementation on FPGA and Vasge-Scale Integration

(VLSI) platform.

1.4 Thesis Organization

This thesis is organized into seven chapters. In Chapterf@nnation on different data
compression methods and algorithms are provided. In Ch&pta comparative study
is accomplished between different encoding methods andithelation results are pre-
sented. Chapter 4 provides the hardware FPGA implementatithe most efficient en-
coding method investigated and selected in Chapter 3. lint€hapter 5, the performance
of LZW-Flush encoder is evaluated in terms of algorithm diaity and FPGA hardware
cost. Chapter 6 presents a developed lossy encoder whirhilardo JPEG-LS [15] and
investigates its compression rate and hardware desigmptéhaconcludes the thesis by
summarizing the accomplishment of the research work angepting future extensions

that can be applied to this research.



CHAPTER 2

DATA COMPRESSION

2.1 Introduction

Data transmission is the physical transfer of data overmélan The main issues regard-
ing data transmission can be classified into the limitatidmemdwidth as well as capacity
problems. In order to tackle these issues, solutions exidt as building large storage
capacity or increasing the bandwidth. These solutions atalesirable as they require
expensive resources such as hard disk space or large temismbandwidth [3]. In order

to reduce resource consumptions, data compression tesweere developed to provide
better solution for these challenges. Compression teaksigim to find an efficient algo-

rithm to remove various redundancy from a certain type ohdat

In this chapter, we provide an introduction to compressichniques. First, the
two major categories of compression techniques, lossledsl@ssy compression, are
described. Later, different algorithms of lossless corsgign techniques are presented.
These algorithms include Run-Length Coding, Huffman Cgdirithmetic, LZW, LZ77,

LZ78, and Joint Photographic Experts Group (JPEG).



2.2 Compression Methods

Data compression has become a requirement for most apptisan different areas such
as computer science, information technology, commurunati medicine, etc. In com-
puter scienceata Compressiors defined as the science or the art of representing infor-
mation in a compact form [3]. In communications, data corapi@n enables devices to
transmit or store the same amount of data in fewer bits. Bwtea, it is viewed as a means
for efficient representation of a digital source of data sashext, image, sound, or any
combination of these. Examples of some application arestg¢lguire data compression

include:

personal communication systems such as facsimile, voideam@telephony

multimedia, signal processing, imaging

image archival

memory structures or disk optimization

better usage of connection bandwidth

Compression techniques can be categorized into two mgpastylossless and lossy
compression. If it is possible to exactly rebuild the oraidata from the compressed
version, the compression approach is referred to as l@sstaapression. It can be un-
derstood that this method is called lossless as there isssodbany information during
the compression process. This approach is also calledsibleecompression since it is

8



AABAAC... Compression Decompression > AABAAC...

Lossless Compression

AABAAC... Compression Decompression > AABADC...

Lossy Compression

Figure 2.1: Lossless and lossy compression and decompression method

possible to recover the original data perfectly by decontjoos

In 1948 Claude E. Shannon formulated the theory of data cesspn in [16]. Shan-
non established that there is a fundamental limit to losslieéa compression. This limit,
called the entropy rate, is denotedy The exact value dfl depends on the information
source, more specifically, the statistical nature of the@aut is possible to compress the
source, in a lossless manner, with compression rate clddeltas important to mention

that mathematically it is impossible to do better tlr&n

Shannon [16] also developed the theory of lossy data comsipresLossy Data Com-
pression methods are not able to reconstruct the originaledactly from the compressed
version. Some insignificant details might get lost during pnocess of compression. This
type of compression is also referred to as irreversiblessitis not possible to recover the
original data exactly by decomposition. Multimedia, imageideo and audio are more
easily compressed by lossy compression techniques.
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Figure 2.1 shows an example of data compression and decssimausing lossless
and lossy algorithms. In the rest of this chapter, diffetgpes of lossless compression

algorithms are provided.

2.3 Run-Length Encoding

Run-Length Encoding (RLE) is a simple, easy, famous, Igsst®mpression method
used in different applications such as facsimile commuitnaor image formats such
as Graphics Interchange format (GIF) and windows Bitmap FB17]. In some applica-
tions, a combination of this method along with other techegjwould be used to archive
with higher compression ratio. In this method, the lengtrea€h repeating character
(calledrun) in a stream of data, is calculated and the data is encodedwotbytes. The
first byte represents the number of characters in the runtensiicond byte is the value of

the character in the run.

In terms of hardware, this method has very basic structuraloés not need data
processing and can be easily implemented. Thus, it is aod@itandidate for those appli-
cations which have restriction on hardware or energy copsiom

The pseudocode for RLE algorithm is presented below:
1. readchr(i)

2. if it's not the same ashr (i + 1), output{chr(i)} otherwise, count run’s afhr(7)
and output{run, chr(i)}

10



3. ifthere is morechr go to step 1

In order to provide a better understanding of the algoritimaxample is given in fig-

ure 2.2.

stream LAAAAAAAAAAAAAAAAABBBBBBBBCCCAFE...
compressed ...17TA8B3C A2E...

Figure 2.2: An example for RLE algorithm

As it can be observed, the stream takes 31 bytes while theressgd stream requires

just 9 bytes.An example of hardware implementation is grediin figure 2.3

Input Compressed
Stream Controller :: > Stream

/

Figure 2.3: RLE hardware

2.4 Huffman Encoding

The Huffman encoding (static Huffman) is a popular losstigts compression algorithm
that produces variable length code to represent symbo]s Ti& driven length depends

11



on the probability of the occurrence of each symbol in theitrgring. Therefore, for more
frequent symbols, this method uses shorter codewords anes®common ones, it uses
longer codewords. The Huffman optimum algorithm is devetbpy David A. Huffman
in 1952, while he was a Ph.D. student at MIT, and has beeneapfdimany software and
hardware applications. For example, Huffman compressiethad is included in JPEG

and MPEG standards, as well as ZIP standards, for compgedata files [19].

In order to specify the frequency of each symbol and replagsymbols with relative
code-words, two passes of the entire string to the encodeequired. In the first pass, the
frequency of each character is calculated and the Huffmaaryitree is produced. Later,
Huffman’s algorithm minimizes the weighted path lendthw, f; among all binary trees,
wherew; is the weight of the jth leaf, and; is its depth in the tree [18]. The codewords
related to each symbol are determined and inserted in a jotddle. In second pass, each
character is replaced by it's codeword which was calculatete first pass. The pseudo

code of this algorithm is presented below [20].

1. Cis a set of n characters

2. nis the total number of chars @

3. insert all the chars to in ascending frequency order iug@e

4. n-1times

5. create a new nodé

12



6. left child of z is the least frequent char popped fr@m
7. now pop another char fro@ to create the right child
8. frequency of is the sum of frequencies of it’s children
9. insert the newly created object into the min-priority gee
10. loop ends
11. return the root of the tree

An example for the Huffman algorithm is shown in figure 2.4dislimportant to men-
tion that Huffman coding would be the best variable-lengttiepy coding when the prob-
ability of the occurrence of each symbol is negative powégs[@8]. For example, if the
frequency of the symbol is 0.4, the ideally assign code shbellog, 0.3 ~ 1.73bits
which Huffman normally can assign 1 or 2 bits for it.

Input Stream = CODES_ARE_COOL 011

11
0000
100

D)
o— G
0010
! 0011
;

N

Compressed Stream : 0111100001000001010001000111000100111111101

OmmMmoOOO

— 20>l

&

Figure 2.4: Example of Huffman compression algorithm

In [19], [21], the authors have proposed different hardwarplementations of the
Huffman algorithm. As Huffman method requires two passeis, mot suitable for real-

13



time applications. Thus, in order to eliminate the pre-sst@p for these types of appli-
cations, known code word tables [22] are provided. Theskegsare tuned for different
applications. For a large file or big stream of data, it is Soowevery difficult to find the
frequency of eachhr. Therefore, it is needed to store the whole stream whichiresja
huge space. If the frequency of eaéhr varies, the related codeword is varied. In order to
find the codeword, we should re-compute the Huffman code bging through the entire

file.

One problem is that the statistical model of the data sounest tve known before the
design of the Huffman code. The better the model and datasagree, the better the
Huffman code performs. A bad model can lead to a low comprasdficiency, sometimes
even worse than no compression at all. This is a very reallgmotbecause in many
applications, the prior knowledge of the statistics of aadadurce is impossible, or the

statistics are changeable with time. [23]

2.5 Adaptive Huffman Coding

In order to tackle the two-pass issue of the Huffman methaldnaake it suitable for real-
time applications, Faller and Gallager [24] presented atsmi which is referred to as
Adaptive Huffman algorithm (also called Dynamic Huffmami. the adaptive coding, a
fixed model is no longer used. Instead, a counter is set upafdr symbol of the source
alphabet, and the count is initially set to 1 or to an expeotirrence frequency. Each
time a symbol occurs, its count increases by 1, and the cedadithen updated to fit the

14



accumulative counts which approximately represent thal lstatistics of the data source.
Every time a certain amount of data has been encoded, eguivtala time constant, each
count is multiplied by some fixed factor. Since both senderraceiver update their own
code tree based on the same previous data sequence, thaisedds/ both sides always

agree [23].

However, the adaptive coding provides low compressionieffay when it is applied
to segmented data. In fact, there is still a low compressificiency at the beginning of
the data even with the adaptive coding. The reason residégedact that not enough sta-
tistical information has been gained in the beginning taldgh a good model. However,
the problem becomes more serious when segmenting dataeigmoents. Every segment
cannot use the previous segment’s model as the segmentsitad been corrupted by
channel noise. Thus, initialization is basically neceg$ar every segment which results

in a large percent of data encoded with lower compressioriaffty. [23].

2.6 Arithmetic Coding

Almost for 25 years, arithmetic coding was the most succéssibstitute for Huffman

coding algorithm. This method has superior performancepared to Huffman specially
for the situations where the input stream is small. This @tigm was an extension of
encoding work of Shanon, Fano and Elias [3]. This algoritlmiwes the problem of as-
signing integer to each symbol for those do not have occaernequency as a power of 2.
In this algorithm, instead of looking for each symbol, thethogl that most entropy encod-

15



ing algorithms apply, the entire file stream is checked armbéed into a single number,
n which is 0< n < 1. In Arithmetic coding , there exists a probability line, @ -A range
is assigned to each symbol based on its probability. As thgemare assigned to each

symbol, the encoding process starts.

In order to clarify how the algorithm behaves, an exampleasided in the following.
Assume that we want to encodéd. Table 2.1 shows the probability value assigned to

each symbol.

Table 2.1: Probability table for each symbol

Symbol| Probability| Interval
a 0.2 0.0,0.2)
b 0.3 [0.2,0.5)
c 0.1 0.5, 0.6)
d 0.4 0.6,1.0)

The first symbol to be encodedads For this purpose, weoomto the line which rep-
resents the probability af and re-calculate the probability of each symbol of the t&hle

for the new interval. The new values retrieved are presenttble 2.2

The next symbol in this stream is b which results in the tale 2

The encoded stream is any number betwgens08, 0.2) , which for this example
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Table 2.2: Probability table for "a” interval

Symbol | New "a” Interval
a 0.0,0.04)
b (0.04,0.1)
c 0.1,0.102)
d (0.102,0.2)

Table 2.3: Probability table for "ab” interval

Symbol | New "ab” Interval
a [0.102,0.1216)
b (0.1216,0.151)
C [0.151,0.1608)
d (0.1608,0.2)

0.1608 was chosen. In the binary, the symbol is represestétiial001000. As it can

be seen from the example, this algorithm needs a lot of cation and the output of the
encoded stream depends on the floating point unit preci€onthe other hand, floating
point arithmetic is not suitable in terms of hardware impdeation as it requires a lot of
hardware. Apart from that, this method has binary roundihgtvbrings error. Thus, this
algorithm is not a suitable choice for large files and is yaglow due to big numbers of

calculations.
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2.7 LZorLzZ77 Coding

In variable-length compression algorithms, a prior knalgke about the source charac-
teristic is important which helps in achieving higher coegsion ratio. In many cases,
accessing prior information is impossible or unreliabldefiefore, there was a need for
a mechanism which learns the characteristics of the inpe&st and applies it for the
purpose of gaining higher compression ratio. Abraham Lérapé Jacob Ziv, in 1977,

introduced a dictionary-based compression algorithm wlscalled LZ or LZ77 [25].

This algorithm looks for patterns while encoding the inpwéam, and replace those
patterns with a fixed size codeword. This algorithm is venyde and does not need huge
resources to be implemented. LZ77 exploits a windows whiictes through the input
stream. The window can be divided into two parts, the left snealledHistory buffer
or search buffer which includes a portion of recently se@uirstream, and the right one
is calledLook-ahead buffewhich contains the next portion of the input required to be
compressed. The window size is fixed and the size of the kistaffer is much bigger

than look-ahead buffer. The pseudo code for LZ77 algorithshown below:
1. Read from input stream till look-ahead buftér) gets full.
2. search through history buffék) to find a prefix match with L

3. if the size of match is bigger than one , outputocation of first match symbol in

window = f , match length = I, mismatch symbol following theteta=c >.

4. if there is no match output 0,0, ASCI1I(c) >
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5. ifthere is more symbole to encode, slides window one sytolraght and run from

step 2.

An example of this algorithm is shown in figure 2.5.

i k[a ¢ ¢c b a d a c c|[b a ¢c c¢c b alJc ¢ g k m c a b

Tripple<6,2, c>

i k a ¢ c|[b a d a ¢c c¢c b a clc b a ¢c c g]lk m ¢c a b

Tripple<4,5, c>

i k a ¢c ¢ b a d a ¢c c[b a c¢c ¢c b a c c¢c glk m ¢c a b]

Tripple<0,0, i>

Figure 2.5: Example of LZ77 algorithm [2]

2.8 LZ78 Coding

InLZ77, the pattern would easily be lost if it is shifted ordrh the history window; there-
fore, no match would be found for the next symbol in the inptgaam. This deficiency
causes this algorithm to be incapable of having highly casgion ratio. A year after the
development of LZ77, Lemple and Ziv introduced a new algonit referred to as LZ78,
which overcomes the discussed problem and provides théitipaf holding all patterns
[26]. Another improvement of this algorithm compared to [Z4% that the new method
encodes the input into a two component codeworihdex(word), ¢ > instead of a triple.
In LZ78, the history buffer is replaced with a dictionary whicollects all previously ob-
served patterns. The size of look-ahead window is restritieone symbol length. The
pseudo code for this algorithm is shown below [3], [25]
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1. input: input stream, and empty dictionary

2. emptyword

3. send next symbol to

4. search fotword+ cin the dictionary, if there is a match, replacerd with word+c

and take next symbol toand redo step 3

5. if there is not a match, output token ( index ofword in the dictionary), ¢ > and

addword + ¢ into the dictionary

6. if still there is a symbol to compressed go to step 3

In order to provide a better understanding of how this athariworks, an example is

presented in figure 2.6. The example taiedateas input stream.

i w c wHe ouput | o 1 2 3 4 5
1 a a 0,a a
2 _ _ 0,_ a
3 d d 0,d a d
4 a a
a t at 1,t a d at
5 e e 0,e a d at e

Figure 2.6: Example of LZ78 algorithm [3]

2.9 LZW Coding

In 1984, four years after the introduction of LZ78, Terry Wepublished a paper about a
new algorithm called LZW. Welch in this algorithm providesall changes to LZ78 algo-
rithm which yields to higher compression ratio. In LZW, thesti256 rows of dictionary
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w+c output 257 258 259 260 261

[a

ac
cb
bb
ba
aa
ac

ac

cb

bb

ba

o |T|o|o (o

aa

o|la|s]|w[n
oo |o|o|o |
ofw|w|o|o|o of ©

257

o)
o

Figure 2.7: Example of LZW algorithm taken from [4]

are initially pre-filled with 0 to 255. Also, the number of put components is decreased
to one [27]. The LZW idea is to identify the longest patteronfrthe input stream and
replace it with dictionary indices. The pseudo code for #hggrithm is shown below [3].

The implementation speed of this algorithm, as can be seemgseudo code, is very fast.

H

. emptyword

2. send next symbol to

3. search forword—+ c in the dictionary, if there is a match, replacerd with word+c

and take next symbol toand redo step 2

4. if there is not a match, output the dictionary indexdoerd and addvord + c to the

dictionary, and replaceord with z.

5. if still there is a symbol to compressed go to step 2

6. output the dictionary index for theord

An example of this method is provided in figure 2.7 to clarifie pseudo code. The
example takeacbbaac as input stream, and outpws b b a 257
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2.10 LZW-Flush Coding

The implementation of LZW has an important restrictiongsuf dictionary. In practise,
we cannot have unlimited dictionary size. Besides, the@lizbe dictionary is increased
by feeding the encoder with larger file size. Therefore, ¢kltathis issue, a modified LZW
algorithm, called LZW-Flush [28] was developed in which thetionary gets flushed if it
is full and gets refilled again through the process of congioesfor the rest of symbols.
The process of flushing and refilling continues till the whioleut stream is compressed.

The pseudo code of this algorithm is written below.
1. emptyword
2. send next symbol to

3. search forword—+ c in the dictionary, if there is a match, replacerd with word+c

and take next symbol toand redo step 2
4. if there is not a match, output the dictionary indexdan d.
5. if dictionary is not full, addvord + ¢ to the dictionary.
6. if dictionary is full, clear the dictionary and adebrd + ¢ to the dictionary.
7. replaceword with x

8. if still there is a symbol to compressed go to step 2

(]

. output the dictionary index for theord

Figure 2.8 shows the flow chart of LZW-Flush coding algorithm

22



2.11 Lossless JPEG Encoding

JPEG is designed to exploit known limitations of the humam dtis based on the fact that
the small color changes are perceived less accurately thalhchanges in brightness. The
encoding method uses a predictive scheme based on the #aesshcausal neighbours
which include the upper, left, and upper-left neighboursa3sess the prediction error en-
tropy coding is used [29]. The lossless coding process gralsimple predictive coding
model called Differential Pulse Code Modulation (DPCM)this model, the predictions
of the sample values are estimated from the neighbouringlesthat are already coded
in the image. In most predictors, the average of the sampéetaken immediately of the
above and to the left of the target sample. Once all the sangpke predicted, Huffman
coding or Arithmetic coding is applied to differentiate Wween the samples in a lossless

fashion.

2.12 Summary

This Chapter provided a review of different encoding methotihe description of each
method was broken down into three parts of algorithm expianapsudo code, and ex-

amples. The performance of all explained method is evaluatthe next chapter.
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Take a symbol from

»> input stream and
/ save itonc

Is Word + ¢ in the
library ?

Y
Output
the code
for word

A

Replace Word

Clear the with Word + ¢
entire library Add word + ¢
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new entry
Output i
the flush
symbol Update Word
with ¢

No Input stream is

exhausted?

Output
the code
for word

Figure 2.8: Flow chart of LZW-Flush algorithm
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CHAPTER 3

SIMULATION RESULT

3.1 Introduction

Due to the different requirements of different applicaipdifferent methods are applied.
In order to select an efficient algorithm for this particudguplication, first of all the per-
formance of different algorithms should be assessed. Hapter presents the analysis of
different algorithms through a specific image compressiethad [1]; DCT-based com-
pression. At the beginning, the DCT-based image compnessethod is explained. Later,
a modified zigzag scan is presented and at the last sectibisafttapter an efficient algo-
rithm is selected based on the implementation difficultfedifferent algorithms and their

compression ratio.

3.2 DCT-Based Compression

The rapid growth of digital imaging applications, includidesktop publishing, multime-
dia, teleconferencing, and high-definition television (RD has increased the need for
effective and standardized image compression technidirese techniques employ a ba-
sic technique known as the discrete cosine transform (D@eloped by [30], which is
a close relative of the Discrete Fourier Transform (DFT).TDi&Ips separate the image
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DCT[ m

Figure 3.1: Overview of DCT operation

into parts (or spectral sub-bands) of differing importawié respect to the image’s visual

quality.

The DCT is similar to the discrete Fourier transform: it sBmims a signal or im-
age from the spatial domain to the frequency domain. FigutepBvides a high level
overview of this transformation.

The general equation for a 2-D DCT for an image sizeckNM is defined by the

following equation:

i
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AGi).A (). cos(%(% +1)) COS(%@]‘ +1)).£i, 5)

[NIES
N

Flu,0) = (=)

@
i
o
<.
i
o

(3.1)

and the corresponding inverse 2D DCT transform is sindpié(u, v), i.e. where

L for¢=0
AQ =4 ¥
1 otherwise

The image compressor component of a typical endoscopiersyist shown in figure
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2-D Cosine Scaling & Data

» - | » ZigZag Scan > . >
Input Transform Cuantization Encoding Output

Figure 3.2: Image compression system used in this work

Table 3.1: The quantization table developed in [1]

64 | 128 | 128 | 512

128 | 256 | 256 | 1024

128 | 256 | 512 | 1024

512| 1024 | 1024 | 2048

3.2. It starts in the format of Bayer patterns [31] and sep@rgrocesses R-G1-G2-
B signals of the raw image. Later, it computes the 2-D DCT,ngaas it, and outputs
the encoded bit-stream for transmission. The 2-D DCT metioidh we exploit in our

model is based on the technique proposed in [1] which hasdbengage of reducing the
hardware space as well as processing time. The proposeiteatate in [1] eliminates

the need of transpose operation by direct mapping of the 2idrBie Cosine Transform.
Wahid et al used an error-free algebraic integer encodstgad of the conventional binary
finite precision approach which guarantees lossless catipnt Table 3.1 shows the

corresponding quantization table developed in [1] to cgmpth the JPEG standard.

3.3 ZigZag Scan

In order to send the scaled/quantized coefficients, dataeeag (from 2-D to 1-D) is a
must. This procedure is accomplished by scanning (as shovigure 3.3 ). Different
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scanning methods exist. The reforming from 2-D to 1-D candueedby sampling row by
row, or column by column or an arbitrary pattern. The besthoé@tbrings more redun-
dancy of data which yields to better compression rate froenetiicoder stage. Since the
most significant information of the image is located in the-keft region of the matrix,

the zigzag scan would be a good candidate. This method istédpin figure 3.3.

12 -6

o o

!

@> (12-660-200~ 100000000)

[
© =
oo

I

Figure 3.3: Functional diagram of ZigZag Scan

We can pass only such nonzero significant information (icev frequency compo-
nents) to the next stage while discarding the rest (zerdficaefts) through the zigzag
scan. To make this process more efficient, we propose a methiot is dicussed bellow.
The effect of the method on the compression ratio and reaaristl quality (in peak-

signal-noise-ratio, PSNR) is anaylsed later in this sectio

The devised algorithm performs the zigzag scan and stopssgawhen it encounters
anumber of consecutive zeros, n, where the parameter nabl@aand defined by the user;
a symbol is added to represent the end of scanning proceskBave#eapplied this method
on 20 endoscopic coloured images, shown in figure 3.4 (autsolof 256 x 256), with
different values of n to investigate its effect on the PSNR #re CR (as defined in Eq.
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3.2 and 3.3).

no. of discarded coefficier5ts><

CR=( 256 x 256

100% (3.2)

(256 x 256) x (255 x 255)

2255 255 (xTQCOHStTUCt _ original)z)

i=0 24j=0\Tij Li

PSNR - 10 X 10g10(

(3.3)

For the reconstruction, the output of the scan is inversesed, followed by the in-
verse SQ and 2-D transformation. The results are shown inefsg8L5 and 3.6. As it can
be seen from these two figures, for n less than 3 the PSNR ig&@fbaB and with bigger

values of n, a better CR is achieved. Hence, we have choseriar th& proposed encoder.

In summary, the algorithm will discard the remaining coedints, if three consecutive
zeros are detected in the scanning chain. Hence, it speeith® [gganning process over

the traditional approach.

3.4 Comparative Study

In order to choose an efficient encoding algorithm for thegenaompressor, we have
implemented the all mentioned encoding algorithms dismigs the previous chapter in
MATLAB software [32] to investigate the performance of eanbthod. The simulation
was carried out on the same endoscopic images. The outputifre SQ unit (figure 3.2)
has undergone the zigzag scanning (as defined in Sectiob&f@e becoming the input
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(b) Image 2 (c)Image 3 (d) Image 4

(e)Image 5
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(o) Image 15 (p) Image 16

(q) Image 17 () Image 18 (s)Image 19 (t) Image 20

Figure 3.4: 20 endoscopic colour-scale images
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to the encoder. The results are shown in figure 3.7. Thistrisgubst for the encoder stage.
In order to represent the study better, we applied plot ¢hatéad of bar graph. It can be
seen from the figure 3.7 that both Huffman and LZW produce driglompression ratio
compared to LZ78 and LZW-Flush (with a library size of 240dsjtwhere the later twos
performance is very similar. The PSNR for this comparatiue for different method is

the same as shown for n = 3 on figure 3.6.

As discussed earlier, the implementation of static Huffreacoder requires more
memory, while LZW and LZ78 require larger dictionary andrdity size. In this case,
the LZW-Flush would be a good option as the library size casdidy the user. There-
fore, keeping the application in mind, where hardware resesi(or design space) and

power consumption are critical, we propose to use LZW-Farmstoding scheme.

3.4.1 Determining the Library Size

In order to find the best library size for the proposed WCE iapfibn, we have examined
those endoscopic images with different library sizes oftA®/—Flush encoder. These
images have been passed through the encoder and then ractetsback to calculate the
CR. The results are summarized in figure 3.8. It can be seemfigure 3.8 that the re-
sults for all 20 images are consistent in nature. As expebtethcreasing the library size,
higher compression rate can be achieved. Figure 3.9 shans/grage CR of all images
for different library size. However, it can be seen that thengn CR slows down after
a certain threshold (in library size) is passed. Considgttie degree of compression we
have achieved in the previous stages and the complexityasMare cost of the encoder,
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Table 3.2: Performance analysis of the encoder

CR(%) (Zigag)| CR(%) LZW-Flush| CR(%) (Overall)| Energy Consumption

90 % 49.40 % 94.9 % 75 ud [ frame

we have chosen a library size of 240 bytes that will give usvanaae CR of 30% (figure

3.9).

In table 3.2, the performance analysis of the encoder isspted. Throwing out co-
efficients in the zigzag stage makes this encoding schersg. |dss it can be observed,
by applying the proposed window-based (library size of 2¢te$) LZW-Flush algo-
rithm with a defined (n=3) zigzag pattern, a minimum compoessatio of 94.9% with
acceptable image reconstruction (minimum PSNR of 30dB)bmachieved. As men-
tioned earlier, we have used 20 colour scale endoscopicamaf256<256 resolutions
for our simulation. According to [33], It takes 1.91nJ of emefor a BFSK transmitter to
transmit one bit (assuming 2.07mA current consumption)c@&ysidering the image size
(256x256, 8bpp, colour) and the CR achieved in this work tdt@ energy consumption
is estimated to be 7pJ/frame. As a result, a 1-min endoscopic video (capturedaitea

of 4 frames per second) will consume only 18mJ of energy.

3.5 Summary

In this chapter the performance of different encoding méshim a DCT-based image
compressor are evaluated. Also, a modified zigzag scan sempted and their effects is
discussed. Hence, an efficient method (LZW-Flush), is safleSimulation regarding the
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effects of different library sizes for LZW-Flush were acqaished and the best library

size was chosen.
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CHAPTER4

HARDWARE IMPLEMENTATION

4.1 Introduction

In the previous chapter, the simulation results of difféemcoding algorithms were pre-
sented and it was observed that the LZW-Flush providesrijtéormance compared to
other methods. In this chapter, the hardware implememafithe LZW-Flush algorithm
is presented. The LZW-Flush implementation includes thet€u-Addressable Memory
(CAM) and a state machine to compress the input stream. TAR®de is written in

Verilog. The overall block diagram of the LZW-Flush enconeasllso presented.

4.2 Hardware Architecture

The block diagram of LZW-Flush is shown in figure 4.1. The ingweam is connected
to inputregister. This register is updated in each clock whegiitgin is set to high. The
Wordregister contains the previous match index. It is concaéehi@ theinputand is fed

to the input of theDictionary. Dictionary is a CAM which records the observed patterns
and is updated whenever a new pattern is arrived. Whenegenplut stream matches a
row of the dictionary, thenatched indeis updated with the content index. In addition to
this update, theontroller updates th@utputregister with the previously matched index,
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word.

The matched flagdetermines the occurrence of a match. Tbietionary can be
cleared, read or written biylush DicandW/Rpins respectively. Whenever tigc. Full
flagis set, it is not able to record any more patterns. In caseitt®ary gets full, the
controller sets theflush dicsignal to clear the dictionary in order to record the coming
patterns. Theontroller controls the entire compression process and throughpeitsotin-
pressed symbols. In the following sections, the detaildhef@ictionary and controller

components are described.

4.2.1 Dictionary

In order to record and retrieve patterns, memory is needea types of RAM can be
used for this purpose which include SRAM and CAM. SRAM can lpetconsidered a
good candidate since it requires large numbers of clockesyicl order to search through
the RAM and discover the matching pattern. The search tisedépends on the library
size. If we have a modified hash based SRAM, it needs few clpcles [34]. CAM is a
special memory architecture. Rather than providing anesidho retrieve the data, it gets
the data, and returns the address back. This operation onjumes one clock cycle. In
CAM, rather than having few clock cycles, the index can besased by just one clock
cycle. Obviously it needs more power and occupies more &wan such an application,
its a need to use this type of memory due to the time constifaattexists for data com-

pression.
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Figure 4.1: Hardware block diagram of the LZW-Flush encoder
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Figure 4.2: Hardware architecture and RTL view of a CAM cell

The architecture of the implemented cell of a typical CAMhgwn in figure 4.2. It
records 15 bits which is divided into 7 bits for input streamt & bits for the index. If
the flush bit is set to high, the register content gets cleafidee W/R pin is connected
to activate the D-latch register pin. If this pin is low, itghiibits the write operation for
D-Latch, and the content of the register is compared withinim case both are the same,

the match flag is set to high. In the other cases, it is alwasigiasd to low.

To extend the size of the dictionary to 128 cells, the archite depicted in figure 4.3
is proposed. The decoder takes the input address and deitddad//R pin of related
cell. The encoder takes all match flag pins as input and pexiaic eight bit length output
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which contains the address of the proper matched index cell.

The match-index is shifted to above 128. The reason behindttfift is that the first
128 (0 to 127) are used for the purpose of predefining chasadrefer to LZW algorithm

description). This operation can be easily done by a left shmatch index.

4.3 Controller

The controller is composed of two step state machine and $ognes, controls the dic-
tionary and the peripheral components. The architectuthisfcontroller is depicted in
figure 4.4. It has eight output pins and two inputs. If ED piadsivated, the Dictionary is
enabled, otherwise if the El pin is activated, the inputstgigets enabled. The EW and
EO enable the word and the output register respectively\WIR selects the operation of
the dictionary. If it is low, it forces the dictionary to ofae in read mode and when it is
set to high, the dictionary accepts writing operation. Thipat selector selects between
the flush signal and Compressed symbol. Flush dictionagreltne dictionary contents.
Dic Full Flag, is an input signal which comes from counter ahdws that the dictionary
is full. Find match tells the controller the combination oput register and word which
is found inside of the dictionary. Word-match selector sisléhe output. The next clock

turns back the state level to state number one.

Controller is based upon the match flag pin and changes i&s dtacase it is set to
high, a match has been found in the dictionary. Thus, it exsdible input register to update
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with new symbol of input stream in next clock. It also enablesd register to update with
the match index. In the occurrence of a match condition, ttiewnable pin of the output
register is cleared. If there is no match, the match flag igcsé&iw, and the controller
enables the input register to update with the new symbol@friput stream in the next
clock. Hence, the word-matched selector selects input eedsfthe word input by the
content of the input register. W/R is set to high which ad@gahe writing operation of
the dictionary. It also enables the output register. If thhenter does not pull the flush dic
to high, the output selector selects the word register. émixt clock, the state machine

steps to the second state and all registers are updated.

If in the first step the Dic full flag is set to high, tlileish dicof Controller is enabled,
the dictionary is flushed, and the flush signal is selectechbyoutput selector. Hence,
input register and word are not enabled, and while the statshine is entered to second
state, their values are not updated. Therefore, the nesk slends back the state machine

to state number one, and the process starts from the begiasidescribed earlier.

4.4 Counter

The architecture of the counter is shown in figure 4.5. It isvg&e 7-bit length counter.
It counts from O up to 127. It is enabled when the W/R pin of tbetmller is one. The
overflow pin is set if there is an overflow, and in the next clatks cleared by the con-
troller. The counter output is connected to the addressgitise dictionary. The reset
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Figure 4.5: The architecture of the counter

pin, resets the counter.

4.5 Summary

This Chapter discussed a hardware implementation of LZW&H=I An overall block de-
scription was provided as well as an in depth discussionefrtiplementation. The im-
plementation was broken down into three parts: Dictiondoptroller, and Counter. Each
part was discussed in detail. In the next chapter, the pedoce of the encoder methods

discussed in chapter 2 is evaluated, and the proper enandéefapplication is proposed.
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CHAPTERS

PERFORMANCEEVALUATION

5.1 Introduction

In Chapter 4, the simulation results of different encoditgpathms were presented and
it was observed that LZW-Flush provides better compressitto compared to the other
methods. In this Chapter, we are going to evaluate the padoce of the algorithms
which provided us with highest compression results. Théuatins are accomplished
with regard to the library size, memory consumption, andsiihgplicity of hardware ar-

chitecture. In the last part of this chapter, we provide sofrtee test images, fed into the

proposed compression system along with their correspgrakooded images.

5.2 Hardware Comparison

As it was discussed earlier, the LZW-Flush encoding algoriprovides better compres-
sion ratio compared to the other methods provided in prevatapter. Table 5.1 presents
the average compression ratio of the 20 simulated imagedifferent encoding algo-
rithms. As it can be observed from the table, the encodindnaust which guarantee the
best compression ratios for the tested images respecihaiydes: LZW, Lossless JPEG,
Arithmatic, Static Huffman, LZW-Flush, LZ78, and Adaptittuffman. Therefore, we
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Table 5.1: The average CR of 20 medical images for different encodiggrahms

Arith. Stat. Var. LZW | LZ78 | LZ77 | LZW RLE | L.L

Huff. Huff. Flush JPEG

CR (%)| 54.95 | 5452 |9.75 64.60| 46.91| 7.35 | 49.40 | -14.59| 57.75

established the performance evaluation on these algaitbmetect the encoding method
that best suits the compression system and provides be#rllbperformance in terms of
simplicity of hardware architecture. It can be noticed frthra results shown in the table
that the compression results of the Arithmetic, HuffmanW,2.Z278, and LZW-Flush are
better than the rest. Therefore, the evaluations were domwéstigate the performance

of these algorithms in terms of hardware.

Before we go through further investments, it is importantrtention that the LZW
algorithm is not a perfect choice for the compression systéhe reason behind this ar-
gument is that LZW needs a large library to accomplish theodimg [35, 36, 37, 38].
The mean size of the library used for the experiment perfdrewens up to 8.1 KByte.
Thus, the RAM power consumption as well as the area are largguth an application.
The static Huffman method has some basic issues as well, thisalgorithm needs two
passes to do the encoding which reduces the speed and theaskethe performance.
In addition, this method requires a large RAM to store thegeaFor an image of size
256x256, the Huffman algorithm needs more than 65 KB of memoryctvhs a big
number. Arithmetic encoding method would not be a good @hdige to the algorithm
hardness. It requires several multiplication to encodeiripat stream. Lossless JPEG
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exploits Arithmetic or Static Huffman as the part of the epyr encoder, which makes it
difficult to be implemented in hardware. The RLE algorithnpamds the input stream due

to not having much runs in the input stream.

Table 5.2: Hardware comparison of different encoder

Scheme | LUT | Registers RAM

Proposed 1 LZW—-Flush| 2624 | 1947 0

Proposed 2 LZW-Flush| 966 49 1920

Rigler et al. [39] Huffl 2066 573 40234
Rigler et al. [39] Huff2 1980 533 4410
Rigler et al. [39] Huff3 1842 502 2969

Jamro et al. [40] Var. Huff. | 3007 1042 4112

Rigler et al. [39] LZ 2077 734 8192
Cui [41] LZW 6436 - 272K
Abdelghany et al. [42] LZ 419 408 1040

Therefore, the focus was put on the rest of the algorithmshviiould shorten the
list to LZ78, LZW-Flush, and variable Huffman. While LZ78qires a larger library
compared to LZW-Flush, but the difference in terms of akiponi simplicity is not much.
The hardware implementation of both methods is almost threesahile LZW-Flush pro-
vides better results in terms of the compression. The omgrahms remained to be
compared, are variable Huffman encoding and LZW-Flush. Rdrdware details of the
variable Huffman encoding is presented in [39, 40]. Thesaildealong with the hardware
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implementation details of the LZW-Flush which was presgénteChapter 4, are pre-
sented in table 5.2. The presented data for LZW-Flush pexpass simulated on FPGA
Board Cyclon Il EP2C35F484C7. Proposed 2 is simulated onABGard APEX20KE
EP20K30ETC144. In proposed 1, the dictionary is made of tA#Grchitecture de-
scribed earlier. In proposed 2, the dictionary takes adgntf built-in CAM memory
of the FPGA board. As it can be observed from the table, verialuffman encoding
requires more hardware compared to LZW-Flush. Thus, fr@atuments and evalua-
tions, we can justify that LZW-Flush guarantees betterquarince compared to the other

approaches as it supports higher compression ratio, anitesimardware cost.

5.3 Reconstructed Images

In the previous section, it was discussed that LZW-Flushkiges the best functionality.
In this section, four out of the twenty images are randomlysem and shown along with
their reconstructed images. Figure 5.1 shows the procegsoistruction from the origi-
nal image. Figures 5.2,5.3, 5.4, and 5.5 present these sadgeg with their reconstructed

images achieved through the LZW-Flush based compressst@nsy

Original 2-D Cosine Scaling & » ZigZag Scan ol Data

Image Input} Transform * Quantization Encoding
2-D Inverse Inverse
Rﬂﬂ?::‘"-lﬂtﬁd = R Sl | Zi Igm?can B ' DE?::EH <
98 output | Transform Quantization 980 9

Figure 5.1: The image reconstruction process block diagram
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(a) Original

(b) Reconstructed

Figure 5.2: Image 8 PSNR = 30.914 dB
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(b) Reconstructed

Figure 5.3: Image 9 PSNR = 30.409 dB
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(b) Reconstructed

Figure 5.4: Image 13 PSNR = 32.249 dB
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(b) Reconstructed

Figure 5.5: Image 16 PSNR = 30.271 dB
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CHAPTER 6

LossyLZW—-FLUSH

6.1 Introduction

In endoscopy applications, the quality of captured imadagspan important role in di-
agnosing a disease. Higher quality images require higlvel tepresentative data. As
mentioned in the first chapter, there are two concerns; poaresumption, and area usage.
Therefore, streaming of high quality images is somehow ssfiade. In such applications,
the streaming of high quality images is not considered ameissather, the quality of the
image taken from the interested zone is important. If by gp@nchange in the data en-
coder (tolerable hardware cost), the quality of images tmssounder control, the target
would be achieved. In this chapter, a filter is proposed testigate this problem. Later,

the algorithm and the proposed hardware are presented.

6.2 Lossy LZW-Flush

6.2.1 Weber-Fechner Law

The actual magnitude of a physical quantity measured by peprimstrument is not the
same as the perceived one. For example, assume a persoedd@asiold a 1 Kg package
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of sand for a few seconds. In case a few seconds later, thepsakdis replaced with
another one weights 1.01 Kg, that person can not discrimitat weight difference of the
two packs. Weber—Fechner attempts to define the relatiprméhphysical magnitude and
their perceived one [43]. In case of vision, it is discovetieat the eye senses brightness
approximately logarithmically [44]. This means that thealimination boundary of the

human vision, i.e. the threshold, varies logarithmicallghwespect to the intensity range.

In [45], the intensity range versus threshold curve is depicBy taking advantage of
the Weber—Fechner feature, a set of pixels having a noardiitiable range of intensity
(Weber’s law) can be converted to a set of pixels with the santemsity. For example,
assume that we have three different intensitie$30f 31, 28}. If these three intensities
are converted t930, 30, 30}, a human eye can not differentiate between the two sets from
each other. Hence, the redundancy of some intensities ereaised in the image. In the
following section, taking advantage of this feature, a nét@rfis designed to exploit the

Weber—Fechner law to increase the redundancy of image data.

6.2.2 Algorithm

In the following, the proposed filter is presented. The pim&dnsity of the first symbol of
input stream is taken as reference and is stored in r. Therglibolute difference of the
next symbol and the reference is calculated and storddlind is less than or equal to the
defined threshold (calculated from weber’s law), the synvadlie in the input stream is
replaced withr, in other cases takes the symbol value. This process is carried on for the
rest of symbols in the input stream.
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As mentioned in the previous section, there are differengistiolds for different inten-
sity ranges. These thresholds are logarithmically relai¢ide intensity ranges. Therefore,
to find the proper threshold, there is a need to implementritensity range—threshold
curve on a lookup table. The lookup table size for the fulbeis 256 bytes. To simplify
the process and get rid of the adaptive threshold, a fixedhbtd is considered for all
ranges. The flowchart of this algorithm is depicted in figure @he pseudo code for the

algorithm is shown in the following:

1. take the first symbol from input stream, and store it ageefse, r

2. take the next symbat,

3. if |r — x| = d < threshold then replace: with r

4. if |r — x| = d > threshold then replace r with

5. if the input stream is not exhausted get back to step 2

In the following, an example is given which presents how therfalgorithm works.

In this example, the input stream{i$5, 29, 28, 20, 14} and Threshold is tr = 3.

e r — 15andz + 29

o |[r—x|=15-29=14>3 =1+« 29,2+ 28

o [r—a|=1[20-28=1<3=7+¢ 29,2+« 20
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o r—z[=29-20[=9>3=r+20,x+ 14
o |r— x| =20 — 14| =6 > 3 = r + 14, (nomoreinputsymbol)

e filtered output ={15, 29,29, 20, 14}

6.2.3 Proposed Lossy LZW-Flush

The architecture of the proposed lossy LZW-Flush is showfigure 6.2. Lossy LZW-
Flush is composed of the proposed filter and the LZW-Flusl@src This algorithm is
called lossy as the filter pixels can not be retrieved backerréconstruction process. The
proposed compressor, has two parameters which affect thpregsion results; the filter
threshold value, and the LZW-Flush library size. To study éffect of each parameter,

20 medical images are encoded by the proposed data compresso

The threshold value affects the PSNR and CR of the recorettiilmage. The simu-
lation results are depicted in figures 6.3, and 6.4. In figude fve arbitrary images are
chosen to show the effect of the threshold on CR. In this satian, the library size is
fixed to 4096 bytes. Figures 6.5, 6.6, and 6.7 show threerdiffanedical reconstructed
sample images. In each figure, the effect of the threshold®neconstructed images can

be observed.

As it can be seen from the figures, when the threshold exceetis art effect starts
to appear significantly. In other aspect, threshold 5 resalacheiving the mean PSNR
above 41.04dB which provides satisfying results which dse acceptable by medical
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Figure 6.1: The lossy LZW-Flush algorithm flow chart
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Figure 6.2: Block diagram of proposed lossy LZW-Flush

phicisions. By increasing the threshold, the compressabio is increased respectively

(figure 6.4).
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Figure 6.3: Effects of Tr on PSNR

The hardware architecture of the proposed filter is shownguaré 6.8. It consists
of a register, two comparators, two adders, and three ntedtps 2:1. The register has
two functionalities which include working as the referemegister as well as holding
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Figure 6.4: Effects of Tr on CR of five arbitrary capsule endoscopy images

the filtered input symbol. The reset pin clears the conterthefoutput register. The
threshold value is added to and subtracted from the outgigtez value and respectively
is compared with the input symbol by two comparators. If thgui symbol is not in the

defined boundary, the output register is updated with thetispmbol.

6.3 Performance Evaluation

In [45], Chiang,el proposed a new lossy LZW. In their workeyttexploit Weber’s law
and apply the threshold to the index of the LZW library. Inartb implement that, an
exhaustive search through the dictionary is required. Rtmrhardware implementation
aspect, it obviously needs more significant hardware regsuwwzompared to the proposed
lossy LZW-Flush. In table 6.1, the CR and the PSNR of two stethtnages are shown.
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Table 6.1: Compression performance of the proposed lossy encoder

Chiang et al. [45] Proposed
Image Nam
Lossless LZW Lossy LZW Lossy LZW-Flush
CR(%) CR(%) | PSNR(dB)| CR(%) | PSNR(dB)
Lena 7.06 43.68 33.58 45.84 38.10
Air-plane 15.22 66.47 34.90 67.83 32.16
Baboon 3.83 27.18 29.31 26.44 36.41

Table 6.2: Hardware cost of lossy LZW-Flush algorithm

Technology| Logic cells| Registers|  Freq. Power

Cyclone I 2662 1954 | 69.05 MHz| 35.6 mW

As it can be observed, the Chiang’s method provides betseitteein terms of CR, while

both algorithms’ PSNR are about the same.

In this regard, due to having a simple algorithm, a simplelWware architecture is ex-
pected. Therefore, the proposed method would be a gooddatedn application but it
has limitations of power consumption and area usage. TaBlslws the hardware cost
of the implementation of this algorithm on to the Cyclone HEA. Figure 6.9 shows the

reconstructed images which were compressed by the propdgaahm.
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6.4 Summary

This chapter proposed a new filter which increases the rexhaydof the input stream.
The composition of this filter with the proposed LZW-Fluskuks in a novel lossy com-
pression algorithm. The effect of this algorithm was eviddaand simulated with over
20 medical images. The hardware architecture and the cdkisoélgorithm were also
presented. The results guarantee that this algorithm woelld good solution for those
applications which require relatively high quality but@lsave the limitations of resource

consumption, area and power usage.
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Figure 6.5: Gray scale of image 6 (Tr =1 to 10)
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Figure 6.6: Gray scale of image 13 (Tr = 1 to 10)
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Figure 6.7: Gray scale of image 16 (Tr = 1 to 10)
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Figure 6.9: Reconstructed colour image Lena

68



CHAPTER 7/

CONCLUSION AND FUTURE WORK

7.1 Summary Of Accomplishments

Capsule endoscopy examines some parts of the tracts thatotdre discovered using
other types of endoscopies. The architecture of such a apsiliudes an image com-
pression system which is responsible for doing transfaonatas well as making com-
pressions using encoding algorithms. In this thesis, wdqutard a comparative study
of different encoding algorithms and their differenceseamts of compression ratio, re-
constructed image quality, and the algorithm simplicityatresult in a potential encoder

exploiting low power and area consumption.

Different encoding algorithms, including Huffman encaglinZW, LZW-Flush, Arith-
metic, LZ77, LZ78, and JPEG were introduced and a study df epproach was pre-
sented. Later, a new zigzag scan method was presented dietidapphe image compres-
sion component. The results of the proposed scan method alith different encoding
algorithms were simulated using different images. LZW-shlpresented better compres-
sion ratio compared to other approaches. Thus, LZW-Flushchasen as the encoder
providing higher compression rates and its hardware wateimgnted to investigate the
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hardware cost of this method.

The compression ratio results of other approaches; LZWirklari encoding, LZ78,
and LZW, were not significantly different from LZW-Flush. 0% evaluations were done
to compare the hardware cost, power consumption, and aage w$ these methods. The
evaluation results showed that in overall, still LZW-Flysbvides better performance in
terms of all these parameters. The claims behind this arguoen be summarized as

follows:

e The reconstructed images provide high quality in terms diiRSThus, the first

objective of selecting a high qulaity encoding algorithmsveahieved.

e LZW-Flush has the highest compression rate compared te otethods. There-

fore, as less data is transmitted, the amount of power copsomis less.

e It requires an affordable size of RAM to accomplish the emugd

e Due to the simplicity of the algorithm and its low hardwareid ZW-Flush would

be a potential candidate having low power and area consampti

As the encoding approaches used in the simulation phaseall&rssless compression
techniques, we later studied the effects of applying los8WEFlush approach to the
compression system. The experiments showed that with ttié@dof a small tunable
hardware to the lossless LZW-Flush, an encoder is achievechvwas a compression
ratio better than lossless. The results provide high queditonstructed images having
satisfiable compression ratio.
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7.2 Future Works

As the implementation has been done in FPGA, our future sranel toward VLSI imple-

mentation of the encoder to find the actual power consumjimoharea usage. Different
search technigues are to be investigated in order to disto¥eptimal method which best
fits these types of applications in terms of VLSI design, her@ implementation, and la-
tency. In order to extend the research accomplished on krssyding, different schemes
of the applied filter will be investigated with the purposerebrdering data toward in-
creasing pattern redundancy. This we believe would helpéreasing the compression

ratio of the lossy approach.
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