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ABSTRACT

Probabilistic methods have largely replaced deterministic techniques in the assessment

of generating capacity adequacy in large modem electric power utilities. In spite of their
widespread application in large systems, probabilistic methods are not generally applied
to small isolated power systems. A recent survey [6] by Newfoundland & Labrador

Hydro indicates that all Canadian small isolated systems employ some type of
deterministic method to assess the adequacy of the existing or proposed generating
facilities to meet the total load requirement. These approaches do not normally include
any explicit recognition of system risk and do not provide comparable risks for systems
of different size or composition. The reluctance by system planners of small isolated
systems to accept probabilistic methods in their present form dictates a need to develop
new approaches to bridge the deterministic methods and the prevalent probabilistic
techniques.

.

This thesis presents a new approach, known as system well-being analysis that links the

accepted deterministic criteria with probabilistic methods. A description of the new

evaluation techniques, new adequacy indices and comparative studies of the different
indices and approaches are presented with the objective of providing practical
probabilistic methods for capacity planning in small isolated power systems. A graphical
user-interface software package named SIPSREL has been developed as a practical tool
for small isolated system planning. It is hoped that probabilistic methods will be

employed in practice in the adequacy evaluation of small isolated power systems using
the methodologies and evaluation tools that have been developed in this research work.
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1. INTRODUCTION

1.1 Power System ReUabillty

The determination of an appropriate generating reserve capacity margin is an important
problem in power system planning. Too high a value will result in an overly reliable

system with excessive investment costs, while too low a value will yield a low cost

system with poor service continuity. System planners have continuously strived for

better methods to help them decide the optimum investment in system facilities to meet

the increasing demand with a reasonable level of reliability.

The term reliability is defined as "the probability of a device or system performing its

purpose adequately for the period of time intended under the operating conditions

encountered" [1]. Power system reliability involves two basic aspects: system adequacy
and system security [2]. Adequacy relates to the availebility of adequate facilities within
the system to satisfy the consumer load demand, whereas, security relates to the ability
of the system to respond to disturbances arising within the system. Reliability evaluation
in this thesis is limited to the domain ofadequacy assessment.

The basic techniques for adequacy assessment can be categorized in terms of their

application to segments of a complete power system. The three basic functional zones

are generation, transmission and distribution. Different combinations of these functional

zones can be used to define hierarchical levels [2] in adequacy assessment and are shown

in Fig. 1.1. Hierarchical level I (IlL I) is concerned only with the generating facilities.

Hierarchical level IT (HL II) includes both generation and transmission facilities.

Hierarchical levelm (IlL llI) includes all three functional zones.

1.2 Adequacy Assessment at HL I and in Small Isolated Power Systems

Adequacy assessment at HL I is commonly referred to as 'generating capacity reliability

1



evaluation' and is concerned with assessing the ability of the generating facilities to

satisfy the total system load. The reliability of transmission and distribution systems are

not considered at this level. The basic system model in an HL I study is shown in Fig.
1.2.

-------_ .. --------.

: I i .. .. .. .. .. .. .. .. .. .. .. ... .. ..

-, I :
: :: generation facilities :IIIII:�_-- HL I

,
' ,

:""--HLll

�--HLm

Fig. 1.1: Hierarchical Levels in Adequacy Studies

total system
generation

total system
load

Fig. 1.2: Basic Model for HL I Study

The main concern in HL I evaluation is to estimate the generating capacity required to

satisfy the total system load demand and to have sufficient capacity to perform corrective

and preventive generating unit maintenance.

A small isolated power system (SIPS) as considered in this thesis is a relatively small

system, situated at a remote site to serve a specific load or a small community, with no

possibility of interconnected assistance from a neighboring system. Table 1.1 shows the

number of SIPS within Canadian utilities, and their relative sizes [6]. In many cases, a

SIPS consists of a single generating plant with virtually no transmission and an

extremely small and rather compact distribution system. The HL I model provides a

practical representation of a SIPS. Under these conditions, HL I adequacy is an important
parameter in the overall system evaluation of a SIPS.

2



Table 1.1: SIPS in Canadian Utilities

. Utility Number of Total Installed Size of Largest Size of Smallest
SIPS Capacity (KW) System(KW) System(KW)

Newfoundland Hydro 30 46,775 18,750 90

Hydro Ouebec 21 56,000 11,200 550
Ontario Hydro 23 20,226 2,350 170

Manitoba Hydro 12 18,445 4,085 350
Saskatchewan Power 1 132 132 132

Alberta Power Ltd. 27 35,295 16,880 40

BCHydro 9 35,550 9,420 1,850
NWT Power Corp. 47 188,000 52,560 70
Yukon Electrical 7 8,855 5,050 245

1.3 Historical Development ofHL I Evaluation

HL I evaluation is used to determine the additional generating capacity above the peak
demand, called reserve, which is required to ensure against excessive shortages and

provide an acceptable level of adequacy. The earliest techniques used to determine the

required level of capacity reserve were deterministic or rule of thumb methods. The

common deterministic approaches include:

1. PercentMargin or Capacity ReserveMargin (CRM):- The capacity reserve is a fixed

percentage of the total installed capacity.

2. Loss of the Largest Unit:- The capacity reserve is equal to the capacity of the largest
unit.

3. Loss of the Largest Unitplus PercentMargin:- The capacity reserve (CR) is equal to
the capacity of the largest unit (CLU) plus a fixed percentage of either the peak load

(PL) or the total installed capacity (lC) as defined by Equation (1.1) or (1.2).

CR = CLU +X * PL

CR =CLU + X * IC

(1.1)
(1.2)

where, X is amultiplication factor, usually between 5% to 15%

About thirty years ago, virtually all power utilities used one of the above deterministic

methods to determine the required generating capacity. The selection of the reserve
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criterion has been largely based on past experience and judgment. The basic weakness

of a deterministic approach is that it does not incorporate any explicit recognition of the
actual risk. These methods cannot recognize the stochastic nature of component failures,
of customer demands or of system behavior as a whole. The need for probabilistic
evaluation of system behavior has been recognized since at least the 19308 [3] but lack
of data, lack of realistic reliability techniques, limitations of computational resources,
aversion to the use ofprobabilistic techniques and a misunderstanding of the-significance
and meaning of probabilistic criteria and risk indices were the main hurdles to the

application of such methods in the past. None of these reasons are valid today and

therefore most modem large power utilities employ probabilistic methods in generating
capacity adequacy assessment, The available probabilistic methods consist of analytical
and simulation techniques and use the following risk indices for HL I evaluation:

1. Loss ofLoad Indicesi- The most widely used adequacy index today is the loss of load

expectation (LOLE) [4]. A loss of load is considered to occur when the system
generating capacity is less than the forecast system load. LOLE is measured in

days/year or hours/year and is the expected number of days or hours in a year that the

system loadwill exceed the total generating capacity.

2. Loss of Energy Indices» Energy based indices are now receiving more attention,

particularly in systems that have generating units with potential energy limitations [5].
Loss of energy indices have a more physical significance than the loss of load indices
and the amount of trouble can be directly related to the customer interruption - costs.

Future indices may be energy based rather than focused on power or capacity. Loss of

energy expectation (LOBE) or expected unserved energy (EUB) is the expected
amount of energy inMWhr that can not be supplied by the system in a year. Units per
million

-

(UPM) and system minutes (SM) are other indices used by utilities and are

defined by Equation (1.3) and (1.4) respectively.

UPM = LOEB * 1()6/ E
SM = LOEB * 60 / PL

where E = total energy demanded by the system load
PL = peak load

(1.3)
(1.4)

3. Frequency and Duration Indicesi- Frequency and duration indices are generally not
used as a basic criterion due to the complexity of the available techniques. They can
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be easily estimated using simulation methods to extract valuable information about the

system risk. Frequency of interruption, expected interruption duration, expected energy

not supplied per interruption are some of the more useful frequency and duration indices.

The methods adopted by major power utilities for generating capacity adequacy
evaluation have gradually shifted from deterministic to probabilistic over the last thirty
years. Surveys on generating capacity adequacy criteria used by Canadian utilities were

conducted in 1964, 1969, 1974, 1979 and 1987 [4]. As seen from Table 1.2, only one

utility indicated that it 'used a probabilistic approach in 1964. Subsequent surveys

showed more utilities adopting probabilistic methods. In 1987, only one utility was still

using a deterministic capacity reserve criterion but with supplementary checks for a

probabilistic LOLE index. Table 1.3 lists the criterion used by each participating utility
in 1987.

Table 1.2: Criteria Used in Reserve Capacity Planning

�. _� .. D.:: te

Criterion 1964 1969 1974 1977 1979 1987
Percent Marain

.

1 4 2 2 3 1*

Deterministic Loss of Largest Unit 4 1 1 1 � -

Methods Combination of 1 and 2 3 6 6 6 2 �

OtherMethods 2 1 � � � �

Probabilistic LOLE 1 5 4 4 6 6
Methods EUB - - � - - 2
* With supplementary checks for LOLE

Table 1.3: Basic Criteria and Indices in 1987

Utility/System Criterion Index
BC Hydro and Power Authority LOLE 1 dav/l0vrs
Alberta Interconnected System LOLE 0.2dayslyr
Saskatchewan Power Corporation EUB 200UPM
Manitoba Hydro LOLE 0.1 dav/vr
OntarioHydro EUB 25SM

Hydro Ouebec LOLE 2.4 hourslvr
New Brunswick Electric Power Commission CRM* CLUor20%PL

Nova Scotia Power Corporation LOLE** 0.1 dayslyr
Newfoundland and Labrador Hydro LOLE 0.2davslvr
* With supplementary checks for LOLE
** With supplementary checks forCRM
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1.4 Criteria Used by Small Isolated Power Systems

The discussion in the previous section dearly illustrates that the major power utilities in
Canada utilize probability techniques in their basic capacity planning. This is not,

however, the case with SIPS. Table 1.4 lists the criteria used by SIPS in Canadian

utilities as shown in a survey report published in 1995 [6].

Table 1.4: Criteria Used by SIPS

Utility Deterministic Criterion
Newfoundland Hvdro CR=CLU

Hydro Quebec CR = 9O%CLU + lO%IC for plants with 5 engines or less
CR = 9O%CLU + 9O%CSU* + lO%IC for 6 enzines or more

Ontario Hydro CR=CLU
ManitobaHydro CR = 80%CLU + 20%IC
Saskatchewan Power To strive for a safe and continuous supply of electricity.
Alberta Power Ltd. CR=CLU

CR = 9O%CLU + lO%IC for remote sites

BCHydro CR=CLU
NWT Power Corp. CR=CLU + lO%PLforPL<3MW

CR=CLU+5%PL forPL>3MW
Yukon Electrical CR=CLU+ lO%PL
* CSU = capacity of the smallest unit

There are many reasons for the reluctance to apply probabilistic techniques to SIPS [7].
One of them is the unavailability of appropriate data on generating unit performance and

on the actual load demand. Many sites do not have full time operating personnel or
continuous load demand metering. There are also concerns about the ability to interpret a .

single numerical risk index such as LOLE or LOEB and the lack of system operating
information contained in a single risk index. The amount of capacity reserve available at

different times is not reflected in the conventional risk indices, whereas, the SIPS

planners are used to capacity planning based on the available reserve.

The shortage of data necessary for probabilistic methods should decrease with time as

many SIPS are making efforts to collect appropriate data. The need for probabilistic
. techniques that take the existing deterministic criteria into account has been realized and

methods to bridge the two techniques have been developed.
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1.5 Bridging Deterministic and ProbabilisticMethods

. Some of the concerns expressed by SIPS planners, designers and operators regarding the

use of a single risk index such as LOLE or LOEB can be alleviated by combining the

deterministic and the probabilistic approaches into a single framework [7]. This

approach, known as "System Well-being Analysis", is described in Fig. 1.3 in terms of

healthy, marginal and at risk states.

Fig. 1.3: Model for SystemWell-being Analysis

The combination of deterministic and probabilistic concepts occurs through the

definition of the system operating states. A system operates in the healthy state when it

has enough capacity reserve to meet a deterministic criterion such as the loss of the

largest unit. Probability of health is the probability of finding the system in the healthy
state. In the marginal state, the system is not in any difficulty but does not have sufficient

margin to meet the specified deterministic criterion. Probability of margin is the

probability of finding the system in the marginal state. In the at risk state, the load

exceeds the available capacity. Probability of risk, also known as the loss of load

probability (LOLP), is the probability of finding the system in the at risk state.

Additional new health indices have been developed and are presented and used later in

this thesis.

1.6 General Overview of the Thesis

The general objective of this research was to explore the different probabilistic
techniques and to analyze how they can be applied to practical adequacy evaluation in
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SJPS. A user-interface software package named 'SIPSREL' has been developed with

various options for evaluating the conventional probabilistic risk indices and the newly
developed health indices using both analytical andMonte Carlo simulation methods. The

software is intended for use by SJPS planners of any background and hopefully will help
them adopt probabilistic techniques in their work.

Chapter 1 introduces the problem that has inspired the necessity for the studies in this

thesis. System well-being analysis is introduced as a possible approach to incorporating
both deterministic and probabilistic concepts in SIPS adequacy evaluation.

Chapter 2 describes the analytical and Monte Carlo simulation methods used to evaluate

the conventional system risk indices. There are many factors which effect the system
risk. The effects of load forecast uncertainty, planned maintenance and energy
limitations are described. These considerations have been incorporated in the software

SIPSREL.

Chapter 3 illustrates the new analytical techniques developed to evaluate system well­

being indices. It also describes how Monte Carlo simulation can be used to estimate

these indices and defines the system well-being frequency and duration indices and their

significance in adequacy assessment of SIPS.

Chapter 4 describes the software "SIPSREL" and highlights the different tasks that it is

designed to perform. The basic results obtained within the software for each different

analysis is displayed for example purposes.

Chapter 5 compares the health, risk and deterministic indices to determine the most

appropriate index for adequacy assessment. Chapter 6 identifies the limitations of the

existing deterministic methods in capacity 'plenning and proposes a new approach based

on both health and risk indices.

Chapter 7 displays the results of Monte Carlo simulation applied to a SJPS and interprets
the additional information extracted from the index distributions and the frequency and

duration indices. Finally, Chapter 8 summarizes the thesis and highlights the

conclusions.
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2. EVALUATION OF CONVENTIONALRISK INDICES

2.1 Basic Concepts

The basic approach to evaluating generating capacity adequacy consists of three parts;
the generation model, load model and the risk model [3] as shown in Fig. 2.1. The

generation model and the load model are combined to obtain the risk indices.

risk model

Fig. 2.1: Basic Concepts in IlL IEvaluation

The basic generating unit parameter in the evaluation is the probability of finding the

unit on forced outage or in the down state at some distant time in the future. This

probability is defined as the unit unavailability, and historically in power system

applications is known as the forced outage rate (FOR) [3]. It can be obtained using
Equation (2.1).

FOR =
I.[down time]

I. [down time]+ I. [up time]
(2.1)

The generation model is in the form of a capacity outage probability table (COPT) in
most analytical techniques. It is an array of capacity levels and the associated

probabilities of existence. The table can be obtained by using a recursive technique in
which generating units are added sequentially to obtain the final model [3]. The

cumulative probability of a particular capacity outage state of 'X' MW after a unit,

having 'n' number of states and 'Ci' MW capacity with 'Pi' probability, is added is given
by Equation (2.2).'
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n

P(X) = I. Pi * P'(X-Ci}
i=l

(2.2)

where P'(X} and P(X) denote the cumulative probabilities of the capacity outage state of

X MW before and after the unit is added respectively. The above expression is initialized

by setting P'(X} = 1.0 for X S 0 and P'(X) = 0, otherwise.

The load models normally used in power system reliability evaluation recognize the

variation in load at different times within a period. The basic period used in system

planning is a year. Different evaluation techniques and risk indices require different load
models. The analytical methods use the daily peak load variation curve (DPLVC) or the
load duration curve (LDC). Energy based assessment is not possible with a DPLVC.

Monte Carlo simulation techniques normally use the chronological hourly load variation
curve. The generation model (COPT in most cases) is combined with a particular load
model to evaluate the desired risk index.

2.2 Loss of Load Indices

The system loss of load indices are obtained by convolving the COPT with the DPLVC

or the IDC. A loss of load occurs when the system load exceeds the generating capacity
at any instant. Fig. 2.2 illustrates the method of evaluating the loss of load indices (i.e.,
LOLE or LOLP)..

Fig. 2.2· shows that when an outage Xk, with probability Pk, exceeds the reserve, it

causes a load loss for a time tIc. Each outage state Xk, with probability Plo is

superimposed on the load.model and the time tIc for each load loss . event is calculated.

The LOLE is given by Equation (2.3) [8].

n

LOLE= I. Pk· tIc
k=l

(2.3)

where, n = number of capacity outage states in the COPT

Pk = individual probability of capacity outage Xk
tk = .

load loss occurring time due to outage Xk
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If the time tk is in per unit of the total time period. Equation (2.3) gives the LOLP

instead of the LOLE. The unit of LOLE is in days/year or hours/year depending on

whether a DPLVC or a LDC is used respectively as the load model.

Installed Capacity .

Time

Fig. 2.2: Evaluation of Loss of Load Indices

2.3 Loss ofEnergy Indices

The loss of energy indices are obtained by convolving the COPT with the LDC of the

system as described in Fig. 2.3. The area under the LDC is the total energy (E) demanded

by the system in one year or a desired time period. When an outage Xk. with probability
Pk. exceeds the reserve. it causes an energy curtailment Ek. Each outage state Xk in the

.

COPT. with probability Pk- is superimposed on the LDC and the energy curtailed Ek for
each load loss event is calculated. The loss of energy indices are obtained using the

following equations [8]:

n

LOEE= !. Ek· Pk
k=1

(2.4)

UPM=
LOEE

. 106
E

(2.5)

SM=LOEE .60
PL

(2.6)
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Installed Capacity
CR

Time

Fig. 2.3: Evaluation of Loss ofEnergy Indices

The expected energy supplied (EES) by each generating unit can also be calculated. The

summation of the BES by each unit multiplied by its respective energy cost per KWh,

gives the total production cost of the system. The generating units must be arranged in
their economic loading order and their BES is obtained using Equation (2.7).The total

production cost is then calculated using Equation (2.8)�

BESk = EENSk-l - EENSk (2.7)

where, BESk =. Expected energy supplied by the kth unit in the loading order
EENSk = Expected energy not supplied with the first k units in

EENSO = E = total energy demanded by the system load

N
Production Cost = I BESk· ($/KWh)k

. k=l
(2.8)

where, N = number of generating units in the system
($/KWh)k = energy cost per KWh of the kth unit in the loading order

2.4 Energy Limited Systems

A generating unit is said to be energy limited if i.ts output capacity is dictated by the

energy available. Run-of-the-river hydro installations with little or no storage and

thermal units with variable flow availabilities of natural gas ate examples of energy
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limited units. The flow rate determines the unit output capacity. The unit is then

represented by a multi-state unit in which the capacity state corresponds to the water or

natural gas flow rates [3]. The risk indices are evaluated by the methods described earlier
for these types of energy limited systems.

Other types of energy limited units are those with storage facilities that permit energy to
be stored and used during the peak load periods to reduce the requirement from more

expensive peaking units. Hydro plants with storage reservoirs and fossil fired plants with
limited fuel supplies are examples of these types 'of energy limited units. The risk indices

in these cases can be evaluated using a different method, known as the load modification

approach.

In the load modification approach, a 'peak shaving' technique can be used in which the

capacity and energy probability distributions of the unit are used to modify the load

duration curve [9]. The first step is to capacity modify the load duration curve using a

conditional probability approach with the capacity probabilities of the first unit in the

economic loading order. This is done using Equation (2.9) for all load levels, starting
from the peak to zero:

N
D(L) = L dk(L)·1\

k=l
(2.9)

where D(L) = duration of load L on the capacity modified curve
N = number of capacity states of the generating unit
Ck = output capacity of the kth capacity state of the unit

Pk = probability of capacity Ck
dk(L) = duration of load L on the original LDC when reduced by CkMW.

A resulting capacity modified curve is then formed as shown in Fig. 2.4. The capacity
modified curve is the equivalent load curve for the rest ofthe units in the system given
the unit used to modify it is not energy limited. However, if the unit is energy limited,
then the next step is to energy modify the capacity modified curve. This is done using
Equation (2.10) for all load levels, starting from the peak to zero. A resulting energy
modified curve is then formed as shown in Fig. 2.5. The energymodified curve becomes

the equivalent load curve for the rest of the units in the system.

D(L) = dc(L) . P[E(L)] + do{L) . {I - P[E(L)]} (2.10)
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whereD(L) =
dc(L) =
do(L) =
E(L)=

P[E(L)] =

duration of load L on the energy modified curve
duration of load L on the capacity modified curve

duration of load L on the original LDC
area between the original and capacity modified curve above L MW

probability of energy equaling or exceeding E(L) MW

Duration

orIgird LDC(Cl WW
rec:ldoo)

. . . . . C2WW rec:llCloo

- . - C3 WW rec:llCloo

--. cq::x:Jd1ymxIfIed
alVe

Fig. 2.4: Capacity Modified IDC Using a 3-State Unit

I I

Duration

-- energy mocIlIed
curve

-- orIgird LOCCCl WNtI

redJcllon)
. . . . . oopacI1ymocIlIed

cuve

Fig. 2.5: EnergyModified Load Duration Curve
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2.5 Planned Maintenance ofGenerating Units

The evaluation methods described so far assume that the load model and the capacity .

model apply to the entire period. However, in practice, units are removed from service

for periodic scheduled maintenance. The capacity available for service is different during
such periods. The developed software SIPSREL described later in this thesis assumes

that only one unit is out at a time for maintenance in a SIPS.

In order to incorporate planned maintenance in adequacy evaluation, the total period is

divided into sub-periods for each maintenance duration. The capacity model and the load
model are found for each sub-period and the risk index is evaluated for each case. The

sum of the risk indices in all the sub-periods gives the system risk index for the total

period as expressed in Equations (2.11):

n

LOLE = 1: LOLEp
p=1

and
n

LOBE = 1: LOEEp
p=1

(2.11)

where, n = number ofmaintenance sub-periods within the total period
LOLEp = LOLE for sub-period p.

Fig. 2.6 shows how the total period is divided into periods for maintenance [3). The
IDe obtained from the hourly load data within a sub-period is used as the load model

for that particular sub-period.

Load r----...._

Total capacity available

period 4 : period 1 : period 2 . period 3 period 4
All units in . unitl unit2 out unit3 out· All units in

out .

Jan 1 Time Dec 31

Fig. 2.6: Sub-division of the TotalMaintenance Period
.
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2.6 Load ForecastUncertainty

Adequacy studies for capacity planning purposes use load models in which the peak
loads are forecast based on past experience. The forecast peak loads differ from the

actual values with a certain probability. The parameters of this probability distribution
can be determined from past experience, future load modeling and possible subjective
evaluation [3]. Published data suggest that the uncertainty can be reasonably described

by a normal distribution, the mean ofwhich, is the forecast peak load.

Load forecast uncertainty (LFU) is an extremely important parameter and in the light of
the financial, societal and environmental uncertainties which electric power utilities face

may be the single most important parameter in generating capacity reliability evaluation
[3]. It can be included in the risk computations using the conditional probability
approach. The LFU distribution is divided into class intervals, the number of which

depends on the accuracy desired. Each class interval represents the deviation from the

mean peak load and its probability. In the normal distribution, the mid-point distance of
a class interval from the mean gives the deviation and the mid-point magnitude gives the

probability of that deviation as shown in Fig. 2.7. The risk indices are evaluated for each

class interval using its corresponding peak load. The sum of the risk index evaluated for

each intervalmultiplied by its probability gives the system risk index considering LFU.

OAI:f 0.3

I:! 0.2

I IJ: O,�...----.-_ -
_

<? � "j'" 0 _ N ("')

Deviation ftomMeanPL

Fig. 2.7: Load Forecast Uncertainty Distribution

2.7 Adequacy Assessment by Monte Carlo Simulation

The adequacy evaluation methods described so far are all analytical approaches.
Analytical techniques represent the system by a mathematical model and evaluate the
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A state history for each individual unit can be generated on a time dependent basis as

illustrated in Fig. 2.8. An outage history of the total capacity is obtained by combining
the outage histories of all the units in the system.

up .-filbe up
filbe

up

c0IDP.1ete/ ../'!
derated

repmr repair

derated

down

coq>1ete partial

Tnne (hours)

Fig. 2.8: Outage History of aGenerating Unit

2.7.2 Combining the Generation and Load Models

The generation model is combined with the load model to obtain the system risk indices.

The annual. hourly load cycle is used in which it is assumed that the load changes
discretely every hour and is constant throughout the hour. The total capacity of the

system available at every hour is superimposed on the load in that hour as shown in Fig.
2.9 in order to evaluate the capacity reserves and deficiencies. The total number of

interruptions n with the duration ti and energy loss Xi at each interruption are recorded

and used to calculate the basic adequacy indices by applying Equation (2.15 - 2.21).

n

It·
.

1
1

Loss of load expectation, LOLE = 1::._ (bIyr)
N

Where, N = total number of simulated years

(2.15)

n

Ix·.11Loss of energy expectation, LOBE = l=N (KWbIyr) (2.16)
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Fig. 2.9: Superimposition of Generation and LoadModels

.

'n xii
. I/tiExpected load loss per year, ELLPYR =

i=1 ti
(KW/yr)

N
(2.17)

Frequency of interruptions, F=..!. (intlyr) (2.18)
N .

n

I t·
.

1
1

Expected interruption duration, EINTDUR =1:- (hr/int) (2.19)
n

n
.

I x·
.

1
1

Expected energy not supplied per interruption, EENSPINT =.E__ (KWbIint) (2.20)
n

.

DXExpected load loss per interruption, ELLPINT =
i:1 ti

n
(KW/int) (2.21)
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2.7.3 Simulation Convergence and Computing Time Requirements

A major limitation of the MCS method is the amount of required computing time. The

simulation must be run for a large number of years to obtain an acceptable confidence in
the results. In order to reduce the simulation time and yet obtain a reasonable confidence

in the results, it is necessary to determine the most appropriate time to stop the

simulation. There are different stopping rules that can be used to track the convergence
of the simulation process.

The stopping rule implemented in the program SIPSREL involves observing the so

called "sample weight plot" [10]. This plot is an observation of the average of some

variable of interest as the number of observations of that variable grows through the

simulation, as shown in Fig. 2.10. H such a plot is observed as the simulation progresses,

it should stabilize as the simulation approaches convergence. The LOBE has been

observed to have the least tendency to converge when compared to the other risk indices

[11]. It has therefore been taken as the variable to check for convergence. When the

average value of the LOBE ceases to change significantly, the simulation can be

terminated. Specification of a minimum number of simulated years is used to avoid

premature convergence. On the other hand, specifying a maximum number of simulated

yearswill avoid non-converging or poorly converging situations.

14CXXl

x Irdvld.d

Year

Fig. 2.10: Sample Weight Plot

20



2.8 Conclusion

.The conventional risk parameters used for generating capacity adequacy evaluation are

loss of load indices, loss of energy indices and frequency and duration indices.' These

parameters can be evaluated using either analytical techniques or by Monte Carlo

simulation methods. The basic concept is to convolve the generation model and the load

model to obtain the risk model. Different factors such as load forecast uncertainty,
planned generating unit maintenance and energy limitations in the system can be

incorporated in the analysis to include their effects on the risk indices.

The most common analytical techniques use a generation model in the form of a capacity
outage probability table and are known as the COPT method. An alternative analytical
technique, which gives the same results, is the load modification approach. Risk indices
in energy limited systems with storage facilities can be evaluated using the load

modification approach.

Analyticalmethods are generally employed to calculate the expected values of the loss of
load indices (LOLE) and the loss of energy indices (LOBE, UPM, SM). MCS techniques
can be used to provide index distributions in addition to the average values.' The

evaluation of frequency and duration indices becomes rather complex with analytical
techniques but the indices are easily obtained using MCS methods. MeS generally
requires a large computation time but is very useful when the system under evaluation

becomes too complex for analytical techniques.
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3. EVALUATION OF SYSTEMWELL-BEING INDICES

3.1 Introduction .

The concept of system well-being analysis can be used to combine the deterministic and

the probabilistic approaches into a single framework [7]. The magnitudes of the system

capacity reserves are evaluated using probabilistic techniques which are then compared
to an accepted deterministic criterion such as the loss of the largest unit in order to

measure the degree of comfort in the system. Indices have been developed that can be

used to assess a system from a deterministic aspect in addition to recognizing its

stochastic behavior and inherent risks. An appreciation of the deterministic criterion that

drives the probabilistic well-being indices makes these indices easily interpreted by SIPS

planners who are more accustomed to a deterministic approach.

System well-being analysis [7] introduces the three well-being indices of probability of
health P(H), probability of margin P(M) and probability of risk. The probability of risk,
though considered as a well-being index, is actually the conventional risk index of the
loss of load probability (LOLP). Other well-being indices, excluding the risk indices, are
referred to as health indices throughout this thesis. Frequency and duration health indices
are also presented in this thesis. Since the WLE is the most widely used risk index, a
new health index, with similar characteristics for the purpose of comparative adequacy
studies, is introduced and is called the 'loss of health expectation (WHE),. It Is the

expected duration in a year that the system does not meet the accepted deterministic

criterion and is calculated using Equation (3.1) e ,

LOHE = [1 - P(H)] * Total Period in hrs or days (bIyr or dIyr) (3.1)

As shown in Table 1.4, conventional deterministic techniques make use of the capacity
of the largest unit in the system (CLU) to determine the amount of capacity reserve

needed in order to meet the accepted adequacy criterion. In system health analysis, the

required amount of capacity reserve is determined by the capacity of the largest
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operating unit at a particular point in time. The capacity of the largest unit in a state

(CLUS) can be different for different generation system states. The CLUS is equal to the

CLU at those times when the largest unit in the system is in the up state.

The basic concepts underlying the evaluation of system health indices are very similar to

those used to evaluate the system risk indices. In risk evaluation, the system reserve is

examined for negative margins throughout the entire period. In health evaluation, the

system reserve is compared with the CLUS throughout the total period. The system
health indices can be evaluated using either analytical techniques or by MCS methods.

The analytical contingency enumeration method can be used to evaluate the system well­

being indices. A new approach developed in this research work is the 'Conditional

Probability COPT (CPCOPT) Method'. Distributions of the basic health indices and the

frequency and duration health indices, obtained through the MeS method, are introduced
and explained in this chapter.

3.2 Contingency Enumeration Approach

In the contingency enumeration approach, the generation model is built in the form of an

array that lists all the. different possible combinations of the existing generating unit

outages, their probabilities and the CLUS during each contingency. If the system has 'n'

generating units that can reside in 'm' states, the total number of contingencies in the

generation model is mn. The load model used in this approach is a constant load. If the

annual peak load is used, the indices obtained are known as the annualized indices. If the

load duration curve is taken as the load model, it must be divided into discrete load

levels. The more steps, the better the loadmodel will resemble the actual load curve.

Each contingency in the generation model is compared with the fixed load to determine

the amount of capacity reserve available at each condition. When the available reserve is

equal to or more than the CLUS, that particular contingency is designated as healthy.
When the available reserve is less than the CLUS but greater than zero, the contingency
is considered to be marginal and when it is less than zero, the contingency is said to be at

risk. The probability of health is the summation of all the individual probabilities for

which the contingencies are healthy. Similarly, the probability of margin is the

summation of all the individual probabilities during which the contingencies are

marginal and the probability of risk is the summation of all the at risk probabilities.'
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The contingency enumeration approach is illustrated in Table 3.1 using an example
designated as SystemX which has the following generation and load parameters:

Unit 1 : 1000 KW, 5% FOR Unit 2 : 500 KW, 5% FOR Unit 3 : 500 KW, 5% FOR

Unit 4 : 500 KW, 5% FOR Annual peak load = 1000 KW

Table 3.1: Contingency Enumeration Array

Units Probability Cap In CLUS Reserve Health Margin Risk
Out (KW) (KW) (KW)
None 0.81450625 2500 1000 1500 x - -

1 0.04286875 1500 500 500 x - -

2 0.04286875 2000 1000 1000 x - -

3 0.04286875 2000 1000 1000 x - -

4 0.04286875 2000 1000 1000 x - -

1,2 0.00225625 1000 500 0 - x -

1,3 0.00225625 1000 500 0 - x -

1,4 0.00225625 1000 500 0 - x -

2,3 0.00225625 1500 1000 500 - x -

2,4 0.00225625 1500 1000 500 - x -

3,4 0.00225625 1500 1000 500 - x -

1,2,3 0.00011875 500 500 -500 - - x

1,2,4 0.00011875 500 500 -500 - - x

1,3,4 0.00011875 500 500 -500 - - x

2,3,4 0.00011875 1000 1000 0 - x -

1,2,3,4 0.00000625 0 0 -1000 - - x

Total = 0.985981 0.013656 0.000363

.
The system health, margin and risk probabilities as shown in Table 3.1 are 0.985981,
0.013656 and 0.000363 respectively. The LOHE can be calculated using Equation (3.1)
and is 122.80 h/yr.

The technique illustrated in Table 3.1 can be extended to recognize unit deratings in

addition to complete outages. Assume that in the above example, unit 1 and unit 2 can

also reside in the following derated states:

Unit 1: Capacity
OKW

500KW
l000KW

Probability
0.05
0.30
0.65

Unit 2: Capacity
OKW

300KW
500KW

Probability
0.05
0.15
0.80
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. The contingency enumeration approach including the derated states is illustrated in Table 3;2. In

the first column of the table, the derated units are denoted by italics and are underlined.

Table 3.2: Contingency Enumeration Array Including Derated Units

Units Probability Cap CLUS Reserve Probof Probof Probof
Out or In (KW) (KW) Health Margin Risk

12afJJ.e.d. (KW)
None 0.46930000 2500 1000 1500 x - -

1 0.21660000 2000 500 1000 x - -

2 0.08799375 2300 1000 1300 x - -

1.2 0.04061250 1800 500 800 x - -

1 0.03610000 1500 500 500 x - -

2 0.02933125 2000 1000 1000 x - -

3 0.02470000 2000 1000 1000 x - -

4 0.02470000 2000 1000 1000 x - -

L2 0.01353750 1500 500 500 x - . -

L3 0.01140000 1500 500 500 x - -

L4 0.01140000 1500 500 500 x - -

2,1 0.00676875 1300 500 300 - x -

2,3 0.00463125 1800 1000 800 - x -

2,4 0.00463125 1800 1000 800 - x -

L2,3 0.00213750 1300 500 300 - x -

1.2..4 0.00213750 1300 500 300 - x -

1,2 0.00225625 . 1000 500 0 - 'x -

1,3 0.00190000 1000 500 0 - x -

1,4 0.00190000 1000 500 0 - x -

2,3 0.00154375 1500 1000 500 - x -

2,4 0.00154375 1500 1000 500 - x -

3,4 0.00130000 1500 1000 500 - x -

L2,3 0.00071250 1000 500 0 - x -

L2,4 0.00071250 1000 500 0 - x -

L3,4 0.00060000 1000 500 0 - x -

2,1,3 0.00035625 800 500 -200 - - x

2,1,4 0.00035625 800 500 -200 - - x

2,3,4 0.00024375 1300 1000 300 - x -

1.2,3,4 0.00011250 800 500 -200 - - -

1,2,3 0.00011875 500 500 -500 - - x

1,2,4 0.00011875 500 500 -500 - - x

1,3,4 0.00010000 500 500 -500 - - x

2,3,4 0.00008125 1000 1000 0 - x -

L2,3,4 0.00003750 500 500 -500 - - x

2,1,3,4 0.00001875 300 300 -700 - - x

1,2,3,4 0.00000625 0 0 -1000 - - x

Total = 0.965675 0.033100 0.001225
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The system health, margin and risk probabilities as shown in Table 3.2 are 0.965675,
0.033100 and 0.001225 respectively. The LOHE is 300.69 b1yr.

The inclusion of load model representations is illustrated in the following example
considering a straight line load duration curve with a load factor of60%. The peak load
is the same as in the fixed load case, i.e. 1000 KW. Derated states are not considered to

simplify the example. Fig. 3.1 shows the load duration curve.
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Fig. 3.1: LDC for SystemX

1

The LDC is divided into a number steps of discrete load levels. It is necessary to have a

large number of discrete steps for reasonable accuracy. However, for the purpose of

illustrating the method, only 10 steps are taken in this example as shown in Fig. 3.2.
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Fig. 3.2: lO-Step Load Model

The method described earlier is now repeated for each discrete load level and by comparing the
. available reserve with the CLUS, it is determined whether the system remains in the healthy,
marginal or at risk state for each load level at each contingency. This is illustrated in Table 3.3.
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Table 3.3: Discrete Load Step Array

Discrete Load Levels (KW)
Units Probability Cap In CLUS 1000 920 840 760 680 600 520 440 360 280
Out (KW) (KW)
None 0.81450625 2500 1000 H H H H H H H H H H

1 0.04286875 1500 500 H H H H H H H H H H
2 0.04286875 2000 1000 H H H H H H H H H H
3 0.04286875 2000 1000 H H H H H H H H H H
4 0.04286875 2000 1000 H H H H H H H H H H

1,2 0.00225625 1000 500 M M M M M M M H H H

1,3 0.00225625 1000 500 M M M M M M M H H H

1,4 0.00225625 1000 500 M M M M M M M H H H
2,3 0.00225625 1500 1000 M M M M M M M H H H
2,4 0.00225625 1500 1000 M M M M M M M H H H
3,4 0.00225625 1500 1000 M M M M M M M H H H

1,2,3 0.00011875 500 500 R R R R R R R M M M

1,2,4 0.00011875 500 500 R R R R R R R M M M

1.3,4 0.00011875 500 500 R R R R R R R M M M
2,3,4 0.00011875 1000 1000 M M M M M M M M M M

1,2,3,4 0.00000625 0 0 R R R R R R R R R R

The individual health, margin and risk probabilities for each discrete load level are multiplied
by their duration probabilities. The summation of these products gives the system health, margin
and risk probabilities as illustrated in Table 3.4.

Table 3.4: Combining Step Probabilities for Total Result

Step time Probof C2*C3 Probof C2*C5 Probof C2*C7
Load (p.u.) Health Margin Risk

(KW)
1000 0.1 0.98598125 0.098598125 0.01365625 0.001365625 0.00036250 0.000036250
920 0.1 0.98598125 0.098598125 0.01365625 0.001365625 0.00036250 0.000036250
840 0.1 0.98598125 0.098598125 0.01365625

.

0.001365625 0.00036250 0.000036250
760 0.1 0.98598125 0.098598125 0.01365625 0.001365625 0.00036250 0.000036250
680 0.1 0.98598125 0.098598125 0.01365625 0.001365625 0.00036250 0.000036250
600 0.1 0.98598125 0.098598125 0.01365625 0:001365625 0.00036250 0.000036250
520 0.1 0.98598125 0.098598125 0.01365625 0.001365625 0.00036250 0.000036250
440 0.1 0.99951875 0.099951875 0.00047500 0.000047500 0.00000625 0.000000625
360 0.1 0.99951875 0.099951875 0.00047500 0.000047500 0.00000625 0.000000625
280 0.1 0.99951875 0.099951875 0.00047500 0.000047500 0.00000625· 0.000000625

Total: P(Health) = 0.990042 PCMar2in) = 0.009702 P(Risk) = 0.000256
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The system health, margin and risk probabilities as shown in Table 3.4 are 0.990042,
0.009702 and 0.000256 respectively. The LOBE is 87.23 hIyr.

If the load duration curve is divided into 100 discrete steps of 1% of the peak load level,
it will appear as in Fig 3.3. In this case, the probabilities of health, margin and risk are

0.990990,0.008779 and 0.000231 respectively. The LOBE is 78.93 hIyr
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Fig. 3.3: tOO-Step Load Model

3.3 Conditional Probability COPTMethod

This is a new method developed in this research work to overcome some of the

limitations of the existing contingency enumeration approach. In this method, the

probability of risk or LOLP is evaluated using the conventional loss of load method by
convolving the COPT with the load curve as described in Chapter 2. The probability of
health is then evaluated by a similar method in which several COPT are developed using
the conditional probabilities of the available states of the largest units and are convolved

with the load curve. The probability ofmargin is calculated by subtracting the sum of the

probabilities of health and risk from 1.0. The steps involved in the new approach are

shown in Fig. 3.4.

The new method is illustrated by repeating the previous examples using the new

approach. SystemX has four units with 5% FOR. Unit 1 is 1000 KW and units 2, 3, and
4 are 500 KW each. The load is constant at 1000 KW.
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Fig. 3.4: Steps involved in the NewMethod

Step 1: The evaluation of the LOLP is shown in Table 3.5.

Table 3.5: Calculating the LOLP by the CCOPl'Method

Capacity In Cumulative Probability
(KW)
2500 1.0
2000 0.18549370
1500 0.05688750
1000 0.00725000
SQQ OOOO�I\?�O

0 0.00000625
Probability ofRisk (LOLP) = 0.000363

Step 2: The evaluation of the Probability ofHealth, P(H) is shown in Table 3.6.

Table 3.6: Calculating the P(H) by the CPCOPl' Method

0+0

1000+ 1500
1000+ 1000
1000+500 0.999875
1000+0 1.0

The results shown in Table 3.6 are combined as follows;

P(H) = P(H)1 out
* P(l out) + P(H)1 in * P(1 in)

= 0.857375 * 0.05 + 0.99275 * 0.95 = 0.985981

Step 3: The Probability ofMargin, P(M) is calculated as follows:

P(M) = 1.0 - P(H) - LOLP

= 1.0 - 0.985981- 0.000363 = 0.013656
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The probabilities of health, margin and risk are 0.985981, 0.013656 and 0.000363

respectively. The LOHE is 122.80 h/yr. It can be seen that these results are identical to

those obtained using the basic contingency enumeration approach.

Assume that unit 1 and unit 2 can also reside in the derated states described earlier.

Table 3.7 and 3.8 show the required calculations.

Table 3.7: Calculating the LOLP by the CCOPf Method

Capacity In (KW) Cumulative Probability
2500 1.0
2300 0.53070000
2000 0.00270630
1800 0.14737500

1500 0.09750000
1300 0.02067500
1000 0.00938750

.8QQ Q.QQI22�00
500 0.00040000
300 0.00002500
0 0.00000625

Probability ofRisk (LOLP) = 0.001225

Table 3.8: Calculating the P(H) by the CPCOPfMethod

COPf CLUS=500KW CLUS=500KW CLUS = 1000 KW
CaP In (KW) Cum Prob x=OKW x=500KW x= l000KW
x+ 1500 0.722000 P(H)=0.722
x+ 1300 0.857375
x+ 1000 0.978500 P(H) = 0.9785 P(ID = 0.9785
x+800 0.992750
x+500 0.999500
x+300 0.999875
x+O 1.0

Given unit lout Given unit 1 derated Given unit 1 in

P(H) = P(H)1 out
* P(1 out} + P(H)1 derated

* P(1 derated} + P(H)1 in
* P(1 in}

= 0.722 * 0.05 + 0.9785 * 0.3 + 0.9785 * 0.65 = 0.965675

P(M} = 1.0 - P(H) - LOLP

= 1.0 - 0.965675 - 0.001225 = 0.033100
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The system health, margin and risk probabilities are 0.965675, 0.033100 and 0.001225

respectively. The LOBE is 300.69 blyr. It can be seen that these results are identical to

those obtainedusing the basic contingency enumeration approach.

Assume that the system has a straight line load duration curve with a load factor of 60%

as in Fig. 3.1. The peak load is the same, i.e. 1000 KW. The derated states are not

considered in this example.

Step 1: The first step is to evaluate the LOLP using the CCOPf method. The COPf is

convolved with the LDC as shown in Fig. 3.5. The p.u. duration of the total period, for
which an outage occurs at each capacity level, is calculated. The calculations involved

are illustrated in Table 3.9.

Insta1bi Capacity = 2500 KW

200

- - - - - - - - - - - -

-I.l)C
- - - - - - - - - - - - - - - - - - -

O+---------------------------------�

o 0.625

Tnre(p.u)

Fig. 3.5: Capacity and Load Conditions in the CCOPf Method

1

Table 3.9: Calculating the LOLP by the CCOPf Method

CapIn(KW) Individual Probability Outage Time (P.u.) C2*C3

2500 0.81450625 0 0

2000 0.12860625 0 0
1500 0.04963750 0 0

1000 0.00688750 0 0

500 0.00035625 ,0.625 0.000223
0 0.00000625 1 0.000006

LOLP= 0.000229
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Step 2: The second step is to 'evaluate the P(H) using the CPCOPT method. The COPT is

convolved with the LDC using the p.u. duration of the total period for which the

available reserve is equal to or greater than the CLUS at each capacity level. Fig. 3.6(a)
and Fig 3.6(b) illustrate the application given that the largest unit is out and the largest
unit is in respectively.
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Fig. 3.6(a): Capacity and Load Conditions Given that Unit 1 is out
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Fig. 3.6(b): Capacity and Load Conditions Given that Unit 1 is in

Fig. 3.6: Capacity and LoadConditions in the CPCOPT Method
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The calculations involved in evaluating the probability of health are illustrated in Table

3.10. The P(H) is first evaluated for each condition. The system probability of health is

determined by summing the products of each result and the corresponding conditional

probability.

Table 3.10: Calculating the P(H) Using the CPCOPI'Method

Gj!mUnit 1 Out Giv�D :unit lID.
x=OKW .

x= l000KW
CLUS=500KW CLUS = 1000 KW

Capacity In Individual Reserve � CLUS C2*C3 Reserve � CLUS C2*C5
(KW) Probability Time (p.u.) Time (D.U.)
x+ 1500 0.857375 1 0.857375 1 0.857375
x+l000 0.135375 0.375 0.050766 1 0.135375
x+500 0.007125 0 0 0.375 0.002672
x+O 0.000125 0 0 0 0

P(ID= 0.908141 P(H)= 0.995422

P(H) = P(H)1 out
* P(I out)+ P(H)1 in * P(I in)

= 0.908141 * 0.05 + 0.995422 * 0.95 = 0.991058

Step 3: The third step is to calculate the probability ofmargin:

P(M) = 1.0 - P(H) - LOLP
= 1.0 - 0.991058 - 0.000229 = 0.008713

The system health, margin and risk probabilities are 0.991058,0.008713 and 0.000229'

respectively. The LOBE is 78.33 bIyr

In order to further illustrate the CPCOPI' method, another example is presented of a

larger practical system with the following generation and load characteristics:

Unit 1 = 540 KW, 5% FOR Unit 2 = 270 KW, 5% FOR Unit 3 = 270 KW, 5% FOR
Unit 4 = 250 KW, 5% FOR Unit 5 = 250 KW, 5% FOR Unit 6 = 250 KW, 5% FOR

Peak Load = 1000 KW (The LDC for the system is shown in Fig. 3.7.)
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Tables 3.11 and 3.12 show the basic calculations.

Table 3.11: Calculating the LOLP by CCOPT Method

CapIn(KW) Individual Probability OutazeTime (I).u.) C2*C3
1830 0.73509190 0 0

1580 0.11606710 0 0

1560 0.07737809 0 0

1330 0.00610880 0 0

1310 0.01221759 0 0

1290 0.04072531 0 0

1080 0.00010717 0 0

1060 . 0.00064303 0 0

1040 0.00643031 0 0

1020 . 0.00407253 0 0

810 0.00001128 0.12666667 0.00000143

790 0.00033844 0.14 0.00004738

770 0.00064303 0.15333333 0.00009860

750 0.00010717 0.16666667 0.00001786

540 0.00000594 0.62666667 0.00000372

520 0.00003384 0.68 0.00002301

500 0.00001692 0.73333333 0.00001241

270 0.00000059 . 1 0.00000059

250 0.00000089 1 0.00000089

0 0.00000002 1 0.00000002

LOLP= 0.000206
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Tables 3.12: Calculating the P(H) by the CPCOPT Method

Given Unit 1 is Out:
Given Unit 2 is Out·•

'If. '�/7/C ai��D llDil J Out ai!� llDil J ID

�
x=OKW x=270KW

CLUS=250KW CLUS =270 KW

Cap In Individual Reserv�US C2*C3 Reserv�US C2*C5
(KW) Probability Time (o.u.) Time (o.u.)
x+750 0.857375 0.26666667 0.228633 0.83333333 0.714479
x+500 0.135375 0 0 0.26666667 0.036100
x+250 0.007125 0 0 0 0
x+O 0.000125 0 0 0 0

P(H)= 0.228633 P(H)= 0.750579

P(H) = 0.228633 * 0.05 + 0.750579 * 0.95 = 0.724482

Given Unit 2 is In: _, '." ?/(,
/
.. CLUS=270KW

Cap In Individual Reserv�US C2*C3
(KW) Probability Time (p.u.)

270+ 1020 0.81450625 1 v 0.814506
270+770 0.12860625 0.84666667 0.108887
270+750 0.04286875 0.83333333

.

0.035724
270+520 0.00676875 0.32 0.002166
270+500 0.00676875 0.26666667 0.001805
270+270 0.00011875 0 0
270+250 0.00035625 0 0

270+0 0.00000625 0 0

P{H)= 0.963088

('J

Giyen Unit 1 is In: "
r . .(, � ,

J CLUS =540 KW

P(H) = 0.724482 * 0.05 + 0.963088 * 0.95 = 0.951157

Probability of System Health = 0.951157 * 0.05 + 0.995961 * 0.95 = 0.993721

Cap In Individual Reserve�US C2"'C3
(KW) Probability Time (o.u.)

540+ 1290 0.7737809 1 0.773781
540+ 1040 0.1221759 1 0.122176
540+ 1020 0.08145063 1 0.081451
540+790 0.00643031 0.86 0.005530
540+770 0.01286062 0.84666667 0.010889
540+750 0.00214344 0.83333333 0.001785
540+540 0.00011281 0.37333333 0.000042
540+520 0.00067688 0.32 0.000217
540+500 0.00033844 0.26666667 0.000090
540+270 0.00001187 0 0
540+250 0.00001781 0 0
540+0 0.00000031 0 0

P(H)= 0.995961
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Probability ofMargin = 1.0 - 0.993721 - 0.000206 = 0.006073

The system health, margin and risk probabilities are 0.993721,0.006073 and 0.000206

respectively. The LOHE is 55.19 hIyr.

3.4. Advantages of the Conditional Probability COPT Method over the Basic

Contingency Enumeration Approach

The conditional probability COPI' (CPCOPT) method is very similar to the conventional
COPI' (CCOPT) method used for evaluating the risk index, LOLP. The fact that the

CCOPI' method is widely employed in practical adequacy assessment clearly indicates

its superiority over the basic contingency enumeration (CE) approach in evaluating
LOLP or LOLE. For similar reasons, the CPCOPI' method has distinct advantages over
the contingency enumeration approach in evaluating the system health indices.

The capacity outage probability table (COPT) required in the new method is built using
the same recursive technique (Equation 2.2) as that used in the CCOPT method and

therefore a compact program applicable to any general system can be easily developed.
The generation model also contains far less capacity levels compared to the CE approach
because all the different contingencies in the latter approach which result in the same

capacity level are grouped into one level in the new method. The previous examples
show that the generation model of System X has 20 different contingencies and 16 more

when derated units are considered using the CE approach. On the other hand, the COPT
used by the new method has only 6 levels for risk evaluation and 4 levels for health

evaluation and when the derated units are considered, only 5 more for risk and 3 more

for health evaluation. Due to these reasons, the new method requires less computation
time and memory space to build the generation model. Moreover, if a large number of

generating units exist in the system or generating units with multiple states are involved,
the CE approach becomes very cumbersome not only in terms of memory space and the

computation time required but also in terms of developing a general program applicable
to all system types.

In the CPCOPT method, the actual load duration curve is represented by a number of

line segments, whereas, in the CE approach, it is represented by a number of discrete

load levels. Therefore, a practical load duration curve is more accurately represented by
the new method with comparatively far less load points. The CE approach will require a
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load model with a very large number of discrete steps in order to represent the load

duration curve with the same accuracy. The new method is therefore very flexible in

terms of easily incorporating a load model of any shape.

Once the COPT is developed in the CPCOPT method, it is repeatedly convolved with

the load model to obtain the health indices. In the CE approach, all the different possible
contingencies in the generation model must be convolved with all the numerous discrete

load levels for the entire period. The load curve has to be divided into a large number of
discrete loads in order to obtain reasonable accuracy in the results. The convolution of

the generation model with the load model using the new method is much more efficient.

When a large number of units exist in a system, truncation of the generation model can

be used to reduce the computer space and time at some cost in accuracy. In the CE

approach, truncation is done by disregarding higher order contingencies. In the new

method, truncation of the COPT is done by neglecting outage levels that result in a

cumulative probability less than a practical value. A high order contingency does not

always guarantee a low probability of occurrence as some of the contingencies of higher
. order may still have a significant probability.

The effect of truncating the generation model is significant with respect to the risk

indices but has negligible effect on the calculation of the health indices. This is because

the probability of the system being still healthy, after a large number of units are on

outage, is insignificant. The new method exploits this fact to permit another type of

truncation that reduces the computation time tremendously and yet produces the health

indices with an accuracy much higher than that required for practical purposes. This
truncation is done by recognizingonly the few largest units in the system that may
become the CLUS for comparison with the capacity reserve in order to determine the

healthy states during the evaluation process. In health evaluation, when the largest unit
in the system fails, the second largest unit becomes the CLUS. When the largest unit
derates, the larger of the derated largest unit and the second largest unit becomes the

CLUS. For the third largest unit to become the CLUS, both the first and second largest
units in the system must be in the failed state. Similarly, for the fifth largest unit to be

recognized as the CLUS, the four largest units in the system must have failed and the

probability of the system then being healthywill be practically insignificant for virtually
all systems. The probability of so many units all larger than the operating units being on

outage simultaneously is very small. Truncating the generation model by recognizing
only a few of the largest units as the probable CLUS for health evaluation greatly

37



reduces the computation time without losing reasonable accuracy. The accuracy can be

increased as desired by recognizing more units as the probable CLUS but with

additional computation time.

The program SIPSREL identifies only the four largest units in the system for the purpose
of comparison with the available reserve to determine if a system resident state is

healthy. If more than four units, all larger than the remaining operating units, are out

simultaneously, then the capacity of the fourth unit is assumed to be the CLUS. Despite
this approximation, which saves considerable computer memory and computation time,
the results obtained are well above the desired accuracy for practical purposes. This can

be explained better with an example. Consider a system that has more than 5 units, each
with a 5% FOR. The probability of more than four units, all larger than the remaining
operating units, being on outage simultaneously is less than 0.055. At this stage, the

probability of the reserve exceeding the CLUS, is extremely small. Assume that there is
still a 10% chance of the system being healthy at this stage. A probability less than 0.055
* 0.1 = 0.()()()()()()()3125 will have been missed from the calculated probability of.system
health. It should not be perceived that the contingencies, for which more than four

largest units are on outage simultaneously, are totally disregarded. This is not the case.

All of these contingencies are considered in the COPT but the fourth largest unit is

always taken as the CLUS during these contingencies. If the fifth largest unit in the

system has the same size as the fourth largest unit, then a probability less than 0.056 *
0.1 = 1.5625E-9 will have been missed from the calculated probability of health. For

practical purposes, a probability of health index using four digits is more than

reasonable. If the system had 20 generating units, the CE approach must take into

account up to the tenth order of contingencies to achieve an equivalent accuracy (260338
* 0.0510 * 0.9510 + 167960 * 0.0511 * 0.959 + 125970 * 0.0512 * 0.958 + ... >

1.576E-8). This will result in 22012 = 524228 contingencies.

In a small isolated system with a few generating units and a practical load duration

curve, the health indices can easily be hand-Calculated using the CPCOPT method. This

is not the case with the CE approach.

3.5 Evaluation ofHealth Indices UsingMonte Carlo Simulation

The evaluation of the system health and margin indices using Monte Carlo. simulation is

quite similar to the evaluation of risk indices. The advantages and limitations of the
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Mes method have been described in the previous chapter. The main advantage of

employing MeS in health analysis is to create the distributions of the health indices

about their mean values. MCS also reveals additional information about the system
health which can be quantified in terms of frequency and duration indices. These indices
are developed in this thesis in a similar manner to the basic frequency and duration risk

indices used in generating capacity adequacy assessment. The new health indices are

introduced and described in this chapter.

The basic approach when applying MeS to health analysis is the same as that for risk

analysis. The power system is modeled by specifying a set of "events" where an event is

a random or deterministic occurrence that changes the "state" of the system [10]. All the

assumptions and system parameters specified for risk analysis in Section 2.7 are applied
here. The generation model required for health analysis and its superimposition on the

load model are presented to illustrate the evaluation methodology.

3.5.1 GenerationModel

It has been assumed in Section 2.7 that a generating unit can reside in either the up,

down or derated states. The resident times are calculated by Equations (2.12 - 2.14). The
state histories for all the individual units are generated on a time dependent basis and

combined to form an outage history of me total system capacity. The CLUS among the

operating units is identified at each change of state of the total system capacity and a

history of the total capacity less the corresponding CLUS is also generated on a time

dependent basis. The generation model, required for the MeS method, contains the

outage history of the total capacity accompanied by the history of the total capacity less
the corresponding CLUS at each capacity state. The generation model used for the

evaluation of the health. indices is shown in Fig. 3.8.:

3.5.2 Combining the Generation and Load Models

The generation model is combined with the load model to obtain the health indices. The

annual hourly load profile in which the load changes discretely every hour and is

constant throughout the hour is used as the load model. The total capacity of the system
available at every hour is superimposed on the load in that hour as shown in Fig. 3.9 in
order to evaluate the capacity reserves. Whenever the capacity reserve is greater than or
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equal to the corresponding CLUS, the state is healthy and the duration 't(H)i' for each of
these healthy states is calculated. On the other hand, whenever the capacity reserve is

less than the corresponding CLUS but greater than zero, the state is marginal and the

duration 't{M)j' for each of these marginal states is calculated. The total number of

healthy states, 'n(H)', and the total number ofmarginal states 'n(M)', are recorded in order

to calculate the health indices using Equations (3.2-3.5). The shaded area in Fig. 3.9 is

the unsupplied energy 'xi' for a duration 't(R)i' at an interruption 'i' and are calculated to

obtain the risk indices using Equations (2.15-2.21) as described in Section 2.7

>- ,_

l

� Capacity In
CLUS

(Cap In - CLUS)
,_ �

_ ... �

- �

--,
-
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...

-

Tum (roms)

Fig. 3.8: Generation Model for System Health Evaluation byMes

Equations (3.2 - 3.5) are used to calculate the basic health indices.

n(H)
Lt(H)i

Loss of health expectation, LORE = Year in brs - _,.i=__,I.....
N- (hIyr) (3.2)

where, N = total number of simulated years
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n(H)
Lt(H)i

Probability of health, P(H) = _�i="""",l__
N*Yearinhrs

n(M)
Lt(M)i

Probability ofmargin, P(M) = _...:.i=_,l...____
N*Yearinhrs

n(R)

Lt(R)i
Probability of risk, LOLP = _..::.i=_.l.____

N *Year inhrs

(3.3)

(3.4)

(3.5)

- Capacity In
- (Cap In - CLUS)
- Load

Tune (boUt'S)

Fig. 3.9: Combining GenerationModel and Load Model
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Equations (3.6 - 3.8) are used to calculate the additional frequency and duration health

indices. The frequency of margin in Equation (3.6) measures the expected number of

times the marginal states are encountered in a year. In other words, it is the number of

occurrences when the system is on the brink of failure. When the system risk is relatively



high (i.e. not far below the accepted criterion), it is very desirable that the frequency of

margin be relatively low. Using this index, the system planner can visualize the well

being of the system in terms of the number of times it is exposed to situations when the

reserve is inadequate from a deterministic perspective.

Frequency ofmargin, F(M) =
n(M)

(margin/yr)
N

(3.6)

The expected health duration given by Equation (3.7) measures the average duration of

the system in the healthy 'state. A higher expected health duration represents a more

comfortable system at the same probability of health as it implies that the system slips
away from the healthy state less often. This index provides additional system'
information to the basic probability of health.

n(H)

Lt(H)i
Expected health duration, EHDUR = ....;;i__=l (hrlhealthy state)

n(H)
(3.7)

The expected margin duration given by Equation (3.8) is the average duration of the system in a

marginal state. For the same probability of margin. the frequency of margin and the expected
margin duration are inversely related. As to which of the two indices should be considered for a

higher degree of system comfort is entirely dependent on the operating policies.

n(M)

Lt(M)i
Expected margin duration, EMDUR = .....

i
......=..:..l__ (hrl marginal state)
n(M)

(3.8)

3.6 Conclusion

System well-being analysis forms a bridge between the deterministic and probabilistic
methods and defines indices that may be useful in practical adequacy assessment of

SIPS. The probability of health, margin and risk are the basic system well-being indices.

LOHE and three other frequency and duration indices, frequency of margin, expected
health duration and expected margin duration are new indices introduced in this thesis.
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Previous work in this area has been done using the contingency enumeration approach.
A new analytical method known as the Conditional Probability COPT Method has been

developed in this research work which is very efficient with respect to computation time
and computer memory compared to the contingency enumeration approach. The new

method has also made it possible to easily hand-calculate the health indices for a small

systemwith a practical load curve.

The system well-being indices have also been evaluated using MCS methods in this

research work. The average values and the distributions of the basic health indices and

additional frequency and duration health indices can be easily estimated using the MCS

method.

The existing methods and the new techniques developed in this research have been

described and their methodologies illustrated in this chapter. The new techniques have

been used in the program SIPSREL to evaluate the health indices presented in the

subsequent case studies in this thesis.
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4. SIPSREL: A SOFfWARE PACKAGE FOR ADEQUACY ASSESSMENT

OF SMALL ISOLATED POWER SYSTEMS

4.1 Introduction

A software package named SIPSREL (Small Isolated Power System Reliability) has

been developed during the research work for this thesis. The program contains

probabilistic methods for adequacy studies on SIPS. The software can also be used for

generating capacity adequacy assessment of larger systems. It is a menu-driven software
.

package run on a PC with a minimum requirement of a 80286 microprocessor, 1 MB of

memory, aWindows compatible display andWindows 3.0 or later operating system.

SIPSREL is composed of several different programs using analytical techniques and

Monte Carlo simulation methods that can be activated very easily through graphical user

interfacing to perform a specific adequacy assessment task. The evaluation techniques
used in SIPSREL and the indices that can be evaluated are shown in Fig. 4.1.

Evaluation·Methods

.Analytical Monte Carlo Simulation

CCOPTMethod

•
CPCOPTMethod

•
PLCC for given health

P(H). LOBE

P(M)

LoadMod1fication
Approach

!
COPT Approach

LOLE.LOLP
LOEB. UPM, SM

EBS by a unit
PLCC for given risk.

Mean values and
distributions of
basic+F&D

Risk&Health Indices
rEAR

Fig. 4.1: Evaluation Methods used in SIPSREL
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4.2 AnalyticalMethods in SIPSREL

The basic approach in analytical methods for risk analysis or system well-being analysis
is to form a generation model and a load model and to convolve the two to obtain the

risk or health indices described in Chapters 2 and 3. The generation model for SIPSREL
requires the capacity, the FOR and the identification (lD) number of each unit in the

. system as the input data, arranged in the priority order. It can also incorporate generating
units that may reside in one or more derated states. This flexibility not only takes into

account unit deratings due to partial failure but also the first type of energy limitation

discussed in Chapter 2, in which the capacity outputs depend on the flow availabilities of

the substance that operates the prime mover such as a run-of-the-river hydro unit. The

different capacity states for each unit and their corresponding probabilities are the

required input data in this case. The load model may either be a fixed load to evaluate

annualized indices or a DPLVC or a LDC represented by any number of points joined by
line segments. The points of the load curve, the peak load and the total period under

study are the required data for the load model.

The load forecast uncertainty may be considered as desired in any evaluation using
SIPSREL. The LFU is represented by a discrete normal distribution as described in

Chapter 2. The discrete steps denoting the deviations from the mean peak load and their .

corresponding probabilities are the required input data.

Planned maintenance may be taken into account if required. SIPSREL assumes that only
one unit is out formaintenance at a time. This means that any number ofunits can be out

for maintenance during the total period but overlapping maintenance outages are not

allowed. The ID number of the unit on maintenance, the maintenance duration and the

peak load within that duration are the required. input data. Inclusion of planned
maintenance in well-being analysis is not available in SIPSREL.

Energy limitations for units with storage facilities, as described in Chapter 2, can be
considered if desired. The selection of this option by the userwill activate a program that

uses the load modification approach. When the effect of these types of energy limited
units are included in the evaluation, the available energy states and their cumulative

probabilities are additional data required in the generation model. SIPSREL does not

have this optionin the well-being analysis.
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The different evaluation tasks that can be performed by SIPSREL using analytical
techniques are listed below:

1. Evaluation of conventional probabilistic indices

.
i) Change in system risk with peak load

ii) Change in PLCC with system risk

2. Evaluation of expected energy supplied by each generating unit

3. Evaluation of system well-being indices

i) Change in well-being indices with peak load
ii) Change in PLCC with system health and risk

While performing any of the above evaluation tasks, the user can include the effects of

load forecast uncertainty, plannedmaintenance, energy limitations, annualized fixed load
or load curve shapes. The workbench in SIPSREL is shown in Fig. 4.2 from where the

user can make a selection for a specific evaluation task and choose options to include the
effects of one or more of those factors. SIPSREL shows the results not only in the

numerical tabular form but also in the form of a graphical display.

4.3 Application ofAnalytical Tools in SIPSREL

The analytical tools available in the software' SIPSREL can be used in a variety of

adequacy studies and can take into account different factors that effect the analysis. A
test system designated as System B is used as an example to illustrate all the different

types of evaluation that can be done using the analytical techniques within SIPSREL.

The generating facilities in System B are given in Table 4.1.

Table 4.1: Generating System ofTest System B

UnitID# Tvoe Size (KW) FOR(%) Loading Order
1 Hydro 750 2 1
2 Diesel 500 5 3

3 Diesel 250 4 4
4 Diesel 500 5 2

46



Fig. 4.2: Workbench in SIPSREL for Selecting an Evaluation Task

Unit #1 is a run-of-the-river hydro unit and its capacity output is dictated by the flow of

the river. The output capacities and their corresponding probabilities of this energy

limited unit are given in Table 4.2.

Table 4.2: Probable Output States of the Run-of-the-riverHydro Unit

0.020

0.480

Individual Probabili

0.192

0.308

Unit #2 can also reside in a derated state as shown in Table 4.3.

47



Table 4.3: Resident States ofUnit #2

0.05
0.30

Individual Probabili

0.65

The load model for System B can be represented by either a load duration curve (LDC)
as given in Table 4.4 or a daily peak load variation curve (DPLVC) as shown in Table

4.5. Both the load curves are illustrated in Fig. 4.2a. The peak load for the system is

1000KW.

Table 4.4: LDC for System B

p.u. Period 0.0000 0.0064 0.0187 0.0513 0.1193 0.2979 0.7876 0.9539 1.0000
p.u, PL 1.0000 0.8506 0.8046 0.7471 0.6897 0.5977 0.425� 0.3333 0.2069

Table 4.5: DPLVC for System B

p.u. Period 0.0000 0.0064 0.0187 0.0513 0.1193 0.2979 0.7876 0.9539 1.0000
l).u.PL 1.0000 0.8510 0.8060 0.7500 0.6940 0.6030 0.4300 0.3400 0.2200

1

3
0.8

'8 0.6
AO
::; 0.4
c:i.

0.2

0

0

• DPLVC

----LDC

0.2 0.4 0.6 0.8 1

p.u. Total Period

Fig. 4.2a: LDC andDPLVC for System B

A 6% annual increase in the yearly peak load has been predicted for System B. The

forecast peak loads are given in Table 4.6.
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Table 4.6: Annual Peak Load Forecast for System B

Year 1 2 3 4 5 6 7 8 9 10
PL(KW) 1060 1124 1191 1262 1338 1419 1504 1594 1689 1791

The load forecast uncertainty data used in the example is given in Table 4.7. The

generating unit planned maintenance data for the year under study is shown in Table 4.8.

Table 4.7: Load Forecast Uncertainty Data.for System B

Deviation FromMean Peak Load (%) Probability
-9 0.006
-6 0.061

-3 0.242
0 0.382
+3 0.242
+6 0.061
+9 0.006

Table 4.8: Unit Maintenance Data for System B

UnitlD# Maintenance Duration (hrs) PL DuringMaintenance (p.u, of System PL)
2 120 0.85
3 48 0.92
4 72 0.76

4.3.1 Analytical Tools Employing the COPT Approach

The analytical tools in SIPSREL employ either the COPT approach or the load

modification approach as illustrated in Fig. 4.1. The default setting is the COPT

approach. The COPT is truncated for capacity outage states having cumulative

probabilities less than lE-08. The evaluations relating to system risk and production
costs are done using the CCOPT method, whereas, evaluations of system health are done

using the CPCOPT method. Whenever the CCOPT or CPCOPT methods are used by
SIPSREL, the capacity outage probability table can also be viewed by the user as shown

in Table 4.9.
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Table 4.9: Capacity Outage Probability Table for System B

Cumulative Probability
1.00000000
0.81741760
0.44099720
0.15683000
0.03994360
0.00767120
0.00105720
0.00008120
0.00000200

Capacity Out <KWl
o
250
500
750
1000
1250
1500
1750
2000

Evaluation ofConyentional Risk Indices

The LOLE, LOBE, UPM or SM can be calculated by SIPSREL for different peak loads

using the LDC as the load model. The output from SIPSREL displays a table with values

of the four indices at the different peak loads. A graph of each of these four indices can

also be displayed by clicking them from a list box.

The risk indices for the forecast peak loads given in Table 4.6 are shown as obtained

from SIPSREL, in Table 4.10 and Fig. 4.3 - 4.6.

Table 4.10: Risk Indices atDifferent Peak Loads (Table from SIPSREL)

PL LOLE LOEB UPM SM

(MW) (hIpd) (MWhIpd)
1.000 8.4971 0.971 208.625 58.250
1.060 12.6836 1.408 285.510 79.717
1.124 17.7388 2.076 396.985 110.842
1.191 23.8257 3.024 545.702 152.365
1.262 33.3755 4.398 748.902 209.101
1.338 48.9606 6.603 1060.484 296.097
1.419 71.1339 10.039 1520.234 424.464
1.504 101.9392 15.044 2149.500 600.161
1.594 152.3477 23.026 3104.146 866.708
1.689 213.2440 35.195 4477.904 1250.274
1.791 311.2094 53.792 6454.233 1802.084
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Fig. 4.3: LOLE at Different Peak Loads (Graphfrom SIPsREL)
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Fig. 4.4: LOEB at Different Peak Loads (Graph from SIPSREL)
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Fig. 4.5: UPM at Different Peak Loads (Graph from SIPSREL)
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Fig. 4.6: SM at Different Peak Loads (Graph from SIPsREL)
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Table 4.11 shows the results when the load forecast uncertainty given in Table 4.7 is

taken into account. Graphical results similar to Fig. 4.3 - 4.6 can also be obtained from

SIPSREL if desired.

Table 4.11: Risk Indices at Different Peak Loads with LFU (Table from SIPSREL)

PL LOLE LOEB UPM SM

(MW) (hIpd) (MWhIpd)
1.000 8.8599 0.989 211.561· 59.070
1.060 12.7373 1.435 289.426 80.810
1.124 17.7627 2.111 401.521 112.109
1.191 24.2181 3.078 552.348 154.221
1.262 34.3272 4.503 762.548 212.911
1.338 50.1547 6.751 1077.929 300.968
1.419 71.8659 10.225 1539.518 429.848
1.504 103.9645 15.421 2190.329 611.561.
1.594 152.8935 23.560 3156.774 881.402
1.689 218.1604 35.967 4548.551 1270.000
1.791 317.9407 55.068 6567.292 1833.652

The results obtained, when the planned maintenance given in Table 4.8 is taken into

account, are shown in Table 4.12. Graphical results similar to Fig. 4.3 - 4.6 can also be

obtairied from SIPSREL.

Table 4.12: Risk Indices Considering PlannedMaintenance (Table from SIPSREL)

PL LOLE LOEB UPM SM

(MW) (bIpd) (MWhIpd)
1.000 9.4260 1.069 235.055 65.630
1.060 13.8317 1.538 318.638 88.967
1.124 19.1854 2.248 438.445 122.41S
1.191 25.6852 3.251 597.727 166.891
1.262 ·35.8259 4.703 815.230 227.620
1.338 52.0801 7.012 1145.009 319.698
1.419 75.1423 10.588 1628.275 454.630
1.504 107.2089 15.786 2288.452 638.958
1.594 158.9520 24.023 3282.426 916.485
1.689 221.8991 36.534 4706.637 1314.139
1.791 322.3840 55.597 6748.837 1884.341
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The results when both LFU and planned maintenance of the generating units are

considered in the evaluation, are shown in Table 4.13 and Fig. 4.7 - 4.10.

Table 4.13: Risk Indices with LFU & Planned Maintenance (Table from SIPSREL)

PL LOLE LOEB UPM SM

(MW) (hIpd) (MWhIpd)
1.000 9.7861 1.089 238.131 . 66.488
1.060". 13�89O()., . h567· 3�2.719 90.106
1.124 19.2183 2.285 443.246 123.759
1.191 26.1032 3.307 604.821 168.872
1.262 36.7753 4.811 829.247 231.534
1.338 53.2837 7.164 1163.016 324.725
1.419 75.9090 10.781 1648.424 460.256
1.504 109.2174 16.170 2330.223 . 650.621
1.594 159.6088 24.567 3336.312 931.531
1.689 226.8492 37.319 4778.784 1334.283
1.791 329.0634 56.886 6863.504 1916.357

LOLE
h/pd

1

1

1

l�--�--�------�
0.0

Fig. 4.7: LOLE with LFU & PlannedMaintenance (Graph from SIPSREL)
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Fig. 4.8: LOBE with LFU & PlannedMaintenance (Graph from SIPSREL)

UPM
1

lOO���--�--�--�
0.0 0.5 1.0 1.5 2.0

PeakLoadMW

Fig. 4.9: UPM with LFU & PlannedMaintenance (Graph from SIPSREL)
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Fig. 4.10: SM with LFU & Planned Maintenance (Graph from SIPSREL)

The LOLE can also be calculated at different peak loads using the DPLVC in the load

model. The LOLE for the forecast peak loads given in Table 4.6 are shown as obtained

from SIPSREL, in Table 4.14 and Fig. 4.11.

Table 4.14: LOLE UsingDPLVC (Table from SIPSREL)

.

PL(MW) LOLE(dIpd)
1.000 0.3631

.

1.060 0.5449
1.124 0.7657
1.191 1.0215
1.262 1.4421
1.338 2.1188
1.419 3.0595
1.504 4.3975
1.594 6.5458
1.689 9.2554
1.791 13.3942
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The LOLE for System B can also be calculated as in the above cases to include the effect

of load forecast uncertainty or planned maintenance using the DPLVC. The results

including both factors are shown in Table 4.15 and Fig. 4.12.

Table 4.15: LOLE Using DPLVC Including LFU & Maintenance (Table from SIPSREL)

PL(MW) LOLE(dIpd)
1.000 0.4197
1.060 0.5985
1.124 0.8284
1.191 1.1204
1.262 1.5829
1.338 2.2986
1.419 3.2733
1.504 4.7069
1.594 6.8612
1.689 9.7945
1.791 14.1989

The annualized LOLE can also be calculated by SIPSREL using only the annual peak
loads in the load model. It may be calculated with or without considering LFU. The

effect of planned maintenance cannot be incorporated when evaluating the LOLE at a

fixed load throughout the year. The results obtained with LFU taken into consideration

are shown in Table 4.16 and Fig. 4.13.

Table 4.16: Annualized LOLE Including LFU (Table from SIPSREL)

PL(MW) Annualized LOLE(dIyr)
1.000 6.4398
1.060 13.7902
1.124 14.5794
1.191 17.4379
1.262 44.0599
1.338 56.9870
1.419 64.1923
1.504 128.9142
1.594 154.0147
1.689 170.1693
1.791 255.9028

57



LOLE
d/pcl

1

1

0.1..___-4----4---+----I
·0.0 0.5 1.0 1.5

PeakLoadMW

Fig. 4.11: LOLEUsing DPLVC (Graph from SIPSREL)
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Fig. 4.12: LOLE Using DPLVC Including LFU & Maintenance (Graph from SIPSREL)
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Fig. 4.13: Annualized LOLE Including LFU (Graph from SIPSREL)

Evaluation offLCC for Different Risk Criteria

The peak load carrying capabilities for selected LOLE, LOEB, UPM or SM criteria can

be obtained from SIPSREL using the LDC in the load model. The fLeC of System B for

LOLE of 10, 20, 30, 40 and 50 h/yr are shown in Table 4.17 and Fig. 4.14.

Table 4.17: PLCC at Different LOLE Criteria (Table from SIPSREL)

LOLE(hlpd) PLCC(MW)
10.0000 1.022
20.0000 1.151
30.0000 1.245
40.0000 1.293
50.0000 1.342

The fLCC of System B for LOEE of 1.5, 3.0, 4.5, 6.0 and 7.5 MWh/yr are shown in

Table 4.18 and Fig. 4.15.
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Fig. 4.14: PLCC forDifferent LOLE Criteria (Graph from SIPSREL)
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Fig. 4.15: PLCC for Different LOLE Criteria (Graph from SIPSREL)
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Table 4.18: PLCC for Different LOEB Criteria (Table from SIPSREL)

LOEE(MWhIpd) PLCC(MW)
1.5000 0.161

Cl3.0000 0.305
4.5000 0.349

•

6.0000 0.370
7.5000 0.386

The PLCC ofSystem B for UPM of 100, 200, 300,400 and 500 are shown in Table 4.19

and Fig. 4.16

Table 4.19: PLCC for Different UPM Criteria (Table from SIPSREL)

UPM PLCC(MW)
100.0000 0.856
200.0000 0.991
300.0000 1.069
400.0000 1.125
500.0000 1.172

1.

1.

Peak
Load
MW

o.

O.O�----t-----t--_-�----f
o 1

.Fig. 4.16: PLCC for Different UPM Criteria (Graph from SIPSREL)
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The PLCC of System B for SM of 50, 100, 150,200 and 250 are shown in Table 4.20

and Fig. 4.17.

Table 4.20: PLCC forDifferent SM Criteria (Table from SIPSREL)

1.

1.

Peak
.

Load
MW

O.

SM PLCC(MW)
50.0000 0.970
100.0000 1.104
150.0000 1.187
200.0000 1.252
250.0000 1.301

O.O._____..---+----+--+----I
o

Fig. 4.17: PLCC for Different SM Criteria (Graph from SIPSREL)

The effect of LFU or planned maintenance or both can be incorporated while calculating
the PLCC. for selected different LOLE, LOEB, UPM or SM risk criteria. The output
tables obtained from SIPSREL for each of these evaluations are grouped together in
Tables 4.21 - 4.24. Graphical results similar to Fig. 4.14 - 4.17 can also be displayed in
SIPSREL.
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Table 4.21: PLCC for Different LOLE with LFU and Maintenance Considerations

Risk Criterion PLCC(MW)
LOLE LFU Maintenance LFU &Maint.
(bIyr) . Considered Considered Considered
10 1.019 1.009 1.004

20 1.149 1.133 1.132
30 1.236 1.226 1.221
40 1.292 1.281 1.279
50 1.337 1.328 1.324

Table 4.22: PLCC for Different LOEB with LFU and Maintenance Considerations

/)
I. ;

!
".

RiskCriterion PLCC(MW)
LOEB LFU Maintenance LFU &Maint.

(MWh/yr) Considered Considered Considered
1.5 0.161 0.111 0.111

3.0 0.303
.

0.221 0.221
4.5 0.348 0.313 0.312
6.0 0.369 0.349 0.348
7.5 0.385 0.369 0.368

Table 4.23: PLCC for Different UPM with LFU andMaintenance Considerations

Risk Criterion PLCC(MW)
UPM LFU Maintenance LFU &Maint.

Considered Considered Considered
100 0.855 0.831 0.830
200 0.989 0.967 0.965
300 1.067 1.048 1.046
400 . 1.123 1.105 1.103
500 1.169 1.151 1.149

Table 4.24: PLCC for Different SM with LFU andMaintenance Considerations

Risk Criterion PLCC(MW)
SM LFU Maintenance LFU &Maint.

Considered Considered Considered
50 0.967 0.945 0.943
100 1.101 1.083 1.081
150 1.185 1.167 1.165
200 1.248 1.232 1.229
250 1.297 1.283 1.279
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The PLCC of a system for different LOLE criteria in dlyr can also be calculated using
the DPLVC in the load model. The PLCC of System B for LOLE of 1.0, 1.5, 2.0, 2.5 and

3.0 dlyr are shown in Table 4.25 and Fig. 4.18.

Table 4.25: PLCC forDifferent LOLB using the DPLVC (Table from SIPSREL)

LOLE(dIpd) PLCC(MW)
1.0000 1.187

1.5000 1.268
2.0000 1.326
2.5000 1.370
3.0000 1.413

1.

1.

Peak
Load
MW

o.

0.0 '------+---I-----+--___,I-----+-----I
0.0

Fig. 4.18: PLCC forDifferent LOLE using the DPLVC (Graph from SIPSREL)

The effect of LFU or planned maintenance or both can be incorporated while calculating
the PLCC at different LOLE criteria using the DPLVC as the load model. The output
tables obtained from SIPSREL for each of these evaluations are grouped together in
Table 4.26. Graphical results similar to Fig. 4.14 - 4.17 are also displayed by SIPSREL.
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Table 4.26: PLCC Using DPLVC and Considering LFU andMaintenance

Risk Criterion PLCC{MW)
LOLE LFU Maintenance LFU &Maint.
(dIvr) Considered Considered Considered
1.0 1.183 1.171 1.166
1.5 1.265 1.257 1.252
2.0 1.321 1.311 1.308
2.5 1.369 1.358 1.356
3.0 1.411 1.399 1.398

The PLCC of a system for different annualized LOLE criteria can also be calculated by
SJPSREL. It may be calculated with or without considering LFU. The effect of planned
maintenance cannot be incorporated when a fixed load is assumed throughout the year.

The results obtained considering LFU are shown in Table 4.27 and Fig. 4.19�

Table 4.27: PLCC for AnnUalized LOLE with LFU (Table from SJPSREL)

LOLE(dlpd) PLCC(MW)
1.0000 0.728
1.5000 0.750
2.0000 0.750
2.5000 0.773
3.0000 0.943

Eyaluation of the Expected EneW' Sywlied by Each Unit

Table 4.28 and Fig. 4.20 show the results when SIPSREL is applied to System B to

evaluate the expected energy supplied by each unit. Table 4.29 and Fig. 4.21 show the

results when the load forecast uncertainty given in Table 4.7 is included.

Table 4.28: Expected Energy Supplied by Each Unit in SystemB (Table from SIPSREL)

Loading Order UnitlD# EES(MWh)
1 1 3785.416
2 4 808.386
3 2 53.319
4 3 5.402
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Peak
O.

Load
MW

O.

O.

0.0 '---+--1----+--1----1-----1
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Fig. 4.19: PLCC for Annualized LOLE with LFU (Graph from SIPSREL)
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3000

Energy

MWh2000

1 34 2

Generating unit rot

Fig. 4.20: Expected Energy Supplied by EachUnit in System B (Graph from SIPSREL)
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Table 4.29: EES by Each Unitwith LFU Considered (Table from SIPSREL)

Loading Order UnitID# EES(MWh)
1 1 3783.345
2 4 809.903
3 2 53.790
4 3 5.467

3000

4000

Energy
MWh

2000

1 4 2 3

Generating unit ID.

Fig. 4.21: EES by Each Unitwith LFU Considered (Graph from SIPSREL)

The results obtained, when the planned maintenance given Table 4.8 is included, are
shown in Table 4.30 and Fig. 4.22.The results when both LFU and planned maintenance
of the generating units are considered are shown in Table 4.31 and Fig. 4.23

Table 4.30: EES by Each Unit Considering PlannedMaintenance (Table from SIPSREL)

Loading Order UnitID# EES(MWh)
1 1 3774.417
2 4 796.513
3 2 54.866
4 3 5.848
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Fig 4.22: EES by Each Unit Considering Planned Maintenance (Graph from SIPSREL)
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Fig. 4.23: EES by Each Unit Considering LFU and Planned Maintenance
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Table 4.31: EES by Each Unit Considering LFU and Planned Maintenance

Loading Order UnitID# EES(MWh)
1 1 3772.359
2 4 798.017
3 2 55.335

.

4 3 5.915

Evaluation of SystemWell-bein� Indices

The probability of health P(H), probability ofmargin P(M), probability of risk LOLP and

loss of health expectation LOHE can be calculated using SIPSREL for different peak
loads using either a LDC, DPLVC or a fixed load as the load model. When the user

selects one output file from the 'Output File List', SIPSREL will display a table with the

values ofP(H), P(M) and LOLP at the different peak loads. When the other ouput file is

selected, a table with the values of LOHE and LOLE is obtained. A graph for each of
these indices can also be displayed by clicking them from a list box.

The well-being indices for the forecast peak loads given in Table 4.6 using the LDC are

shown, as obtained from SIPSREL, in Table 4.32 and Fig. 4.24 - 4.27.

Table 4.32:Well-being Indices atDifferent PL (Tables from SIPSREL)

PL(MW) Health Margin. Risk
1.000 0.6620 0.3370 0.0010
1.060 0.6532 0.3453 0.0014
1.124 0.6428 0.3552 0.0020
1.191 0.6312 0.3660 0.0027
1.262 0.6175 0.3787 0.0038
1.338 0.5982 0.3963 0.0056
1.419 0.5731 0.4188 0.0081

1.504 0.5437 0.4447 0.0116
1.594 0.5105 0.4721 0.0174
1.689 0.4746 0.5010 0.0243
1.791 0.4283 0.5361 0.0355

PL(MW) LOLE (hJpd) LORE (hJpd)
1.000 8.4971

. 2960.5840
1.060 12.6836 3037.6360
1.124 17.7388 3128.9980
1.191 23.8257 3230.2590
1.262 33.3755 3350.8930
1.338 48.9606 3520.1320
1.419 71.1339 3739.4840
1.504 101.9392 3997.4240
1.594 152.3477 4288.1520
1.689 213.2440 4602.2380
1.791 311.2094 5007.7120

-
•

.

r� c, 7-
.�

.l
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Fig. 4.24: P(H) forDifferent Peak Loads (Graph from SIPsREL)
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Fig. 4.25: P(M) for Different Peak Loads (Graph from SIPsREL)
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Fig. 4.26: LOLP for Different Peak Loads (Graph from SIPsREL)
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Fig. 4.27: LOHE for Different Peak Loads (Graph from SIPsREL)
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Table 4.33 shows the results when the load forecast uncertainty given in Table 4.7 is

included. Graphical results similar to Fig. 4.24 - 4.27 can also be obtained from

SIPSREL.

Table 4.33:Well-being Indices for Different PLwith LFU (Table from SIPSREL)

PL(MW) Health Margin Risk
1.000 0.6615 0.3375 0.0010
1.060 0.6532 0.3454 0.0015

_. �. 1.124 0.6428 0.3551 0.0020
1.191 0.6312 0.3661 0.0027

- 1.262 0.6.169 0.3793 ;>.0039
.--'

1.338 0.5974 0.3969 0.0057
. 1.419 o.�I3.1 0.4188 0.0081

- _, 1.504 0.5439 0.4444 0.0117
F .� 1.594 0.5106 0.4720 0.0114

1.689 0��7.� 0.5016 O.�
� / 1.791 0.4283 0.5360 0.0357

.... 1,'/ Wi3

PL(MW) LOLE (hlpd) LOHE (hIpd)
1.000 8.8599 2965.2980

. 1.060 12.7373 3038.3900
1.124 17.7627 3128.7250
1.191 24.2181 3231.7490
1.262 34.3272 3358.3240
1.338 50.1547 3528.9230
1.419 71.8659 3742.4500
1.504 103.9645 3996.6400
1.594 152.8935 4287.3250
1.689 218.1604 4615.9710
1.791 317.9407 5008.5070

The well-being indices can also be evaluated by SIPSREL using the DPLVC as the load

model. The results obtained are shown in Table 4.34 and Fig. 4.28 - 4.31.

Table 4.34: Well-being Indices using aDPLVC (Table from SIPSREL)

PL(MW) Health Margin Risk
1.000 0.6614 0.3377 0.0010
1.060 0.6522 0.3463 0.0015
1.124 0.6413 0.3566 0.0021
1.191 0.6298 0.3674 0.0028
1.262 0.6152 0.3808 0.0040
1.338 0�5953 0.3989 0.0058
·1.419 0.5699 0.4217 0.0084
1.504 0.5397 0.4483 0.0120
1.594 0.5060 0.4760 0.0179
1.689 0.4681 0.5065 0.0254
1.791 0.4220 0.5413 0.0367

PL(MW) LOLE (d1pd) LOHE (d1pd)
1.000 0.3631 123.6065
1.060 0.5449 126.9387
1.124 0.7657 130.9151
1.191 1.0215 135.1187
1.262 1.4421 140.4462
1.338 2.1188 147.7155
1.419 3.0595 156.9886
1.504 4.3975 168.0269
1.594 6.5458 180.3024
1.689 9.2554 194.1392
1.791 13.3942 210.9518
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Fig. 4.28: P(H) using a DPLVC (Graph from SIPSREL)
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Fig. 4.29: P(M) using a DPLVC (Graph from SIPSREL)
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Fig. 4.30: LOLP using aDPLVC (Graph from SIPsRBL)
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Fig. 4.31: LOHE using aDPLVC (Graph from SIPSREL)
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The annualized well-being indices can also be calculated using SIPSREL considering
only the annual peak load as the load model. It may be calculated with or without

considering LFU. The results obtained without taking LFU into consideration are shown

in Table 4.35 and Fig. 4.32 - 4.35.

Table 4.35: AnnualizedWell-being Indices (Table from SIPSREL)

PL(MW) Health Margin Risk
1.000 0.5415 0.4508 OJYJ77
1.060 0.2845 0.6755 0.0399
1.124 0.2845 0.6755 0.0399
1.191 0.2845 0.6755 0.0399
1.262 0.0000 0.8432 0.1568
1.338 0.0000 0.8432 0.1568
1.419 0.0000 0.8432 0.1568
1.504 0.0000 0.5590 0.4410
1.594 0.0000 0.5590 0.4410
1.689 0.0000 0.5590 0.4410
1.791 0.0000 0.1826 0.8174

o.

o.

o.

Health
O.

o.

0.1

PL(MW) LOLE (d1yr) LOHE (dIyr)
1.000 2.8000 167.3358 .

1.060 14.5794 261.1414
1.124 14.5794 261.1414
1.191 14.5794 .261.1414
1.262 57.2430 365.0000
1.338 57.2430 365.0000
1.419 57.2430 365.0000
1.504 160.9640 365.0000
1.594 160.9640 365.0000
1.689 160.9640 365.0000
1.791 298.3574 . 365.0000

C1JLe.I.9� 5

LJO f ef..Q� e 1-

PeakLoadMW

Fig 4.32: Annualized P(H) (Table from SIPSREL)
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Fig 4.33: Annualized P(M) (Table from SIPSREL)
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Fig 4.34: Annualized LOLP (Table from SIPSREL)
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1
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Fig 4.35: Annualized LOHE (Table from SIPSREL)

The effect of planned maintenance in system well-being analysis has not been

incorporated in the SIPSREL software.

Evaluation ofPLCC at DifferentHealth Criteria

The peak load carrying capabilities for selected P(H) and LOLP criteria can be obtained

from SIPSREL using either a LDC, DPLVC or a fixed load as the load model. The

PLCC of System B for P(H) of 0.55. 0.60 and 0.65, using the .LDC, are shown in Table

4.36 and Fig. 4.36. The PLCC of System B for LOLP of 0.001, 0.002 and 0.003 are

shown in Table 4.37 and Fig. 4.37

Table 4.36: PLCC of System B for Different Health Criteria (Table from SIPSREL)

PLCC(MW)
1.487
1.330
1.083

Health
0.5500
0.6000 .

0.6500
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Fig. 4.36: PLCC of System B for Different Health Criteria (Graph from SIPSREL)

LOLP

.Fig. 4.37: PLCC of System B for Different LOLPCriteria (Graph from SIPsREL)
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Table 4.37: PLCC of System B for Different LOLP Criteria (Table from SIPSREL)

LOLP
0.0010
0.0020
0.0030

PLCC(MW)
1.005
1.121

1.212

The effects of LFU can be considered while calculating the PLeC for different health or

LOLP criteria. The results obtained from SIPSREL for the PLeC of System B, with

LFU, for different health and LOLP criteria are shown in Tables 4.38 and 4.39

respectively.

Table 4.38: PLCC with LFU
for P(H) Criteria

Table 4.39: PLCC with LFU
for P(H) Criteria

Health
0.5500
0.6000
0.6500

PLCC(MW)
1.486
1.327
1.080

LOLP
0.0010
0.0020
0.0030

PLCC(MW)
1.004
1.121
1.212

The peak: load carrying capabilities. for selected P(H) and LOLP criteria can also be

obtained using the DPLVC in a similar manner. The PLeC for annualized health criteria

or annualized LOLP criteria can also be calculated assuming a constant load throughout
the year. In all of these evaluations the LFU can be included or omitted as desired. As in

the previously illustrated cases, the results of these evaluations can be displayed in both

tabular and graphical forms.

4.3.1 Analytical Tools Employing the LoadModification Approach

The programs for the load modification approach must be enabled when the effect of

generating unit energy limitations are to be considered.. This is done by clicking at the

option 'energy limitation' in Fig. 4.2. The LDC must always be used as the load model.

This option is not available in well-being analysis.
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Assume that Unit #1 in System B is not a run-of-the-river unit but a hydro unit with

partial storage facilities. The probabilities of available capacity states and energy levels

are given in Table 4.40 and Table 4.41 respectively.

Table 4.40: Available Capacity Levels
forUnit #1

Table 4.41: Available Energy Levels
for Unit #1

o 0.020

250 0.192

Available
Ener

1000

Cumulative
Probabili

.

500 1.0

Output Capacity Individual
Probabili

.0.8
500 0.480 1500 0.6
750 0.308 2000 0.4

The available capacity and energy data in Table 4.40 and Table 4.41 are used for Unit #1

in System B in the following examples.

Eyaluation ofConventional Risk Indices

The LOLE, LOEE, UPM or SM can be calculated by SIPSREL for different peak loads

considering the energy limitations for the unit with partial storage. The risk indices for
the forecast peak loads given in Table 4.6 are shown as obtained from SJPSREL in Table

4.42 and Fig. 4.38 - 4.41.

Table 4.42: Risk Indices at Different PL (Table from SIPSREL)

PL LOLE LOEB UPM SM

(MW) (hIpd) (MWbIpd)
1.000 47.4110 4;203 903.298 252.210
1.060 52.7997 5.975 1211.283 338.202
1.124 58.6494 8.075 . 1543.728 431.024
1.191 87.6105 11.353 2048.448 571.947
1.262 97.1747 15.186 2585.892 722.006
1.338 135.1074 20.905 3357.529 937.455
1.419 273.1968 30.968 4689.771 1309.429
1.504 310.1782 45.655 6523.204 1821.342
1.594 450.1165 66.275 8934.793 2494�681
1.689 515.1799 94.030 11963.490 3340.322
1.791 903.6987 139.717 16763.900 4680.642
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Fig. 4.38: LOLE forDifferent PL (Graph from SIPsREL)
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Fig. 4.39: LOBE forDifferent PL (Graph from SIPSREL)
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Fig. 4.40: UPM for Different PL (Graph from SIPSREL)
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Fig. 4.41: SM for Different PL (Graph from SIPSREL)
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The effect of LFU or planned maintenance or both can also be incorporated in the

evaluation when energy limitations .due to partial storage are considered. The output
tables showing the results from SIPSREL are shown in Table 4.43 - 4.45. Graphical
results similar to Fig. 4.38 - 4.41 can also be produced by the program.

Table 4.43: Risk Indices Considering LFU (Table from SIPSREL)

PL LOLE LOBE UPM SM
(MW) (bIpd) (MWbIpd)
1.000 46.6303 4.247 907.929 253.503
1.060 52.8340 6.006 1212.146 338.443
1.124 65.4561 8.269 1573.884 439.444
1.191 86.4590 11.413 2050.548 572.533
1.262 105.5350 15.466 2622.670 732.275
1.338 158.2941 21.454 3429.130 957.446
1.419 255.6014 31.533 4748.598 1325.854
1.504 337.8442 46.237 6572.181 1835.017
1.594 431.0376 66.991 8984.743 2508.627
1.689 603.9651 95.918 12142.040 3390.177

1.791 860.9133 141.941 16933.680 4728.047

Table 4.44: Risk Indices Considering Planned Maintenance (Table from SIPSREL)

PL LOLE LOBE UPM SM

(MW) (bIpd) (MWhIpd)
1.000 47.2738 4.046 874.714 244.229
1.060 52.8487 5.811 1184.800 330.808
1.124 ·58.9752 7.914 1521.747 424.886
1.191 87.7224 11.087 2011.576 561.652
1.262 97.8773 14.931 2556.755 713.871
1.338 ·135.8667 20.514 3313.575 925.182
1.419 271.6692 29.904 4553.585 1271.405
1.504 309.7427 44.517 6393.604 1785.156
1.594 448.5627 64.562

.

8747.605 2442.416
1.689 515.5627 92.240 11794.110 3293.029
1.791 898.6407 136.088 16406.590 4580.877
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Table 4.45: Risk Indices Considering LFU & Maintenance (Table from SIPSRBL)

PL LOLE LOEB UPM SM
(MW) (hIpd) (MWh/pd)
1.000 42.7923 4.099 881.571 246.143
1.060 52.8881 5.843 1186.026 331.150
1.124 65.6051 8.076· 1545.992 431.656
1.191 86.6389 11.156 2015.417 562.724
1.262 106.0322 15.163 2585.833 721.990
1.338 158.4604 20.966 337().439 941.059
1.419 254.1074 30.601 4633.483 1293.713
1.504 313.5707 45.047 6435.936 1796.976
1.594 423.8230 65.431 8819.486 2462.486
1.689 561.2693 93.825 11936.220 3332.709
1.791 857.1600 138.493 16601.620 : 4635.332

Evaluation of PLCC atDifferent Risk Criteria

The peak load carrying capabilities for selected LOLE, LOEB, UPM or SM criteria can

be obtained from SIPSRBL considering generating unit energy limitations. The PLCC of

System B, with Unit #1 as described in Tables 4.40 - 4.41, for LOLE of 10, 20, 30,40
and 50 h/yr are shown in Table 4.46 and Fig. 4.42.

Table 4.46: PLCC forDifferent LOLE Criteria (Table from SIPSREL)

LOLE(hIpd) PLCC(MW)
10.0000 0.684
20.0000 0.925
30.0000 0.967
40.0000 0.968
50.0000 1.028

The PLCC for LOEB of 1.5,3.0,4.5,6.0 and 7.5 MWh/yr are shown in Table 4.47 and

Fig. 4.43.
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Fig. 4.42: PLCC forDifferent LOLE Criteria (Graph from SIPSREL)
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Fig. 4.43: PLCC for Different LOBE Criteria (Graph from SIPSREL)
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Table 4.47: PLCC forDifferent LOBE Criteria (Table from SIPSREL)

LOEE(MWbIpd)
1.500
3.000
4.500
6.000
7.500

PLCC(MW)
0.114
0.129
0.144
0.159
0.174

The PLCC for UPM of 100, 200, 300,400 and 500 are shown in Table 4.48 and Fig.
4.44.

Table 4.48: PLCC for Different UPM Criteria (Table from SIPSREL)

Peak
o.

Load
MW

UPM PLCC(MW)
100 0.601
200 0.698
300 0.760
400 0.819
500 0.868

UPM

Fig. 4.44: PLCC forDifferent UPM Criteria (Graph from SIPSREL)

o.

o.

o.

O.O�--t---t--1----+---t
o 1
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The PLCC for SM of 50, 100, 150, 200 and 250 are shown in Table 4.49 and Fig. 4.45.

Table 4.49: PLCC forDifferent SM Criteria (Table from SIPSREL)

SM PLCC(MW)
50.0000 0.685
100.0000 0.798
150.0000 0.887
200.0000 0.960
250.0000 0.998

1.

o.

Peak
O.

Load
MW

O.

O.

O.O.....___--t----i----t---t
o

SM

Fig. 4.45: PLCC forDifferent SMCriteria (Graph from SIPSREL)

The PLCC of the system for selected LOLE, LOEE, UPM and SM criteria can also be

evaluated including the effects of LFU or planned maintenance or both. The results for

these cases are not shown here.
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Evaluation of Expected EnemY Sup,plied by Each Unit

The expected energy supplied by each unit, when SIPSREL is applied to System B in

which Unit #1 is described in Tables 4.40 - 4.41, is shown in Table 4.50 and Fig. 4.46.

Table 4.50: EES by each Unit (Table from SIPSREL)

Loading Order UnitID# EES(MWh)
1 1 ·1400.363
2 4 3056.249
3 2 169.727
4 3 22.952

3000

4000

Energy
MWh2000

1 4 ·2 3

Generating unit IDII

Fig. 4.46: EES by each Unit (Graph from SIPSREL)

The expected energy supplied by each unit can also be calculated when LFU and planned
maintenance are considered in a system having energy limited units. The tables obtained

. from SIPSREL have been grouped together in Table 4.51 to show the results. SIPSREL

can also produce a graph similar to Fig. 4.46 for each of these cases.

88



Table 4.51: EES by each Unit Considering LFU andMaintenance

Loading Unit Expected Bnerav Sun )lied (MWhIyr)
Order 10# withLFU with with LFU &Maintenance

Maintenance
1 1 1400.252 1493.119 1492.905
2 4 3054.365 2948.909 2946.677
3 2 171.532 164.446 166.659
4 3 23.099 22.193 22.373

4.4 Monte Carlo SimulationMethods in SIPSREL

The MCS softwares available in SIPSREL analyze system risk and well-being based on

the concepts described in Chapters 2 and 3. The generation .model incorporates
generating units with two or three resident states. The state space model used in

SIPSRBL for a 3-state unit and the transition rates between them is shown in Fig. 4.47.
The data required for each generating unit are its capacity, MTTF and MTTR. When

units with derated states are considered, the derated capacity, MTTD and MTDR are the

additional data required in the generation model.

Derated State DownState

Fig. 4.47: State Space Model for 3-State Unit

The load model utilizes the hourly loads in a year arranged in chronological order and
the system peak load. SIPSREL cannot consider the effects of LFU, planned
maintenance or energy limitations in the MCS method.

The MCS calculation in SIPSREL can be used to analyze system risk and health in terms

of the mean values and the distributions of the basic indices as well as the frequency and
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duration indices. The mean value and the distribution of the interrupted energy
assessment rate (1EAR) [10] can also be estimated. The different evaluation tasks that

can be performed by SIPSREL using the MCS method are listed below:

1. Evaluation of risk indices

i) Basic indices: LOLE, LOEB

ii) F&D indices: ELLPYR, ELLPINT, EENSPINT, EINTDUR F

2. Evaluation of health indices

i) Basic indices: P(H), P(M)
ii) F&D indices: EHDUR, EMDUR, F(M)

3. Evaluation of lEAR

A stopping nile based on the convergence of LOEE has been incorporated in SIPSREL.

The user may specify the accepted percentage deviation in LOEB and the number of

consecutive years that must meet the accepted deviation for the simulation to converge.

The minimum and maximum number of simulation years and a seed for the random

number generator may also be specified by the user in the user interface text boxes.

Default settings for these parameters are also available.

4.5 Application of theMeS Methods in SIPSREL

The various types of adequacy studies that can be done using SIPSREL with the MCS

method are illustrated by application to test System C. The required generation data for

the generating units in System C are given in Table 4.52.

Table 4.52� Generation Data for System C for MCS Method

Unit Full MTTF MTTR Derated MTTD MTDR
ID# Capacity (hr) (hr) Capacity (KW) (hr) (hr)

(KW)
1 750 1140 60 - - -

2 500 2190 45 200 4380 90
3 500 950 50 - - -
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The hourly load in p.u. of the annual peak load for System C is taken to be the same as

that for the IEEB-RTS [12]. The load model has 8736 hourly load levels. The annual

peak load for System C is 900 KW.

The composite customer damage function (CCDF) for System C is used to estimate the

IEAR. The CCOF used in the IEEE-RTS system has been extended from 8 to 16 hours,
with the same slope as that between 4 to 8 hours, in order to cover all expected
interruption durations for System C and is shown in Table 4.53 and Fig. 4.48.

Table 4.53: Composite Customer Damage Function for System C

Interruption Duration 1 min 20min Ihr 4hr 8hr 16hr

Interruption Cost ($/KW) 0.73 2.42 5.27 19.22 41.45 85.91

... 100fI.)

8
c=- 10

-Ii 1

� 0.1

10 100 1000

Interruption duration (minutes)

Fig. 4.48: Composite Customer Damage Function for System C

The SIPSREL·default values of the stopping rule parameters are:

Minimum number of simulation years = 50

Maximum number of simulation years = 3000

Accepted % deviation in average LOEB = 0.8 %

Consecutive number of years for acceptance = 15
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The simulation program was run using the default seed (0.24) for the random number

generator. A graph, similar to that shown in Fig. 4 ..49, is displayed while the program
runs, plotting the variation of the average LOEB value as the simulation progresses.

Fig. 4.49: Variation ofAverage LOEB as Simulation Progresses

A message is given to the user when the simulation process converges. The user can also

stop the simulation run when desired. The simulation for System C converged in 367

simulation years using the default settings for the stopping rule parameters and random

number seed. The mean value and the distribution of any index can be displayed by
clicking it from the list of indices available in the list box in SIPSREL.

Eyaluation of System RiSk

The simulation software in SIPSREL can evaluate the basic conventional risk indices,
the frequency and duration risk indices and their distributions. The distribution is

displayed both in tabular and graphical forms. The results obtained for System C are

shown as examples. The output display obtained from SIPSREL when the index LOEE

is clicked is shown in Fig. 4.50.
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!Freq LOEE (KWh/J11
.221 1780
i44 3560
'Zl 5340 250
;20 7120
!23 8900
9 10680
7 12460 200
4 14240
0 16020
2 17800
1 19580 150
2 21360
0 23140 �
0 24920
0 26700 100
0 28480
0 30260
0 32040
0 33820 501 35600

Fig. 4.50: Display of the LOBE Results from SIPSREL

The results obtained from SIPSREL for the mean values of the risk indices are grouped
and shown in Table 4.54. Their distributions are shown in Fig. 4.51 - 4.56.

Table 4.54: Mean Risk Indices

Risk Index Mean Value

LOLE(hIyr) 18.79
LOEB (KWbIyr) 2603.05
ELLPYR (KW/yr) 227.53

EINTDUR (hfmt) 8.67

EENSPINT (KWbI'mt) 1201.66
ELLPINT (KWfmt) 105.04
F (intlyr) 2.17
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LOLE(h/yr)

Fig. 4.51: Distribution of the LOLE

200�--------------------------------------

50

150

Frequency 100

Load Loss (KW/yr)

Fig. 4.52: Distribution of the ELLPYR
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Our per tnt (hrItnt)
.

Fig. 4.53: Distribution of the EINTDUR

80�---------------------------------------
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Frequency
40
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Fig. 4.54: Distribution of the EENSPINT
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KW Loss per int (KWlint)

Fig. 4.55: Distribution of the ELLPINT
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150

Frequency
100
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Fig. 4.56: Distribution of the Frequency of Interruption
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Evaluation of System Health

The simulation in SIPSREL can evaluate the probability of health and margin, the

frequency and duration health indices and their distributions. The distribution is

displayed in both tabular and graphical forms. The results obtained for System C are

shown as examples. The results for the mean values of the health indices are grouped
and shown in Table 4.55. Their distributions are shown in Fig. 4.57 - 4.61.

Table 4.55: Mean Health Indices

Ex

ExpectedMargin Duration

Mean Value
92.4826
7.3024
139.5011
10.7751

59.2044

3OO�-------------------------------------

200+--------------------------------

200+--------------------------------

Frequency 100+------------------------------

100·+-------------------------------

501+-------------------------------

Prob of Health%

Fig. 4.57: Distribution of the Probability of Health

97



80·�---------------------------------------

60-+--------

2.11-1-------

2 4

Prob ofMargin %

Fig. 4.58: Distribution of the Probability ofMargin

l00�--------------------------------------

Frequency

40+------
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20,-+------

Our per Health (hrIhealth)

Fig. 4.59: Distribution of the Expected Health Duration

98



Frequency

Frequency
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50+---------------------

Fig. 4.60: Distribution of the Expected Margin Duration.

l00'��------------------------------------

20+------

Margin Freq (occ/yr)

Fig. 4.61: Distribution of the Frequency ofMargin
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Evaluation of System lEAR

The lEAR for a system can be estimated by the MeS software in SIPSREL and requires
the composite customer damage function data. Using the eCDF data in Table 4.53, the
meanmAR is 4.83 $/KWh and its distribution is given in Fig. 4.62.

25O!�--------------------------------------

Frequency

100---

50-+----

4.6 Conclusion

Fig. 4.62: Distribution of the lEAR

The software package SIPSREL has been developed to provide a handy tool for the

application of probabilistic methods in adequacy studies of small isolated power

systems. It can however also be utilized to assess the HL-I adequacy of larger systems.
The software employs a graphical user interface and is very user-friendly and self­

informative. The results for any evaluation are displayed in both tabular and graphical
forms. SIPSREL includes tools that use both analytical techniques and MeS methods.
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The analytical techniques used in SIPSREL make use of the 'CCOPT Method' the 'Load

Modification Approach' and the 'CPCOPT Method' developed in this research work. The

conventional risk indices, the system well-being. indices, the peak load carrying
capabilities at different risk and health criteria and the expected energy supplied by each
unit in the system can be evaluated using the analytical tools. The effect ofLFU, planned
maintenance, unit derated states, energy limitations, load factor, shape of the load curve,
the priority loading order, size and FOR of a unit can all be included in the evaluation.

SIPSREL can use IDe, DPLVC or constant loads as the load model. It can also

incorporate a load curve 'that has as many as 8760 points joined by line segments. The

user is at liberty to select any option for the evaluation and to include any of the different

factors that effect the analysis.

The MeS software in SIPSREL can estimate the mean values and the distributions of the

basic risk and health indices, the frequency and duration risk and health indices and the

lEAR of a system. It can incorporate the effect of unit derating in the evaluation. It

requires a comprehensive load model with hourly loads for the entire period of one year.
It also requires the mean resident times in the different unit states as generation data.

SIPSREL has default settings for the stopping rule parameters and the random number

seed. The user may change any of them as desired. As ·the simulation proceeds, the

program displays a graph showing the variation of the cumulative average of the LOBE

as it moves towards convergence.

SIPSREL has been developed with the aim of providing a practical tool for SIPS

planners in order that they can experiment with probabilistic methods and hopefully
eventually adopt them in system planning.
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5. COMPARATIVE STUDY BETWEEN HEALTH, RISK &
DETERMINISTIC INDICES

5.1 Introduction

The basic criteria used in the adequacy evaluation of SIPS are deterministic and can be

expressed in general by Equation (5.1). The multiplication factor X is normally between
5 - 15% depending on the judgment of the planner and on past experience.

CR=CLU +X*PL (5.1)

Large interconnected systems generally employ probabilistic methods for adequacy
assessment. The most widely used criterion is the LOLE. A LOLE of about 0.1 d1yr or
2.4 bIyr is a normal criterion used by Canadian Utilities .[4]. A reasonable adequacy
criterion for a system in a developing country would be a LOLE of 2 dIyr [13].

System health analysis has been developed in order to provide probabilistic methods that
are applicable to adequacy evaluation of SIPS. The system health is a probabilistic index
that also incorporates a deterministic criterion such as the 'loss of the largest unit'. The

probability of health may prove to be a useful criterion in the adequacy assessment of

SIPS.

The three different criteria described above.can be compared by applying them to a range

of practical systems in order to determine the most suitable criterion for SIPS adequacy
evaluation.

5.2 Variation In System Health and Risk at a Fixed Deterministic Criterion

There are many factors acting on a system that influence its adequacy but are not

reflected in any way when the existing deterministic methods are used. Probabilistic
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methods can, however, incorporate the effect of all these factors in the adequacy
evaluation. The risk and health indices therefore respond to these factors and vary

accordingly. The risk and health indices for different systems are very likely to be

different even if they all have a common deterministic adequacy measure due to their

different unit sizes. The size of the units added for generation expansion greatly effects
the risk and health indices even though the units may be added to maintain a fixed

deterministic criterion.

5.2.1. Variation in System Health and Risk due to Changes in System
Parameters Not Recognized by Deterministic Methods

Deterministic criteria do not reflect the variation in the system adequacy or the degree of
comfort in a system influenced by changes in the forced outage rates of the generating
units, the probability of residing in different derated states, the system load factor or the

shape of the load curve. The impact of these factors on system health and risk has been

studied using a practical system..

Test System (Base Case): The test system ·has the following generation and load

characteristics:

Unit 1 = 270 KW, Unit 2 = 270 KW and Unit 3 = 540 KW; FOR of each unit = 5%
Installed Capacity = 1080 KW
CLU= 540KW

System Peak Load = 491 KW, Load Factor = 70%

The LDC for the test system is shown in Fig. 5.1.

1

.'; 0.8

� 0.6

'i 0.4

3 0.2

0���-+--�--4-�
o 0.2 0.4 0.6 0.8 1

Tnre(p.u)

Fig. 5.1: LDC for the Test System (Base Case)
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The following studies are variations on the base case.

Case (i): The FOR of each unit is changed to 2%..

Case (ii): The 540 KW unit can also reside in a derated state of 270 KW and the

probabilities of residing in the up state, the derated state and the down state are 0.68,
0.30 and 0.02 respectively:

Case (iii): The load factor of the system is changed to 50%.

Case (iv): The load factor remains the same but the shape of the load curve is changed
from a two-point straight line to the 3-point representation shown in Fig. 5.2.

1

'2 0.8

.e 0.6

'i OA

j 0.2
O��--�--��--�
o 0.2 OA 0.6 0.8

Tirm(p.u)

Fig. 5.2: LDC for the Test System (Case iv)

1

The three different criteria for the case studies of the test system are shown in Table 5.1:

Table 5.1: Different Criteria for Case Studies

Case Studies Deterministic criterion P(H) LOLE{h/yr)
Base Case CR = CLU + 10%PL 0.8912 32.31
Case (i) CR = CLU + 10%PL 0.9556 5.22
Case (ii) CR = CLU + 10%PL 0.9122 17.85
Case (iii) CR = CLU + 10%PL . 0.9318 19.82
Case (iv) CR = CLU + 10%PL 0.8754 37.17

The deterministic criterion remains exactly the same for the different case studies but the

system health and risk vary widely as illustrated in the Fig. 5.3 and Fig. 5.4 respectively.
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Case studies

9Base Case

DCase(i)
BCase(ii)
•Case(iii)
.Case(iv)

Fig. 5.3: Variation in P(H) for a Fixed Deterministic Criterion
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o

Case studies

BBaseCase

DCase(i)
IBCase(ii)
..Case(iii)
.Case(iv)

Fig. 5.4: Variation in LOLE for a Fixed Deterministic Criterion

The case studies done on the test system illustrate that the system health decreases and

risk increases as-the generating unit FOR or the load factor increases. The system health

and risk also vary depending on the shape of the load curve and the unit deratings. The
deterministic criterion does not reflect any differences in the above case studies.

There are many other factors that influence the system adequacy that can be incorporated
in probabilistic risk and health analysis but are not recognized at all by the deterministic
criteria Some of these factors are load forecast uncertainty, forced outage rate

uncertainty, energy limitations of generating units, planned maintenance of units,

operating constraints, etc.
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5.2.2. Variation in System Health and Risk in Different Systems Having the
Same Deterministic Criterion

When comparing different systems at a fixed deterministic criterion, the system health

and risk vary depending on the unit size configuration of the system. Four practical
systems P, Q, R and S with different unit configurations as shown in Table 5.2 have been

analyzed. The FOR of all the generating units are assumed to be 5%. The peak load for
each system is such that all four systems meet the same deterministic criterion of

'Capacity Reserve = CLU + 10% PLIo The load duration curve for the four systems is

assumed to be the same and is shown in Fig. 5.5 and Table 5.3. The system load factor is

53.1%.

Table 5.2: Test Systems P, Q, Rand S

270
Unit 2 Unit 3

540
270

540

1

d 0.8

S. 0.6

'i OA
.s 0.2

0+---�---+----�--4---�
o 0.2 OA 0.6 0.8

Tum (p.u).

Fig. 5.5: LDC for Systems P, Q,R and S

1

Table 5.3: LDC for Systems P, Q, R and S

p.u, PL 1.()()()() 0.8506 0.8046 0.7471 0.6897 0.5977 0.4253 0.3333 0.2069

p,u. Period 0.0000 0.0064 0.0187 0.0513 0.1193 0.2979 0.7876 0.9539 1.0000
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The deterministic criteria for the four systems P, Q, R, and S are the exactly the same but

the LOLE and the probabilities of health are quite different and are shown in Table 5.4

and Fig. 5.6 - 5.7.

Table 5.4: P{H) and LOLE of Different Systems with the same Deterministic Criterion

TestSvstem Deterministic criterion P(H) LOLE(hIyr)
SystemP CR=CLU + 10%PL 0.9340 28.16
SvstemQ CR = CLU + lO%PL 0.9340 19.14

SystemR CR=CLU + 100PL 0.9091 22.47

System S CR = CLU + 10%PL 0.9091 21.09
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Fig. 5.6: P(H) forDifferent Systems with the same Deterministic Criterion
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5.2.3. Variation In System Health and RIsk due to the Size of the Unit Added

using a Constant Deterministic Criterion

The size of the unit to be added to an existing system significantly affects the system
health and risk even if the unit was added to maintain a constant deterministic criterion.

The characteristics of the system health and risk with the addition of a single unit with
different sizes to each of the test systems were investigated. The peak load at the

moment of unit addition is such that a constant deterministic criterion of 'CR = CLU +

lO%PL' is always maintained. The results are shown in Tables 5.5 - 5.8.

Table 5.5: Adding aUnit to System P

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 491 582 673 736 736 736 736 736 736 736 736

(KW)
pan 0.9340 0.9592 0.9725 0.9759 0.9759 0.9759 0.9759 0.9759 0.9759 0.9759 0.9759

LOLE 28.16 16.68 11.30 11.74 8.01 6.97 6.90 6.83 6.83 6.83 6.83

(b/yr)

Table 5.6: Adding a Unit to System Q

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 491 582 673 736 . 809 945 982 982 982 982 982

(KW)
pan 0.9340 0.9592 0.9725 0.9759 0.9697 0.9541 0.9492 0.9492 0.9492 0.9492 0.9492

LOLE 19.14 11.43 7.52 6.90 7.81 11.21 12.61 11.70 11.63 11.63 11.63

(b/yr)

Table 5.7: Adding aUnit to System R

Base. Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 736 827 918 982 1055 1191 1227 .1227 1227 1227 1227

(KW)
pan 0.9091 0.9243 0.9403 0.9492 0.9573 0.9640 0.9648 0.9648 0.9648 0.9648 0.9648

LOLE 22.47 18.27 14.40 12.61 11.54 13.15 14.20 10.39 9.74 9.73 9.73

(b/yr)
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Table 5.8: Adding aUnit to System S

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 736 827 918 982 1055 1191 1227 1395 1395 1395 1395

(KW)
PlH) 0.9091 0.9243 0.9403 0.9492 0.9573 0.9640 0.9648 0.9539 0.9539 0.9539 0.9539

LOLE 21.09 17.35 13.63 11.70 10.21 10.00 10.39 13.68 11.42 11.26 11.26

(hIvr)

The variation in system health with increase in the size of the unit added to System Q in

order to maintain a constant deterministic criterion is shown in Fig. 5.8.

0.98 A

0.97

0.96

0.95

g 0.94
Il..

0.93

0.92

0.91

0.9 -+-+-+-+-++-+--+----+----+
C) C)
C) C)
an C)
__ N

Size ofa added (KW)

Fig. 5.8: P(H) of System Q with Added Unit Size at a Fixed Deterministic Criterion

When units of different sizes ate added to a system to maintain a constant deterministic

criterion, the system health varies in a certain manner. As the size of the added unit is

increased, the probability of health for the system also increases up to a point A as

illustrated in Fig. 5.8. This point can be designated as the 'health benefit limit' of the

system. After the size of the added unit exceeds the health benefit limit, the system
health degrades. As shown in Fig. 5.8, the probability of health decreases from point A
to B, the latter point being the CLU of the system. After the size of the added unit

exceeds the CLU, the system health remains constant
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The health benefit limit (HBL) of a system can be determined by plotting the health

characteristic of the system as shown in Fig. 5.8. The HBL of a system depends on the

unit size configuration, the FOR and the system load characteristics. The system HBL is

always less than or equal to the CLU of the system. Adding a unit larger in size than the

system HBL involves more investment for no additional health benefit. Appreciation of
the HBL can be very useful to those system planners that use deterministic criteria

The system health characteristics as a function of the size of the unit added in order to

maintain a constant deterministic criterion, are compared for the four systems in Fig. 5.9.
It can be seen from Fig. 5.9 that the HBL for Systems Q and S are less than their CLU,
whereas, for Systems P and R, the HBL are equal to their CLU. In general, the HBL is

less than the CLU in systems that have a single largest unit and in systems that have

more units equal in size to the CLU, the HBL is equal to the CLU.
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Fig. 5.9: P(H) when Different Sized Units are Added at a Fixed Deterministic Criterion

The system risk characteristics as a function of the size of the unit added to a system to

maintain a constant deterministic criterion are shown in Fig. 5.10. The LOLE initially
decreases with increase in size of the added unit and then increases as the unit size

approaches the CLU. After the size of the added unit exceeds the CLU, the LOLE again
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decreases and then finally remains constant when the added unit size exceeds some value

greater than the CLU.
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Fig. 5.10: LOLE when Different Sized Units are Added at a FixedDeterministic
Criterion

It can be seen from Fig. 5.10 that for System Q, there is a considerable increase in

system risk when the added unit is between 270 and 540 KW and then from 540 to 725 .

KW there is only a slight decrease in risk before it becomes constant after 725 KW.

When a unit is added to System Q with a constant deterministic criterion, its size

therefore should not exceed 270 KW from a risk benefit point of view. In the case of

System P, there is only a slight increase in system risk when the added unit is between

200 and 270 KW and from 270 to 540 KW, there is a signifi�ant decrease in risk.

Therefore, when a unit is added to System Pwith a constant deterministic criterion, there
is a risk benefit up to 540 KW and then for a larger unit the risk is constant. If a choice
has to made between a 200 KW unit and a 270 KW unit to be added to System P to

maintain the same deterministic criterion, Fig. 5.10 clearly shows that the 200 KW unit

should be chosen to provide a lower system risk.
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5.3 Variation in System Health at a Fixed Risk

The LOLE is the most widely used risk criterion in generating capacity adequacy
assessment and accepted by most large utilities in capacity planning. When capacity
planning is done using this risk criterion, new units are added to the system to maintain a

constant LOLE. The system health characteristics, when a different size unit is added to

the four test systems at a constant risk level, have been evaluated and are shown in

Tables 5.9 - 5.12. The peak load at the moment of unit addition is such that a constant

LOLE of 10 h/yr is always maintained. The value of the index X in the deterministic

criterion 'CR = CLU + X% PL' has also been calculated.

Table 5.9: Adding aUnit to System P

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 398 537 660 724 758 779 780 782 782 782 782

(KW)
P(H) 0.9734 0.9735 0.9749 0.9785 0.9713 0.9673 0.9669 0.9666 0.9666 0.9666 0.9666

X% 35.68 19.18 12.12 11.88 6.86 3.98 3.85 3.58 3.58 3.58 3.58

.

Table 5.10: Adding a Unit to System Q

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 421 567 703 780 843 921 928 942 943 943 943

(KW)
P(H) 0.9638 0.9638 0.9649 0.9669 0.9629 0.9585 0.9579 0.9557 0.9556 0.9556 0.9556

X% 28.27 12.87 5.26 3.85 5.58 12.92 16.38 14.65 14.53 14.53 14.53

Table 5.11: Adding aUnit to System R

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 489 660 822 928 1025 1139 1163 1219 1233 1233 1233

(KW)
P(H) 0.9541 0.9544 0.9560 0.9579 0.9617 0.9713 0.9737 0.9659 0.9639 0.9639 0.9639

X% 65.64 37.88 22.87 16.38 13.17 15.01 16.08 10.75 9.49 9.49 9.49
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Table 5.12: Adding aUnit to System S

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 489 661 829 942 1051 1191 1219 1318 1359 1362 1362

(KW)
P(H) 0.9541 0.9542 0.9549 0.9557 0.9580 0.9640 0.9659 0.9633 0.9589 0.9584 0.9584

X% 65.64 37.67 21.83 14.65 10.37 9.99 10.75 16.46 12.95 12.70 12.70

The system health characteristics as a function of the size of the unit added to maintain a

constant risk ofLOLE = 10 hIyr for the four systems are shown in Fig. 5.11.
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Fig. 5.11: P(H) when Different Sized Units are Added at a Fixed LOLE

It can be observed from Fig. 5.11 that the system probability of health increases as the

size of the added unit increases up to the health benefit limit. After the size of the added

.

unit exceeds the system HBL, its probability of health decreases with an increase in unit

size and eventually remains constant when the unit size exceeds some value equal to or

larger than the CLU.
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A knowledge of the system HBL is useful not only when the deterministic criterion is

used for unit additions (as described in the previous section) but also when a risk

criterion such as the LOLE is used. Adding a new unit larger than the system HBL in

order to maintain a constant LOLE will result in the system being less healthy, even

though the risk remains the same.

5.4 Variation in System Risk at a Fixed Health

The system health is a new probabilistic index that incorporates the deterministic

criterion and could be very useful in adequacy assessment of SIPS. If capacity planning
is done using the health criterion, new units are added to the system to maintain a

constant probability of health. The system risk characteristics, at a constant health level,
with the addition of a unit of different sizes to the four test systems have been evaluated

.

and are shown in Tables 5.13 - 5.16. The peak load at the moment of unit addition is

such that a constant probability of health of 0.95 is always maintained. The value of X in

the deterministic criterion 'CR = CLU + X% PL' has also been calculated.

Table 5.13: Adding a Unit to System P

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 . 2500

PL 457 615 755 837 837 837 837 837 837 837 837

(KW)
LOLE 20.80 20.95 24.96 30.52 20.08 16.28 16.06 15.77 15.76 15.76· 15.76
(bIvr)
X% 18.16 4.07 -1.99 -3.23 -3.23 -3.23 -3.23 -3.23 -3.23 -3.23 -3.23

Table 5.14: Adding a Unit to System Q

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 457 615 755 837 903 968 977 977 977 977 977

(KW)
LOLE 14.23 14.24 15.03 16.06 14.51 12.53 12.34 11.48 11.42 11.42 11.42

(hIyr)
X% 18.16 4.07 -1.99 -3.23 -1.44 7.44 10.54 10.54 10.54 10.54 10.54
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Table 5.15: Adding a Unit to System R

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 504 681 857 977 1099 1292 1338 1338 1338 1338 1338

(KW)
LOLE 10.96 11.06 11.55 12.34 14.30 20.11 21.52 16.02 14.45 14.36. 14.36
(bIyr)
X% 60.71 33.63 17.85 10.54 5.55 1.39 0.9 0.9 0.9 0.9 0.9

Table 5.16: Adding aUnit to System S

Base Size of the unit added (KW)
Case 100 200 270 350 500 540 725 1000 1500 2500

PL 504 681 857 977 1099 1292 1338 1425 1425 1425 1425

(K.W)
LOLE 10.96 10.97 11.15 11.50 12.35 15.17 16.02 15.18 12.56 12.36 12.36
(bIvr)
X% 60.71 33.63 17.85 10.54 5.55 1.39 0.9 7.72 7.72 7.72 7.72

The system risk characteristics as a function of the size of the unit added to maintain a

constant probability of health of 0.95 for the four systems are shown in Fig. 5.12.
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Fig. 5.12: LOLE when Different Sized Units are Added at a FixedP(H)
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It can be observed from Fig. 5.12 that as the size of the unit increases to the system HBL

at a constant probability of health, the system risk also increases. After the size of the

added unit exceeds the system HBL, the risk decreases with an increase in unit size and

eventually remains constant when the unit size exceeds some value equal to or larger
than the CLU.

If new units are added to a system using the probability of health as the accepted
criterion, the system risk is maximum when the added unit size is equal to the HBL of

the system. Therefore, whenever a new unit with a size equal to or close to the system
HBL is to be added at a constant health criterion, a supplementary check for LOLE is

necessary to prevent exposure of the system to an unacceptable risk level.

s.s The Most Suitable Adequacy Index for SIPS

The earliest methods used for system generation planning were deterministic. Modem

large power utilities use the system risk indices for generation adequacy.evaluation. The
conventional risk indices have not been accepted in adequacy studies of SIPS and

deterministic criteria are still applied. The system health index has been developed to

bridge the gap between the two techniques and be a practical tool in the adequacy
assessment of SIPS. However, its applicability is yet to be tested in practice. This section

analyzes the three different methods for generation planning by application to the four

test systems P, Q, R and S in order to determine the adequacy index that is the most

suitable for SIPS.

Consider the three different indices for System P. The deterministic criterion is 'CR =

CLU + 10% PL', the LOLE is 28.16 h/yr and. the P(H) is 0.934. The PLCC of the system
for each of these three criteria, when different size units are added, are shown in Table

5.17 and Fig. 5.13.

The PLCC of a system, at a constant criterion using any of the three indices, increases as

the size of the added unit increases up to a certain limit After exceeding that limit, the
PLCC of the system remains constant for larger unit additions. As seen from Fig. 5.13,
there is a similarity in behavior between the PLCC characteristics for both the health and

deterministic criteria. They both increase until the size of the added unit is equal to the

CLU and then remain constant for larger unit additions. The risk characteristic behaves
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quite differently. The PLeC, at a constant risk, increases even after the size of the added

unit is much larger than the CLU.

Table 5.17: Comparing the three Adequacy Criteria using System P

PLCC (KW) of System P allowed by different adeauacy criteria
Base Size of the unit added (KW)
Case 100 200 270 350 540 725 1000 2500

CLU.+I0%PL 491 582 673 736 736' 736 736 736 736
P(H)=0.934 491 659 804 895 895 895 895 895 895

LOLE = 28.16 b/vr 491 653 769 828 887 944 951 951 951
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Fig. 5.13: Comparing the three Adequacy Criteria using System P

In the example shown by Fig. 5.13, the deterministic criterion is the most stringent
among the three when a unit of any size is to be added. It permits a much smaller peak
load to be carried compared to the health or risk criterion for any size unit addition.
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However, this does not mean that the deterministic criterion demands a more reliable

system. If the FOR of the units in the system were higher or the load factor were higher,
the PLCC allowed by the health or risk criteria could be much smaller than that

permitted by the deterministic criterion. There are many other factors that affect the

PLCC using the probabilistic risk or health criteria On the other hand, the deterministic

criterion may demand a system too reliable than can be economically justified. The
deterministic methods do not recognize the stochastic nature of unit outages and load

variations. They do not normally include any explicit recognition of system risk and do

not provide comparable risks for systems of different size or composition. They also do

not incorporate the influence of different factors, such as, LFU, planned maintenance,

energy limitations, operating constraints, etc..Due to these reasons, large utilities have

discarded these methods and adopted the probabilistic techniques. A deterministic

criterion is not considered to be an appropriate adequacy index, even though it is widely
used in SIPS.

The system risk indices are the most widely used adequacy criteria in large systems.
However, the risk indices do not provide any information on the magnitude of the

available capacity reserve. This should be of great interest to SIPS planners who employ .

deterministic methods. Concerns about the ability to interpret a single numerical risk

index such as the LOLE and the lack of system operating information contained in a

single risk index have made SIPS planners reluctant to use risk indices in practice. The �
question that should be �ked is "is the probability of health a better criterion than��
LOLE in the�y�s�ent o(�_§JPS?". In an attempt to provide an-answer, the

LOLE criterion is compared with the probability of health criterion by application to the

four test systems, P, Q, R and S. The examples illustrate that some of the factors upon
which the answer depends are the configuration of the existing unit sizes in a system, the

size of a new unit to be added to the system and the initial system criterion that drives.

the adequacy assessment.

The base case peak loads of the four systems were taken such that the probability of
health for all the systems is 0.95. The peak loads for systems P, Q, RandS are therefore

457, 457, 504 and 504 KW respectively. The corresponding LOLE for these peak loads

are taken as the accepted system risk criteria. The heath criteria for all the systems are

the same, i.e. a probability of health of 0.95. The PLCC at both of these criteria, when a

new unit with different sizes is added, were calculated for all the four systems. The

results are shown in Tables 5.18 - 5.21 and Fig. 5.14 - 5.17.
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Table 5.18: Comparing the P(H) and LOLE Criteria for System P

PLCC (KW) of System P allowed by different adequacy criteria
Base Size of the unit added (KW)
Case 100 200 270 350 540 725 1000 1500 2500

P(H)=0.95 457 615 755 837 837 837 837 837 837 837
LOLE = 20.80 h/yr 457 614 736 796 841 881 886 886 886 886

Table 5.19: Comparing the P(H) and LOLE Criteria for System Q

PLeC criteria.

Table 5.20: Comparing the P(H) and LOLECriteria for System R

PLCC (KW) of System P allowed by different �.' " criteria
Base Size of the unit added (KW)
Case 100 200 270 350 540 725 1000 1500 2500

P(H)=0.95 504 681 857 977 1099 1338 1338 1338 1338 1338
LOLE = 10.96 h/yr 504 679 843 951 1045 1180 1238 1255 1255 1255

Table 5.21: Comparing the P(H) and LOLE Criteria for System S

504 681 857 1425 1425 1425
504 680 852

1000 1500 2500

PLeC criteria

1383 1387 1387
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Figures 5.14 to 5.17 illustrate that the PLCC increases as the size of the added unit

increases up to a certain limit and then remains constant. The PLCC permitted by the

LOLE criterion is different than that allowed by the P(H) criterion. It is seen that

sometimes the health index is more restrictive (i.e. permits a smaller load to be carried)
. than the risk index and at other times the opposite is true. For Systems P and Q, the risk
index is more restrictive when the size of the added unit is less than 350 KW and for a

larger unit, the health index is more restrictive. In other words, if the health criterion is

used in Systems P and Q for adding a unit smaller than 350 KW, the system risk will be
'.

.

higher than it was for the base case. On the other hand, if the LOLE criterion is used in

Systems P and Q for adding a unit larger than 350 KW,. the initial health criterion will

be violated. For Systems R and S, the risk index is always more restrictive. An important
point shown in the figures for all the four systems is that the risk index is always more
restrictive than the health index when the size of the added unit is equal to the system
BBL. The figures show that for a range of unit sizes close to the system HBL, the risk

index is always more restrictive and the difference in PLCC allowed by the two indices

is amaximum when the size of the added unit is equal to the BBL.

Figures 5.16 and 5.17 show that for Systems R and S, the LOLE is a more restrictive

index when a unit of any size is added. The initial health criterion of P(H) = 0.95 was

changed to P(H) = 0.88 for Systems R and S and similar studies were performed to

compare the health and risk indices. The results are shown in Table 5.22 - 5.23 and Fig.
5.18 - 5.19.

Table 5.22: Comparing the P(H) and LOLE Criteria for System R

PLeC (KW) of System P allowed by different _.' , criteria
Base Size of the unit added (KW)
Case 100 200 270 350 540 725 1000 1500 2500

PlH)=0.88 960 1093 1232 1324 1429 1683 1683 1683 1683 1683
LOLE = 44.40 hIvr 960 1087 1205 1282 1369 1527 1635 1705 1715 1715

Table 5.23: Comparing the P(H) and LOLE Criteria for System S

960 1093 1232
1000 1500 2500

960 1088 1210 1814 1846 1846

PLCC criteria

1880 1880 1880
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When P(H) = 0.88 rather than the 0.95 used in the previous example, Fig. 5.18 shows

that the health index is more restrictive for System R when a unit larger than 850 KW is

added. In the case of System S, Fig. 5.19 shows that the LOLE is a more restrictive index

when a unit of any size is added. Figures 5.18 and 5.19 also confirm that the risk index is

always more restrictive than the health index when the size of the added unit is equal to
the system HBL. Fig. 5.19, however, shows a different characteristic from Figures 5.13 -

5.18 regarding the maximum difference in PLCC allowed by the two indices. In this

case, the maximum difference is observed when the size of the added unit is equal to the

CLU instead of the HBL as in the previous cases.

The health and risk indices for System S are shown in Table 5.24 and Fig. 5.20 when the

accepted health criterion was further changed to P(H) = 0.80.

Table 5.24: Comparing the P(H) and LOLE Criteria for System S

PLCC (KW) of SystemP allowed by different adeauacy criteria
Base Size of the unit added (KW)
Case 100 200 270 350 540 725 1000 1500 2500

P(H) =0.80 1130 1268 1403 1502 1614 1883 2136 2136 2136 2136
LOLE = 75.85 b1yr 1130 1265 .1395 1485 1583 1808 1958 2099 2156 2159
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Fig. 5.20: Comparing the P(H) and LOLE Criteria for System S
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In this case, as shown in Fig. 5.20, the health index is more restrictive for System S

when a unit larger than 1350 KW is added. The accepted health or risk criterion will also
affect the comparison between the two indices. When a lower probability of health or a

higher LOLE is taken as the accepted system criterion, the health index will tend to be

more restrictive than the risk index and vice-versa.

5.6 Conclusion

Deterministic indices do not respond to changes in generating unit FOR, unit deratings,
changes in load factor or changes in the shape of the load curve. They cannot incorporate
the effect of many other factors such as the LFU, planned maintenance and energy

limitations. They cannot be used to compare the adequacy of different systems. Different

systems with the same deterministic adequacy measure inay be expQsed to guite d!_fferel!! .

levels of risk or different degrees of comfort. The additio� of a new unit to maintain a-r;;)
�oiisumtdete�ti�'�;rio;does not result in a constant risk or a constant health. The

system risk and health vary depending on the size of the unit to be added. Deterministic

criteria are not as consistant as the probabilistic risk or health indices.

The term 'health benefit limit' has been defined as the size of the new unit to be added at

a constant deterministic criterion that results in the highest system health probability.
The system HBL is either equal to or less than the CLU of the system and can be

determined from the plot of the system health probability against the size of the added

unit at a constant deterministic criterion. In general, the HBL is less than the CLU in

systems that have a single largest unit. The system HBL is equal to the CLU in systems
that have several units equal in size to the CLU.

An ap�iation 9f the S)!�mJmL can be 9f�eterministic cri�rion users as well iS9<�-risk criterionusers i.n_�ap'acity_e�anni:!!S:.Adding a new unit equal t� or less than the

size of the system HBL ensures a healthier system when either a deterministic criterion

or a risk criterion is used. There is a system health penalty for addirig a larger unit.

Knowledge of the system HBL can also be useful when capacity planning is done using
the health criterion. Since the system risk is maximum when the unit added to maintain a

constant health criterion is equal in size to the system HBL, a supplementary check for
LOLE should be done to avoid violating the system risk when a unit close in size to the

system HBL is to be added.
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There are many factors that effect the risk and health indices and compel them to behave

in different ways. Depending on the system unit size configuration, either the health or

the risk index can become the most restrictive. Taking a lower health probability or a

higher LOLE as the accepted criterion will tend to make the health probability more
.

restrictive than the LOLE and vice-versa Either the risk or the health index is the more

appropriate index under different circumstances. Since SIPS planners are reluctant to use

risk indices in practice, it appears resonable that both health and the risk indices be used

together in adequacy evaluation of SIPS.
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6. CAPACITY PLANNING IN SMALL ISOLATED POWER SYSTEMS

6.1 Introduction

The installed capacity of a system must be expanded with time to meet the increasing
load demand. System planners normally predict future load growth based on data from

past experience and on future anticipation. As the system load increases, the system
becomes less reliable. There comes a point in time when new generating units must be
added in order to maintain an acceptable level of system reliability.

There are many factors that need to be considered before additional generating units are

installed. The investment in the capacity expansion and the level of reliability to be

achieved are greatly influenced by the types and sizes of the units and the dates when

they will be brought into operation. Capacity planning involves a study of the effects of
all of these different factors on the economy and reliability of a system, in order to make

a decision about the optimum sizes and dates of the units to be added.

The existing methods used for capacity planning in SIPS are basically deterministic

techniques and are described in this chapter. Larger systems use conventional risk

methods with LOLE as the most widely used criterion. Capacity planning using a LOLE

criterion is also illustrated. A new system health index designated as the loss of health

expectation, LOBE, with similar characteristics as the conventional LOLE, has been

used in this thesis so thet capacity planning using the two methods can be compared
more easily and depicted on the same graph. The term LOBE has already been defined

in Chapter 3.

� "Janning using_deterministic methods, conventional risk methods and system Q_���_ .�ethods �.����.�.(L�!t�mp�J?y �p.pl!���._!?'.�����I_!!_P �sc�� _�_
Section 5.2.2. System P has three 270 KW units with 5% FOR and its LDC is given in
Fig. 5.5. The system peak load is taken as 475 KW. The annual peak load forecast is

shown in Table 6.1.
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Table 6.1: Annual Peak Load Forecast for System P

Year 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

PL(KW) 525 580 640 705 775 855 940 1035 1145 1265 1385 1525 1678 1850 2035

The PLCC determined by the deterministic criterion of 'CR = CLU + 10%PL' is 491

KW. This load level has been to used to establish criterion values for both LOLE and

LOHE. At 491 KW, the LOLE is 28.16 h/yr and the LOHE. is 577.80 h/yr. Capacity
planning in System P is, therefore, illustrated in this chapter using 'CR = CLU + 10%PL',
'LOLE = 28 h/yr' and 'LOHE = 578 hIyr' as the accepted criterion for the deterministic,
risk and health methods respectively.

6.2 Capacity Planning using a Deterministic Criterion

In capacity planning using deterministic methods, a new unit must be added to the

system before the accepted deterministic criterion is violated. The assumption has been

made that 270 KW units with 5% FOR are to be added to maintain the deterministic

criterion. Table 6.2 shows how the deterministic index X, the system risk and the system
health vary with time ofno capacity is added.'

Table 6.2: Changes in Deterministic IndexX, LOLE and LOHE with Time

Year 0 1 2 3 4· 5

PL(KW) 475 525 580. 640 705 775

X% 13.68 2M -6.90 -15.63 -23.40 -30.32

LOLE(hIyr) 24.88 34.48 46.63 60.40 103.18 190.47

LOHE(blyr) 515.41 697.76 884.23 1066.68 1393.23 1995.46

The underlined figure in Table 6.2 indicates that the deterministic criterion has been

violated in Year 1. In order to maintain X above 10%, a new unit must be added in Year

o. Table 6.3 shows the changes in X, LOLE and LOHE after the unit addition.
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Table 6.3: Changes in System Indices after the Ist Unit is Added

Year 0 1 2 3 4 5

PL(KW) 475 525 580 640 705 775
X% 70.53 54.29 39.66 26.56 14.89 �

LOLE(hIyr) 1.64 2.28 3.21 4.33 8.47 17.06

LOHE(hIvr) 49.41 67.64 88.51 110.71 167.69 280.72

Table 6.3 shows that X is less than 10% in Year 5 and: therefore a new unit must be

brought into operation in Year 4 to maintain the deterministic criterion. Table 6.4 shows

the changes in X, LOLE and LOHE after the second unit is added.

Table 6.4: Changes in System Indices after the 2ndUnit is Added

Year 4 5 6 7 8 9

PL(KW) 705 775 855 940 1035 1145
X% 53.19 39.35 26.32 14.89 sas -5.68

LOLE(hIvr) 0.63 1.34 2.97 4.96 11.19 29.54

LOHE(hIyr) 16.43 30.25 57.36 88.75 161.99 325.06

Table 6.4 shows that the next new unit must be added in Year 7. Table 6.5 shows the

dates on which additional 270 KW units with a 5% FOR must be brought in to the

system to maintain the accepted deterministic criterion. The system risk and health due

to the unit additions are also listed in the table.

Table 6.5: Dates for Unit Addition by Deterministic Criterion

270 KW Units Added 1st Unit 2nd Unit 3rd Unit
Date for Addition Year 0 Year 4 Year 7

LOLE before addition 24.8793 8.4660 4.9637
(h/yr) afteraddition 1.6406 0.6288 0.3963
LOHE before addition 515.4111 167.6868 88.7497
(h/yr) after addition 49.4056 16.4269 9.1531 .

Chapter 5 showed that the health benefit limit of System P is 270 KW, which is also the .

CLU of the system. It is noted that adding a�t large!_�_the system HBL will_!lot @
create a higher system health. If a 540 KW unit with a 5% FOR is added in Year 0
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instead of a 270 KW, the maximum LOLE and LOHE will be 5.20 and 167.69 hIyr
respectively before another unit is added in Year 4. This shows that there is no

improvement in system health by adding a unit larger than the system HBL although
there is an improvement in system risk. In systems that have the HBL less than the CLU,
the system health will be lower when a unit larger than the HBL is added to maintain a

fixed deterministic criterion.

Table 6.5 shows that although the new units have been added in order to maintain a

constant deterministic criterion, the system reliability in terms of system risk and health

is seen to be increasing with time. System planners using the deterministic method

should realize this situation and that the necessary balance between the economics and

system reliability can be seriously disrupted.

If it is assumed that all the units have a 10% FOR, Table 6.6 shows the unit addition

dates and the corresponding system risk and health. Table 6.6 can be compared with

Table 6.5 to observe the tremendous increase in system risk and decrease in system
health with the increase in the unit FOR. This situation is not recognized by the

deterministic methods.

Table 6.6: Addition of 10% FOR Units by Deterministic Criterion

270 KW Units Added 1st Unit 2nd Unit 3rd Unit
Date for Addition Year 0 Year 4 Year 7

LOLE before addition 98.89 45.41 33.52
(hIyr) after addition 12.89 6.37 5.09
LOHE before addition 1056.45 504.02 322.31

(hIyr) after addition 194.65 91.27 62.40

�:!eann����l��t�:��:-����J®
capacity required to maintain an acceptable level of system reliability. This is because i�j
does not recognize many factors that effect system reliability. such as the unit FOR, the

load factor, the shape of the load curve, the fact that the unitsmay reside in derated states

ormay be energy limited, the planned outage of units for maintenance, the uncertainty in

forecasting load. etc.
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6.3 Capacity Planning using a Risk Criterion

Capacity planning is normally done in large systems using probabilistic techniques.
Some utilities employ loss of energy risk indices such as LOBE, UPM or SM but the

mostwidely used risk index is the LOLE. The LOLE can be evaluated for all the forecast

peak loads and for different size unit additions using a forecast annual load curve. The

LOLE for different unit additions is normally plotted against the annual peak loads in a

semi-log graph. Unit addition dates are determined so that the system LOLE always
remains below the accepted criterion. The method is described using System P.

Assume that new units rated at 270 KW and with 5% FOR are to be added to System P

in order to meet the increasing load with an acceptable LOLE of 28 h/yr. Table 6.7 and

Fig. 6.1 shows the LOLE at different peak loads with the 270 KW unit additions

Fig. 6.1 illustrates that additional units of 270 KW size and 5% FOR must be brought
into operation in System P in the Years 0, 5 and 8 in order to maintain the system risk

below the accepted LOLE criterion of 28 hIyr.

Table 6.7: Variation in LOLEwith PL andUnits Added

PL LOLE (h/yr: After Addin.2 270 KWUnits
Year (KW) No Unit Added 1 Unit Added 2 Units Added
0 475 24.8793 1.6404 .1018
1 525 34.4769 2.2802 .1418
2 580 46.6265 3.2070 .2070
3 640 60.4012 4.3339 .2905
4 705 103.1850 8.4660 .6288
5 775 190.4682 17.0642 1.3399
6 855 353.2452 34.9653 2.9698.
7 940 537.7088 56.1462 4.9637
8 1035 .905.5215 111.8670 11.1862
9 1145 1579.1590 246.9858 29.5391
10 1265 2508.1000 464.9847 59.5776
11 1385 3585.2280 841.3849 137.2659
12 1525 4807.3670 1539.1910 307.7866
13 1680 5902.5400 2558.4380 633.0197
14 1850 6860.5080 3656.2820 1240.1430
15 2035 7509.6290 4860.5590 2192.7200
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Fig. 6.1: Determining Dates for 270 K.W Unit Additions in System P

Unlike the deterministic methods, the risk criterion approach can incorporate all the

major factors in the calculation of system risk and is therefore widely accepted for

capacity planning in major large interconnected power utilities throughout the world.

This approach has, however, not been accepted as a useful method in SIPS. The system
HBL can provide useful information about the system health in deciding the size of the

additional unit in this method. The addition of a unit larger than the HBL will give a

lower system health when the accepted risk criterion is reached as the system load

increases with time. When a 270 KW unit is added, the LOHE will be 280 hIyr before
the next unit should be added to maintain the LOLE below 28 h/yr. When a 540 K.W unit

is added, the LOHE will be 708 hIyr before another unit is added. Adding a unit smaller

or equal to the system HBL will prevent a.violation of the system health when capacity
planning is performed using the risk criterion.

6.4 Capacity Planning using Risk and Health Criteria

Chapter 5 shows that either the health or the risk index can be the determining factor in

adding capacity depending on the configuration of the system, the size of the unit to be

added or the accepted system planning adequacy criterion. Employing both the health
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and the risk criteria in capacity planning will ensure that both the system risk and the

probable capacity reserve will be within acceptable limits.

Different schemes for adding two new units to System P have been studied. The

accepted risk and health criteria are:

Risk criterion: LOLE = 28 bIyr
Health criterion: LOHE = 578 bIyr

Scheme 1: The sizes and FOR of the new units to be added are:

Unit 4 = 540 KW, FOR = 5%
Unit 5 = 375 KW, FOR = 5%

The LOLE and LOHE at the forecast peak loads, when the new units are added to

System P, are shown in Table 6.8 and Fig. 6.2. The base case is the original system.

Table 6.8: Variation in LOLE and LOBEwith PL as Units are Added in Scheme 1

PL Base Case Unit 4 added Units 4 & 5 added
Year (KW) LOLE LOHE LOLE LOHE LOLE LOHE

(h/yr) (b/vr) (h/yr) (b/vr) (h/yr) (hfyr)
0 475 24.8793 515.4111 1.2440 49.4056 .0636 3.6790
1 525 34.4769 697.7652 1.7238 67.6412 .0909 5.1091
2 580 46.6265 884.2301 2.3344 88.5063 .1273 6.8410
3 640 60.4012 1066.6790 3.0286 110.7149 .1687 8.7322
4 705 103.1850 1393.2290 5.2015 167.6868 .2961 13.9703
5 775 190.4682 1995.4570 9.6388 280.7174 .5478 24.3342
6 855 353.2452 2945.7410 18.0374 482.8699 1.0807 44.3211
7 940 537.7088 3947.6830 27.6153 708.2074 1.8635 70.1026
8 1035 905.5215 5083.9940 47.6585 1114.4450 3.4510 118.9344
9 1145 1579.1590 6164.1550 88.2089 1808.4090 6.8826 211.9922
10 1265 2608.1000 7128.2660 151.0358 2834.1080 14.8990 400.7963
11 1385 3585.2280 7645.4590 244.6198 3788.2400 26.9023 628.5466
12 1525 4807.3670 8131.3970 414.9851 4973.5680 56.2487 1069.2920
13 1680 5902.5400 8446.2790 707.6873 6029.7270 111.4651 1794.4700
14 1850 6860.5080 8527.1880 1281.6210 6943.8420 240.0678 2814.0350
15 2035 7509.6290 8599.8740 2191.7320 7564.1410 439.1013 3874.5240

Fig. 6.2 and Table 6.9 illustrate when the additional units must be brought into the

system as required by separate application of the health and the risk criteria.
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Fig. 6.2: Capacity Planning of System P in Scheme 1

Table 6.9: Dates for Unit Additions in Scheme 1

unit 4 (540 KW) added unit 5 (375 KW) added next unit added
Health Criterion Year 0 Year 6 Year 10
Risk Criterion

.
Year 0 Year 7 Year 11

Adding the new units using only the LOLE criterion will violate the system health in the

Year 6 and Year 10. In this case, the health index is a more restrictive criterion than the
.

risk index. The new units are added as required by the LOBE criterion and in doing so

meet both the risk and health criteria.

Scheme 2: The sizes and FOR of the new units to be added are:

Unit 4 = 270 KW, FOR = 5%

Unit 5 = 270 KW, FOR = 5%

The LOLE and LOBE at the forecast peak loads, when the new units are added to

System P, are shown in Table 6.10 and Fig. 6.3.
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Table 6.10: Variation in LOLE and LOBE with PL as Units are Added in Scheme 2

PL Base Case Unit 4 added Units 4 & 5 added
Year (KW) LOLE· LOBE LOLE LOHE LOLE LOHE

(h/yr) (h/yr) (h/yr) (h/yr) (h/yr) (h/yr)
0 475 24.8793 515.4111 1.6404 49.4056 0.1018

.

4.0288
1 525 34.4769 697.7652 2.2802 67.6412 0.1418 5.5482
2 580 46.6265 884.2301 3.2070 88.5063 0.2070 7.4723
3 640 60.4012 1066.6790 4.3339 110.7149 0.2905 9.6533
4 705 103.1850 1393.2290 8.4660 167.6868 0.6288 16.4269
5 775 190.4682 1995.4570 17.0642 280.7174 1.3399 30.2469
6 855 353.2452 2945.7410 34.9653 482.8699 2.9698 57.3609
7 940 537.7088 3947.6830 56.1462 708.2074 4.9637 88.7497
8 1035 905.5215 5083.9940 111.8670 1114.4450 11.1862 ·161.9960
9 1145 1579.1590 6164.1550 246.9858 1808.4090 29.5391 325.0573
10 1265 2608.1000 7128.2660 464.9847 2834.1080 59.5776 583.4413
11 1385 3585.2280 7645.4590 841.3849 3788.2400 137.2659 988.7280
12 1525 4807.3670 8131.3970 1539.1910 4973.5680 .307.7866 1710.9100
13 1680 5902.5400 8446.2790 2558.4380 6029.7270 633.0197 2732.0020
14 1850 6860.5080 8527.1880 3656.2820 6943.8420 1240.1430 3820.6610
15 2035 7509.6290 8599.8740 4860.5590 7564.1410 2192.7200 4995.7380
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. Fig. 6.3: Capacity Planning of System P in Scheme 2
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Fig. 6.3 and Table 6.11 illustrate when the additional units must be brought into the

system as required by separate application of the health and the risk criteria

Table 6.11: Dates for Unit Additions in Scheme 2

Risk Criterion

added nextunitadded
Year 9. Health Criterion Year 6

Year 5 YearS

Adding the new units using only the health criterion will violate the system risk in Year

5 and Year S. In this case, the risk index is a more restrictive criterion than the health

index. The new units are added as required by the LOLE criterion and in doing so meet

both the risk and health criteria

Scheme 3: The sizes and FOR of the new units to be added are:

Unit 4 = 270 KW, FOR = 5%
Unit 5 = 540 KW, FOR = 5%

The LOLE and LOBE at the forecast peak loads, when the new units are added to

System P, are shown in Table 6.12 and Fig. 6.4.
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Fig. 6.4: Capacity Planning of System P in Scheme 3
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Table 6.12: Variation in LOLE and LOHE with PL as Units are Added in Scheme 3

PL Base Case Unit 4 added Units 4 & 5 added
Year (KW) LOLE LOHE LOLE LOHE LOLE LOHE

(bIyr) (b/yr) (h/yr) (b/yr) (b/yr) (h/yr)
0 475 24.8793 515.4111 1.6404 49.4056 0.0820 4.0288
1 525 34.4769 697.7652 2.2802 67.6412 0.1140 5.5482
2 580 46.6265 884.2301 3.2070 88.5063 0.1605 7.4723
3 640 60.4012 1066.6790 4.3339 110.7149 0.2171 9.6533
4 705 103.1850 1393.2290 8.4660 167.6868 0.4254 16.4269
5 775 190.4682 1995.4570 17.0642 280.7174 0.8590 30.2469
6 855 353.2452 2945.7410 34.9653 482.8699 1.7692 57.3609
7 940 537.7088 3947.6830 56.1462 708.2074 2.8496 88.7497
8 1035 905.5215 5083.9940 111.8670 1114.4450 5.7432 161.9960
9 1145 1579.1590 6164.1550 246.9858 1808.4090 13.0459 325.0573
10 1265 2608.1000 7128.2660 464.9847 2834.1080 24.8463 583.4413
11 1385 3585.2280 7645.4590 841.3849 3788.2400 48.6722 988.7280
12 1525 4807.3670 8131.3970 1539.1910 4973.5680 96.9186 1710.9100
13 1680 5902.5400 8446.2790 2558.4380 6029.7270 192.0195 2732.0020
14 1850 6860.5080 8527.1880 3656.2820 6943.8420 362.5225 3820.6610

15 2035 7509.6290 8599.8740 4860.5590 7564.1410 704.0516 4995.7380

Fig. 6.4 and Table 6.13 illustrate when the additional units must be brought into the

system as required by separate application of the health and the risk criteria.

Table 6.13: Dates forUnit Addition in Scheme 3

Risk Criterion

added nextunitadded
Year 9Health Criterion
Year 10

Adding the new units using only the health criterion will violate the system risk in Year

5 and using only the risk criterion will violate the system health in Year 9. In this case,

both the health and risk index are the more restrictive at different times. The first new

unit must be added as required by the LOLE criterion and the second new unit must be

added as required by the LOHE criterion in order to meet both criteria.

This conclusion is based on an analysis of System P and may not be applicable to'other

systems. Consider System S, which has a quite different system configuration than

System P. System S has three generating units of sizes 270 KW, 540 KW and 725 KW
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with 5% FOR and- its LDC is given in Fig. 5.5. The system peak load is taken as 700

KW. The annual peak load forecast for System S is shown in Table 6.14.

Table 6.14: Annual Peak Load Forecast for System S

Year 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

PL(KW) 605 665 730 805 890 980 1080 1190 1310 1445 1590 1750 1925 2120 2335

The PLCC determined by the deterministic criterion of 'CR = CLU + 10%PL' is 736

KW. At a peak load of 736 KW, the LOLE is 21.09 h/yr and the LOHE is 796.09 h/yr for

System S. The accepted health and risk criteria for capacity planning in System S are,

therefore, LOHE = 796 hIyr and LOLE = 21 h/yr respectively.

Assume that it has been decided to add the following two units at appropriate times so

that the system does not violate either of the two criteria.

Unit 4 = 540 KW, FOR = 5%
Unit 5 = 1000 KW, FOR = 5%

The LOLE and LOHE at the forecast peak loads, when the new units are added to

System S, are shown in Table 6.15 and Fig. 6.5.
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Fig. 6.5: Variation in LOLE and LOHE with PL as Units are Added to System S
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Table 6.15: Variation in LOLE and LOHE with PL as Units are Added to System S

PL Base Case Unit 4 added Units 4 & 5 added
Year (KW) LOLE LOHE LOLE LOHE LOLE LOHE

(blvr) (bIvr) (bIyr) (bIyr) (b/yr) (bIvr)
0 550 13.6200 539.1505 0.6818 39.9116 0.0341 2.6436

1 605 16.3369 640.8815 0.8216 47.6549 0.0411 3.1636
2 665 18.5540 720.3450 0.9451 53.9738 0.0473 3.5970
3 730 20.8210 789.1339 1.1035 60.4175 0.0552 4.0695
4 805 24.1954 876.3036 1.3720 69.7992 0.0686 4.7937

5 890 28.8561 966.0239 1.8105 82.3848 0.0905 5.8396

6 980 36.6571 1100.8940 2.5344 102.0125 0.1267 7.5083
7 1080 57.7313 1442.0770 4.4666 152.6383 0.2235 11.8755
8 1190 100.3281 2155.3330 8.5341 260.6141 0.4272 21.1382
9 1310 167.5981 3111.5380 14.6144 407.1570 0.7342 34.2417
10 1445 261.6898 4232.1850 24.1478 609.5173 1.2186 53.4167
11 1590 389.6919 5347.1110 37.6527 838.4930 1.9194 77.6950
12 1750 549.5220 6348.8530 64.7208 1253.0320 3.3419 124.1364
13 1925 826.6683 7215.5090 118.8256 1921.8710 6.2863 208.9779
14 2120 1375.1750 7744.6800 225.4451 2887.1750 12.0619 358.5320
15 2335 2288.0220 8225.6790 405.1582 3946.8940 22.7381 582.2451

Fig. 6.5 and Table 6.16 illustrate when the additional units must be brought into the

system as required by separate application of the health and the risk criteria.

Table 6.16: Dates for Unit Addition in System S by the Health and Risk Criteria

Health Criterion
added next unit added

Year 15Year 3
Risk Criterion Year 3 Year 9 Year 14

In this case, the new units are added as required by the LOLE criterion and in doing so

meet both the accepted system health and risk criteria.

Fig. 6.6 illustrates the LOLE and LOHE curves to determine the dates for new unit

additions if the same risk and health criteria used in System P (i.e. LOLE = 28 blyr and
LOHE = 578 blyr) are taken as the accepted criteria for System S. Table 6.17 shows

.

when the additional units must be brought into the system as required by separate

application of the health and the risk criteria.
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Fig. 6.6: Capacity Planning with Different Set ofAccepted Criteria

Table 6.17: Unit Addition Dates for Different Health and Risk Criteria

unit4 (540 KW) added unit 5 (375 KW) added next unit added
Health Criterion Year 0 Year 9 Year 14

Risk Criterion Year 4 Year 10 Year 15

In total contrast to the previous case, the new units must be added as required by the

LOBE criterion in order to meet both criteria when the accepted criteria are the same as

that of System P. Ideally, a single set of health and risk criteria should be selected and

used for all SIPS in a single utility system.

In practice, large units tend to reside in derated.states in addition to being fully available
or forced out of service. The effect of unit deratings can be incorporated in capacity
planning using both the risk and health criteria. Assume that Unit 3 in System S can

reside in 725 KW, 270 KW and 0 K.W states with probabilities of 0.65,0.30 and 0.05

respectively and Unit 5 can reside in 1000 KW, 725 KW, 540 KW and 0 KW states with

probabilities of 0.5, 0.3, 0.15 and 0.05 respectively. The accepted health and risk criteria

are LOBE of 796 hIyr and LOLE of 21 b1yr. The LOLE and LOBE at the forecast peak
loads, when the new units are added to System S, are shown in Table 6.18 and Fig. 6.7.
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Table 6.18: Variation in LOLE and LOHE with PL Considering Unit Deratings

PL Base Case Unit 4 added Units 4 & 5 added
Year (KW) LOLE LOHE LOLE LOHE LOLE LOHE

(hIyr) (hIvr) (hIvr) (hIyr) (hIyr) (b/vr)
0 550 17.6673 615.9532 0.8842 47.5922 0.0493 4.2471
1 605 21.6944 742.0998 1.0895 57.7765 0.0615 5.0914
2 665 26.0439 860.5663 1.3196 67.9958 0.0764 6.0067
3 730 34.1462 1034.8560 1.7698 84.9898 0.1091 7.7198
4 805 49.8801 1345.3730 2.6563 116.7064 0.1752 11.0427
5 890 70.5662

.
1707.2530 3.9201 156.9642 0.2725 15.5080

6 980 98.0095 2159.4480 5.6821 209.3904 0.4089 21.4671
7 1080 140.7863 2740.0970 8.9292 288.3291 0.6650 31.1611
8 1190 218.4473 3542.6440 15.7637 424.0236 1.2222 49.3847
9 1310 330.9144 4447.6030 25.9694 599.9439 2.0624 74.3726
10 1445 530.2609 5379.4680 46.4580 874.8755 3.9064 119.1291
11 1590 872.0149 6288.4200 82.2311 1280.3140 7.1639 190.7271
12 1750 1303.0290 7022.3200 147.9920 1871.9450 14.2891 315.7481
13 1925 1859.1800 7639.5610 251.3233 2678.9830 26.8484 . 504.2979
14 2120 2600.8390 8023.9450 463.3241 3688.6160 53.9790 833.3730
15 2335 3558.4330 8373.3370 815.6104 4731.0650 105.9440 1313.2670
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Fig. 6.7: Capacity Planning Considering Unit Deratings
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Fig. 6.7 and Table 6.19 illustrate when the additional units must be brought into the

system as required by separate application of the health and the risk criteria.

Table 6.19: Unit Addition Dates Considering Unit Deratings

Risk Criterion

added next unit added
Year 13Health Criterion

Year 8 Year 12

The forecast peak loads for System S given in Table 6.14 cannot be predicted in practice
with 100% certainty. The uncertainty in the load forecast will effect the capacity
planning. These effects can be incorporated in the method using both the health and risk

criteria. Consider System S without any unit deratings and the LFU data given in Table

6.20.

Table 6.20: LFU Data For System S'

% Deviation from Mean PL Probability
-30% 0.006
-20% 0.061
-10% 0.242
0% 0.382
+10% 0.242
+20% 0.061
+30% .0.006

The LOLE and LOBE at the forecast peak loads when the new units are added to System
S, are shown in Table 6.21 and Fig. 6.8.

Fig. 6.8 illustrates. when the additional units must be brought into the system, with LFU

considered, as required by the health and the risk criteria separately. The results are

shown in Table 6.22. This can be compared with Table 6.16 when LFU is not"

considered. In general, incorporation of LFU results in a unit being added to the system
at an earlier date than when the LFU is ignored.
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Table 6.21: Effect ofLFU on the Variation in LOLE and LOHE

PL Base Case Unit 4 added Units 4 & 5 added
Year (KW) LOLE LOHE LOLE LOHE LOLE LOBE

(b/yr) (b/yr) (h/yr) (h/yr) (b/yr) (h/yr)
0 550 13.3379 527.7068 0.6696 39.1070 0.0335 2.5914
1 605 15.9784 625.0874 0.8094 46.6315 0.0405 3.1010
2 665 18.4639 710.1915 0.9575 53.6939 0.0479 3.5944
3 .730 21.1315 789.1428 1.1462 61.1934 0.0573 4.1484
4 805 24.7399 875.8472 1.4446 71.0592 0.0722 4.9253
5 890 30.8651 993.5295 1.9993 86�9624 0.1000 6.2468
6 980 42.7942 1196.9470 3.1045 116.6725 0.1553 8.7829
7 1080 67.6066 1599.0910 5.4181 177.0294 0.2713 13.9985
8 1190 111.6756 2263.7200 9.5544 279.7953 0.4796 23.0664
9 1310 178.2948 3144.1340 16.0220 425.7539 0.8075 36.5094
10 1445 275.8009 4193.7420 26.5583 629.6676 1.3492 56.7140
11 1590 406.6816 5238.1890 44.3225 917.1613 2.2812 87.9649
12 1750 606.6924 6206.7260 78.4270 1366.8950 4.1092 142.8503
13 1925 947.1777 7014.8810 143.2389 2030.9220 7.6785 237.6228
14 2120 1515.1580 7643.5030 259.6306 2912.9250 14.4885 392.2954
15 2335 2324.4100 8084.7910 458.7121 3932.8110 27.4591 632.4172
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Fig. 6.8: Capacity Planning ConSidering LFU
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Table 6.22: Unit Addition Dates Considering LFU

unit 4 (540 KW) added unit 5 (375 KW) added next unit added
Health Criterion Year 3 Year 10 Year 15
Risk Criterion Year 2 Year 9 Year 14

The examples presented iJIu.strate.them�rpQration of generating units de�.�tates m!d
.__w._-�

* • •••

"'*,. _.. • � *
.

v' load forecast uncertainty in capacity planning using the new method employing both the
�__ ... _ •. ,.�w....._�.� ,....

. ," .. .......•... ".. . ..

system health and risk criteria. It has also been shown how the LOLE and'LOHE govern
.".____ _- _ _. .. .. " '.,

' .'

the capacity expansion when a different set of indices are selected as the accepted system
criteria.

The applications using Systems P and S show that the addition date for a new unit in

order to meet the in��g 10ac:t__ i� .. �!>.�e.!!':J'les._.�overned by the system health ���t.i<>,l)'B·
and at other times by the systemrisk criterion. This dependS 'onthe system configuration,
the size of the unit to be added and also on the accepted health and risk criteria that drive
the capacity planning. It is not an easy task to say which of the two indices is more

appropriate for capacity planning without performing the relevant system health and risk

studies.

Using both the health and risk criteria together always maintains the system within the

accepted risk level and degree of comfort. This method of capacity planning using both
LOLE and LOHE criteria should be very useful to SIPS planners who are reluctant to use

the LOLE method alone. Using both criteria, the SIPS planner also generates system

operating information regarding the amount of probable reserve available in addition to

the system risk level.

6.5 Conclusion

Capacity planning in SIPS is traditionally done using deterministic methods. These
methods do not recognize many of the characteristics inherent in system generation and �

--.--.-
.. - ...-.-.-.------ ...

-----.-----.-----.--. \tJload and arso many other factors . that effect the risk and degree of comfort in a system.
Large utilities normally use system risk criteria such as LOLE in capacity planning. This
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chapter presents a method that employs both risk and health indices as capacity planning
criteria. It is believed that this approach can prove useful to SIPS planners.

�ppreciation of_�e_.���� �!1.�{it limit_()f.a system may provi�e"����.,,������� (5'when deciding the size of a unit to be added when using either a deterministic method or
the WLE method in capacity planning. The system health improves with the selection of

a larger unit until the HBL of the system is reached when either method is used for

capacity planning. A�_�_��.��_�Y.��)_�A�_�-.the_g..V,,,�i!$ .�_���j���tic tf)
criterion, will provide the same degree of comfort in the system. When a unit larger than

system HBL is added using a WLE criterion, the system health may drop below the

acceptable level.

The unit size configuration of a system, the size of the new units to be added and the

accepted system play a significant role in determining which is the more restrictive

index, the WLE or the LOBE. UsitJ�_�I!1x�l!��f.the two criteria in driving the capacity .y)
"

. ..�.. ,"
. . ..' .... •.."." ,'. .

"
. . ..' ..• ", «'

planning maY._!.iol�te the other accepted. criterion. Using both the indices will ensure that

the system is reliable from both aspects. It is believed that capacity planning using bo�\¥
LOLE and LOBE criteria may prove useful in practical application to SIPS. "
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7. APPLICATION OFMCSMETHODS TO SIPS

7. IntrOduction

The MCS software in SIPSREL imitates the actual process and random. behavior of the

system under study for a large number of simulated years in order to assess different

aspects of system health and risk. The basic concepts in system risk and health analysis
using the MCS method are discussed in Chapters 2 and 3 respectively. It is a very

flexible method since it can incorporate the effect of many factors that act on the

particular system under study and take into account all the system constraints. The MCS

method also provides more information on the level of risk and the degree of system
comfort by providing additional frequency and duration indices and the distribution of

the evaluated indices about theirmean values.

MCS is not recommended for simple evaluation of the basic risk and health indices of a

SIPS since it requires a considerable amount of time to run the simulation program. The

application is, however, necessary when the distribution of an adequacy index is required
in order to estimate its severity in any single year. MCS can be used to assess the effect

on the system adequacy of changes in unit failure and repair rates and to verify the

results obtained by analytical methods. The MCS method is therefore.a very useful tool

for specific SIPS adequacy studies regarding system risk and health.

7.2 Comparison Between MCS and the AnalyticalMethods

There are advantages and disadvantages associated with the MCS method when

compared with the analytical techniques. The main disadvantage of the MCS method is

that it requires a much longer solution time. The analytical methods always give the

same numerical result for the same problem. The result obtained by the MCS method

depends on the seed of the random number generator and the number of simulations. The
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jnb���!J�S9nsi�tMCY,M,Sc;x:j�te4 with simulation�,�:ct the confidence �f t1!e user: f)
The main advantage of the MCS method is that it can incorporate and simulate any

system characteristic that can be recognized, whereas, the model used in the analytical ';:1)
approach is usually a simplification of the system, sometimes- toan 'extent 'i1i8tit�

\ becom�,!��y._�!�=J1]. The MCS method can provide a. wide range of output
parameters including all the moments and complete probability density functions,
whereas the analytical techniques usually provide only the expected values.

Both the MCS and the analytical methods have their 'own merits and demerits and

neither approach can be considered superior to the other. The more appropriate method

should be chosen for a particular type of evaluation depending on the system, its

characteristics and the required depth and detail of the analysis.

The basic system risk and health indices obtained when both the MCS and the analytical
methods are applied to System S are shown in Table 7.1. System S has three generating
units of sizes 270 KW, 540 KW and 725 KW. Each unit has a FOR of 5%, a mean time

to failure of 950 hr and a mean time to repair of 50 hr. The IEEE-RTS hourly load data,
which is in percent of the annual peak load, is used as the hourly load for System S. The

peak load is 615 KW.

Table 7.1: Comparing Results from the MCS and AnalyticalMethods .

MCSMethod Analytical
Random Number Seed 0.24 0.29 Method
Simulation Years 1579 1040
LOLE(hIvr) 20.715 20.527 20.044
LOBE (MWbIyr) 2.767 2.739 2.707

Probability ofHealth 0.911 0.912 0.912
Probability ofMar2in 0.086 0.086 0.086

Table 7.1 shows that the basic indices estimated by MCS are almost the same as those

obtained by the analytical techniques. The table also shows that the risk and health

indices obtained by the MCS method are not exactly the same when different random
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number seeds are used. The number of simulation years required for the convergence of

the simulation process are also different for the different seeds. The differences in the

results provided by the two methods are insignificant for all practical purposes. The
MeS method should be used if the accuracy of the mathematical models used to

represent the actual system in the analytical techniques need to be verified.

7.3 Additional Adequacy Information byMCS

The Mes method is very useful when Information about system adequacy other than the

expected values of the basic health and risk indices are desired. The frequency and

duration risk and health indices and the distribution of the indices about the mean values

are some of the additional results that can be obtained from Mes. The method can also

be used to evaluate the system customer interruption costs.

7.3.1 Distribution of the Adequacy Indices

The analytical techniques usually give only the expected values of the risk and health

indices, whereas the Mes method can produce the distribution of these indices about the
mean values. The distributions can be used to provide additional information on the

anticipated severity of system risk or health in any single year.

The distributions of the basic risk and health indices (i.e. LOLE, LOEB, probability of
health and probability ofmargin) of System S, obtained when a random number seed of

0.29 was used for 1040 simulation years, are shown in Fig. 7.1 -7.4.

The expected energy not supplied by System S is 2.739 MWhIyr. The distribution of
-

LOEB in Fig. 7.2 has the energy not supplied as high as 42 MWhIyr in any single year. It
also indicates that the likelihood of this is 1 in 1040 years. Similarly, the probability of
health for System S is 0.912 but Fig. 7.3 shows there is still a chance of one in 1040

years that the probability of health for any single year may be less than 0.80. On the other
hand, the probability of health is greater than 0.95 in any single year with a likelihood of

39 out of 1040 years. This information is very useful when evaluating the severity of

system risk and health.
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Fig. 7.1: Distribution of the LOLE for System S (Mean Value = 20.527 hIyr)
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Fig. 7.2: Distribution of the LOBE for System S (Mean Value = 2.739 MWhIyr)
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Fig. 7.3: Distribution of the P(H) for System S (Mean Value = 0.912)
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Fig. 7.4: Distribution of the P(M) for System S (Mean Value = 0.086)
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7.3.2 Frequency & Duration Risk and Health Indices

The analytical techniques for evaluating the frequency and duration risk indices are

relatively complex and the mathematical model used for evaluating the results is usually
a simplification of the actual system. The evaluation of frequency and duration risk

indices are not normally done in practical adequacy studies. They are, however easily
estimated by MeS methods when further information about the system regarding the f\J
frequency and duration of interruptions and the expected values of different parameters \.!1
dririiig'

,

an interruption �����. Analytical techniques for evaluating th� frequency
aDddurati�n: health '�di�es have not been developed in this research work.. The MCS

method has been used to obtain these indices. The frequency and duration (F&D) health
indices developed in this thesis are described in Chapter 3.

F&P Risk Indices

The frequency and duration risk indices and their distributions are shown in Fig. 7.5 -

7.9.

2

Load Loss (KW/yr)

Fig. 7.5: Distribution of the ELLPYR for System S (Mean Value = 146.641 KW/yr)
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Fig. 7.6: Distribution of the ELLPINT (Mean Value = 103.746 KW/int)
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Fig. 7.7: Distribution of the EENSPINT (Mean Value = 1938 KWhIint)
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Fig. 7.8: Distribution of the EINTDUR (Mean Value = 14.52 brrmt)
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Fig. 7.9: Distribution of the Frequency of Interruption (Mean Value = 1.41 occ/yr)
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F&P Health Indices

. The frequency and duration health indices and their distributions are shown in Fig. 7.10 -

7.12. The expected health duration (EHDUR) of System Sis 218.09 hours per healthy
state. This means that the average duration of the system in the healthy state is 218.09

.

hours before it goes to the marginal. or failed states. The expected margin duration

(BMDUR) of System S is 20.20 hours per marginal state. This means that the average

duration of the system in a state, that violates the deterministic criterion without actual

system failure, is 20.20 hours. Both the EHDUR and EMDUR of the system are useful

operating information. Another useful index is the frequency of margin which is the

average number of occurrences per year of the marginal state. The frequency of margin
of System S is 37.11 occurrences per year. This is the number of times the deterministic

criterion is violated without system failure. The distributions of these indices measure

the severity of health in System S. Fig. 7.12 shows that the marginal state may be

encountered as many as 76 times in any single year and asfew as only 12 times in any

single year. However, the likelihood of either occurrence is only one in 1040 years. It can

also be observed from Fig. 7.12 that the probability of having a frequency of margin
greater than SO occIyr in any single year is 13.2%. There is a wide range of information

that can be obtained from the distributions of the frequency and duration health indices.

300�------------------------------------

250-+----

200-+----

100'-+---

50,-1----

2

Our per Health (hr/health)

Fig. 7.10: Distribution of the EHDUR for System S (Mean Value = 218.09 hrlhealth)
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Fig. 7.11: Distribution of the EMDUR (Mean Value = 20.20 hrI�gin)
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Fig. 7.12: Distribution of the Frequency ofMargin (Mean Value = 37.11 occlyr)
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7.3.3 Customer Interruption Costs

The MCS method can be used to calculate reliability worth more accurately than can the

analytical methods. The system interruption costs vary non-linearly with the duration of

interruption. The monetary value in $IK.W for customer interruptions of different

durations and for different types of customer in the system are generally obtained from
customer surveys. The survey data are analyzed to obtain a customer damage function

for each customer group, which is a plot of the $IK.W against different interruption
durations. The customer damage functions for all the consumer groups are then

combined to obtain a composite customer damage function (CCDF) for the system under

study.

The CCDF used in the IEEE-RTS system was extended from 8 to 16 hours, with the

same slope as that between 4 to 8 hours, in order to cover all the expected interruption
durations and was used for System S.1t is given in Table 7.2 and Fig. 7.13.

Table 7.2: CCOF for System S

0.73 2.42 5.27
4hr 8hr 16hr1 min ·20min 1 hr

19.22 41.45 85.91

100

0.1-----------<
1 10 100 100)

Intetrupti>n duration (ninutes)

Fig. 7.13: CCDF for System S

The duration, the load loss in KW and the energy loss in KWh for each interruption
occurring throughout the year is determined using the MCS method. The interrupted
energy assessment rate (lEAR) is calculated using Equation (7.1).
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n

!,ci(ri)*li
IEAR= i=1 ($/KWh)

n

!,ei
i=1

(7.1)

where, ci(ri) = interruption cost in $IKW for duration ri
11 = duration in hours of interruption i
Ii = load loss in KW of interruption i
e i= energy loss in KWh of interruption i
n = total number of interruptions

The lEAR for System S, estimated by the MeS method, is 3.27 $/KWh and its

distribution is shown in Fig. 7.14.

��---------------------------------------

l00H------

3uu-1-------

Frequency 2001-+------

lEAR ($/KWhr)

7.14: Distribution of the lEAR for System S (Mean Value = 3.27 $!KWh)
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The total customer intermption cost for the system can then be calculated bymultiplying
the lEAR by the expected energy not supplied as shown in Equation (7.2).

Total Customer Intermption Cost = lEAR * LOBE ($/yr) (7.2)

The LOEB of System S obtained by the MCS method is 2739 KWh/yr. The total

customer cost is, therefore $8956.53 per year.

7.4. Impact of Changes in Unit Failure and Repair Rates on the System
Indices

The changes in system health and risk indices brought about by variation in the forced

outage rates of the generating units are illustrated in Chapter 5 using analytical methods.
The effect of changes in the generating unit failure and repair rates on the system health

and risk indices cannot be recognized by the basic analytical techniques since different

values of failure and repair rates may produce the same' FOR. Complex analytical
methods known as 'Frequency and Duration Techniques' are available for these types of

study but again the representation of the actual systemmay have to be distorted to fit into

the mathematical models used by these techniques. These studies can, however, be easily
done using the MCS method.

The MTrF and MTTR for all the three units in System S are 950 hours and 50 hours

respectively and their FOR is 5%. Table 7.3 compares the adequacy indices of System S

for the case when the MTrF and M'ITR are changed to 475 hours and 25 hours

respectively while maintaining the same F9R. The output parameters for both cases are

produced .using two different random number seeds in order to provide a better

appreciation of the comparison.

When the generating unit MTTF and MTI'R are reduced by a factor of 2 (i.e. the failure
and repair rates are doubled), the basic risk and health indices, LOl.E, LOEB, probability
of health and probability of margin do not change. There is, however, a significant
change in the frequency and duration indices of health and risk and in the lEAR of the

system although the FOR of all the units remain the same.
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Table 7.3: Effects ofChanges in Unit Failure and Repair Rates

MTTF = 950 hr, MTTR = 50 br MTTF = 475 hr, MTTR = 25 br
Seed = 0.29 Seed =0.24 Seed = 0.29 Seed = 0.24

Simulation Years -1040 1579 1037 1845
LOLE(hIyr) 20.527 20.715 20.778 20.140
LOEE (MWbIvr) 2.739 2.767 2.802 2.683
Prob ofHealth 0.912 0.911 0.911 0.912
Prob ofMarsrin 0.086 0.086 0.086 0.086
EI.LPYR (KW/yr) 146.641 154.111 257.994 250.394
EI.LPINT (KW/int) 103.746 104.438 112.838 111.293
EENSPINT (KWhIint) 1938 1876 1226 1192
EINTDUR lhfmt) 14.52 14.04 9.09 8.95

F(occlyr) 1.41 1.47 2.29 2.25
EHDUR (bIhealth) 218.09 215.40 152.95 152.39
EMDUR (hlmargin) 20.20 20.07 14.07 14.04
F"" (�y.:J 37.11 37.61 53.53 53.67
lEAR ($/KWh) 3.27 3.39 4.27 4.29

7.s Conclusion

The basic system risk and health indices can easily be evaluated using analytical
techniques which require relatively short computation times. However, when the effects

of many different factors and many other constraints on the system are to be taken into

account, the system _

under study becomes very complex and cannot be accurately
evaluated by analytical methods. Under these circumstances, the MCS method is very

useful since it can simulate the actual process of any type of system.

The MCS method can produce many other indices in addition to the basic risk and health
indices. ThC? ��ytigll_�hn.iq� f�r ey'���$. t!t�'requency and. duration risk indices fi/)
are relatively complex and cannot incorporate the effects of many different factors that' __ :,CY..

. . .".. . ....',
...', ,,','- ..

exist in a practical systeIJl. Analytical methods for evaluating the frequency and duration
health indices have not been developed in this research work..These indices have been

obtained using MCS.

The MCS method can also generate the distributions of the risk and health indices about

their mean values. The distributions reveal use�_�o.�!!_()P.:_ �1l!_ the ��g_.Of.-g_)system risk or health in any single year and the occurrence probabilities.
.

""',.". .' .'
"'. . ¥._.".- �. "'�"M""',

••••••••• '.,"" _ ••• "M .u_ _� _fit·" , ,,_ , .,.
-
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8. SUMMARY AND CONCLUSIONS

Novel probabilistic approaches and evaluation tools have been developed and
_

are
"

". �*- .. ���-_.--
,.. .

.. .. ,',...
.
.".

.'
.

described in this thesis which provide system adequacy assessment methods that are@responsive to the stochastic behavior of a system and are practically applicable to small

isolated power systems. A recent survey [6] indicates that all Canadian SIPS use some

type of deterministic method to assess the adequacy of the existing or proposed
generating facilities to meet the total .load requirement. On the other hand, most large

C:�a.<fi�}����� �!y'� .._r�futqtrl.sh�d ,��nv.�nti.9.p'al,Jul�:of�!hUl11b methods and moved to 'CiJ
more responsive probabilistic techniques [4]. Realizing the reluctance of SIPS planners

.

.._.- ..__._
...............,_ "

...... �. '. .. "'-

to use conventional probabilistic techniques, a' new approach, known as system well-

being analysis [7]: ili�t links the accepted deterministic criteria with probabilistic (f.!)
methods has been studied . Development work on system well-being analysis has been

presented in this thesis which describes new evaluation methods, new adequacy indices
and comparative studies of the different indices and techniques.

A software package named SIPSREL was developed during the research work described

in this thesis with the aim ofproviding a practical tool for SIPS planners so that they can

re����nt ,'!�!!t. probabilistic techniques and eventually use them in syste� pl�g!. '®
The software is designed to apply probabilistic methods to adequacy studies of small

isolated power systems. It can, however, also be utilized to assess the HL-I adequacy of

larger systems. It' employs a graphical user interface and is user-friendly and self­

informative. The results for an evaluation are displayed in both tabular and graphical
forms. It includes tools that use analytical techniques as well as Monte Carlo simulation

methods. SIPSREL has been used in this thesis to obtain the results for all ,the necessary
evaluations. In most cases, the output table or the graph from SIPSREL has been directly
pasted into this thesis.

The conventional probabilistic techniques usually applied in the adequacy assessment of

large systems are discussed in this thesis. The conventional risk indices used for
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generating capacity adequacy evaluation are loss of load, loss of energy and frequency
and duration indices. These indices can be evaluated using either analytical techniques or

by Monte Carlo simulation methods. The basic approach is to convolve the generation
and load models to obtain the risk model. Different factors act upon the system and

influence the level of system risk. The effects of load forecast uncertainty, planned
maintenance of generating units and energy limitations in the system are described in
detail as these factors are incorporated in the software SIPSREL. The analytical
techniques used in SIPSREL for conventional risk evaluation are the capacity outage

probability table method and the load modification approach. The risk indices in energy

limited systems with storage facilities can be evaluated by the latter approach. These

techniques together with the MCS method for risk evaluation are described in this thesis.

!!t���!��t.i.���J?����stic,�hniqllesdo not�pear to prove useful t()_�IPS _pl��J$..®
who routinely employ deterministic methods in adequacy S.tll��LSystem well-being
�alYsi� has 'been developed to form a bridge �tween the deterministic and probabilistic
methods and to define indices that may be practically useful in SIPS adequacy
assessment. The probability of health, margin and risk are the basic system well-being
indices. Loss of health expectation, frequency of margin, expected health duration and

expected margin duration are new indices introduced in this thesis. The basic method for

system well-being,evaluation is an analytical technique known as the 'Contingency
Enumeration Approach'. This thesis presents a new analytical method known as the

'Conditional Probability COPI' Method' which is very efficient in regard to computation
time and computer memory when compared to the contingency enumeration approach.
The new analytical method has made it possible to evaluate the well-being indices of

larger systems with any shape load curve. It has also made it possible to easily hand­

calculate the health indices for small systems with practical load curves. This thesis also

introduces the concepts and application of MCS methods in well-being analysis. MCS
software in addition to the new analytical techniques have been incorporated in

SIPSREL to evaluate well-being indices.

The different study types that can be done using SIPSREL and a range of results

obtained using practical system examples are illustrated in this thesis. The conventional

risk indices, the system well�being indices, the peak load carrying capabilities for

different risk and health criteria and the expected energy supplied by each unit in the

system can be evaluated using the analytical tools. The effect of load forecast

uncertainty, planned maintenance, unit deratings with any number of states, energy
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limitations, load factor, shape of the load curve, the priority loading order, unit sizes and
forced outage rates can all be included in the evaluation. SIPSREL can use load curves

with daily or hourly peak loads or just constant loads in the load model to extend its

application from systems having sophisticated system data to systems lacking adequate
data. The distributions of the basic risk and health indices, frequency and duration risk

and health indices and the interrupted energy assessment rate of a system can be

evaluated using theMCS tools in SIPSREL. The MCS method requires a comprehensive
load model with hourly loads for an entire year and the resident times in the different

states of each unit as the input data. Depending on the type of evaluation to be done, the

user can select method, any particular evaluation process, one or more of the factors that

effect the evaluation process, use either default or modified parameters and obtain

numerical as well as graphical results. It is expec�tha..t�!!,��_�ill.p�!� .!..�-ful-.0
tool in adequacy studies of SIPS using prol?llbilitymethods. _

......... -

••••••••
'.

#_ ........: ••
·.t· ...

The application ofMCS to SIPS to estimate different risk and health indices is described

in this thesis. The basic system risk and health indices can be easily evaluated by
analytical techniques

_

and requires relatively short computation times. How�:v�!, ._'�\,��n
the effects of many different factors and system constraints are to be taken into account,

.
. . " "

.
-, .. �

�e systCm-Unde� study canbecome very complex and cannot be accurately eval�_
using analytical methods. Under these circumstances, the MCS method is very useful

since it can be used to simulate the actual process of any type of system. The MCS

method can produce other indices, such as frequency and duration indices, in addition to

the basic risk and health indices. The analytical techniques used to evaluate frequency
and duration indices are relatively complex and have not yet been developed for well­
being analysis. The MCS method is, therefore, very useful when additional risk and

health indices are to be evaluated for specific SIPS adequacy. TheMeS method can also

be used to generate the distributions of the risk and health indices about their mean

values. These distributions indicate the severity of system risk or health in any year and

the probability of occurrence. The MCS method can prove very useful in those situations
_ ....•_, *,:•.. ,

"

",
,',.. . ".,.,' ••... ,', .,-,',,' .", _•.

, � .. : ,. � .. ,':� :.

when. the solutions are not easily !:faCtable by analytical techniques,
,I

A range of adequacy studies are presented in this thesis using SIPSREL by application to .

•
• .�. .,

• ',.
"

#' .... ', ••••
•

.

actual small isolated power systems with different configurations to compare the various
___ _ r.-..-

_
-

¥ •• " ••••• " __ .' ,
•• •• ', _ •• t'· •••• , ••• "'� ,., • ,- ,_ ••• "- •• �

techniques. Comparative studies have also been done on the different types of adequacy
indices and criteria that can be used for capacity planning in order to determine the most
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appropriate method and planning criteria that can be used in adequacy evaluation of a

SIPS.

The studies illustrate that deterministic indices do not respond to changes in unit forced

outage rates, unit deratings, changes in load factor or in the shape of the load curve.

Deterministic techniques cannot incorporate the effect ofmany other factors such as load

forecast uncertainty, planned maintenance or energy limitations in system adequacy
evaluation and cannot be used to compare the adequacy of different systems. Different

systems having the same deterministic measure of adequacy' are very likely to be 'i<:';j
exposed .to. dive� levels

..

of risk or have different degrees .o!. �¥.stem,_coll1foIt� The.J
addition of a new unit to maintain a constant deterministic criterion does not result in a

constant system risk or a constant system health. Adequacy indices based on

deterministic methods are not as re_spQnsi�p'_9L,meaningful as probabilistic risk or :0

health indices.

A new term called the 'Health Benefit Limit' is introduced in this thesis. It is the size of

an additional generating unit that results in the highest system health probability when
added to maintain a,constant deterministic criterion. It is either equal to or less than the

capacity of the largest unit in the system and can be determined from the plot of the

system health probability against the size of unit added at a constant deterministic

criterion. The health benefit limit of a system depends on the system configuration. In

general, it is less than the capacity of the largest unit in systems that have a single largest
unit and is equal to the capacity of the largest unit in systems that have several units

equal in size to the largest unit, Appreciation of the system health benefit limit can
" . ....

.... .. .'

provide useful information when deciding the size of a unit to be added using either,a
deterministic method' or the LOLE method in capacity planning. The system health

.

.*....
-. .

. "

improves with the selection of a larger unit until the health benefit limit of the system is

reached when either method is used for capacity planning. Th�re is a system health ®
����ociate4w���_g..!l!r�,!!li_!: It can also be useful when capacity planning
is done using the system health criterion. Since the system risk is a maximum when the

unit added to maintain a constant health criterion is equal in size to the system health

benefit limit, a supplementary check for LOLE should be done to prevent violating the

system risk criterion whenever a unit close in size to the system health benefit limit is to

be added.
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The studies done in this thesis indicate that there are many factors that effect the system
risk and health indices and compel them to behave in different ways. �ither the health or _

the risk index can prove to be restrictive depending on different factors such as the unit

size configuration of the system and the sizes of the units to be added to the system,

Taking a lower health probability or a higher LOLE as the accepted criterion will tend to
make the health probability a more restrictive index than the LOLE and vice-versa. �oth

-��the�:iPS��:::to'::�:��i" 'v
appears reasonable to use the health and the risk indices jointly in _

the adequacy
,

�!�uati.on"QfS1.PS. �method_� �1?-�1!!e4.j!1J!lis �esis_��_,��J?lc:>.r�,,�� ris!
and health indices as accepted criteria in capacity planning. Using only one of the two

criteria in capacity planning may violate the other accepted criterion. Using both indices __

will ensure that the system is reliable from both aspects. Capacity planing using both

LOLE and LOHE criteria as illustrated in - this thesis should prove useful in practical
application to SIPS.

It is hoped that probabilistic methods will be employed in practice in the adequacy 0
evaluation of small isolated power systems using the methodologies and evaluation tools�
that have been developed in this research work.
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