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Abstract

Snowmelt is a critical component of the Canadian Prairie hydrological cycleaand h
significant hydrological and agronomic implicatiolithin this region, snowmelt caalsobea
very complicated phenomenon to accuratdgerve andhodel due to theccurrence oshallow
snowpacks, the unknown energy balance implications of emengipgtubble during metin
cultivated fields and theeffects ofspatiotemporal heterogeneity of snowcowetocalscale
advection. The objective of this research was to improve the physical understanding of these
complex and interacting processes witpldgment of novel observation systems and
development and application of new phydiesed process modelstensive field campaigns for
the 2015 and 2016 snowmelt season were conducted near Rosthern, Saskatchewan and provided
the observatioginecessary toonductthis researchApplication of novel observation systems
demonstrated: 1) the ability to remotealgnse maximum prairie snow depth with imagery
collected from an unmanned aerial vehicle and processed®ittture fromMotion
techniques, and 2) éffirst identification and quantification of latent heat advection from ponded
meltwater to snow with development and deployment of a water vapor, air temperature, and
wind speed profihg systemModel development resolved: 1) the small scale and dynamic
energy balance interactions between the stubble, snow, and atmosphere in a physically based
uncalibrated energy balance model, 2) lestale sensible and latent heat advection
contributions to snowmelt in a modelling framework that facilitates easyiogupl existing
onedimensional snowmelt models, and 3) the influence of stubble upon meltwater partitioning
in a coupled model that accounts for snow accumulation, melt and infiltration prodésses.
studydemonstratethat: 1) compensatory interactiongth emerging stubble result in negligible
differences in the net snow surface energy bal&)dbe inclusion of advection into snow
models improves their physical realism and snowmelt predictions3)dhdt the compensatory
interactions of stubble aaccumulation and melt processes are secondamgfomzen soil
infiltration process which is th@ominant control on meltwater partitionirithe advances in
observational and modelling capacity shown here improve the understanding and predictive

capaciy of the complex interactions governing the melt processes of prairie snowpacks.
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Chapter 1: Introduction

1.1 Introduction

A defining feature of Canadian Prairie hydrology is the development of a seasonal
snowpack. The resulting springtime snowmelt is typically the largest annual water source for
runoff, 80% annuallyGrayandLandine, 1988)and can lead to significant infiltrati¢@ranger
et al., 1984)A dominant factor in shaping the surface characteristics and consequently the
hydrological processes of the Canadian prairie surface is agriculture. Crop production systems in
Alberta, Saskatclvean and Manitoba cover over 25 million hectares (~50%exprairie
ecozongand,withalargs cal e shift to zero tillage since |
dynamic exposure of standing stubble over the smeliseason. The physical relationship
between the stubble remaining after harvest and the role it has in modifyingasnogphere
interactions hee implications for a large area of the Canadian prairies and other areas with
similar climates and crops including tBeeatPlains of the UnitedStates and the Eurasian
steppes.

Patterns of snow accumulation and ablation (spatial variability of melt rates, timing and
guantity) have direct impact upon the partitioning of infiltration and ruft&fly et al., 2001)
The runoff and infiltration generated from snowmelt have significant hydrologic, agronomic and
land-atmosphere interactions implications that vary interannually. In this context the role of
stubble left behind bygricultural management practices, and how it modifies the partitioning of
surfaceatmosphere energy exchanges over the snow surface needs to be understood as these
exchanges influence snow accumulation and ablation processes, which in turn controls snowmel
runoff, infiltration and evaporation/sublimation.cdncurrentand poorly constraineshowmelt
processn this regionis the localscale advection of energy from sndwee surfaces to the
snowpack as snowcover disaggregates over ifedt.combination oflynamic energy
contributions from emerging stubble and advection from the expandingfse@areas over

melt complicate the understanding and prediction of snowmelt in the Canadian Prairies.

Snowcover in this serarid cold region is typically shallow ars high variability

during accumulation and ablation leading to significant unresolved challenges in quantifying the



snow surface energy balance in the presence of exposed stubble. The droughi2602001
(Hanesiak et al., 201Bnd flooding events since 00@9 (Dumanski et al., 2015)ave renewed
interest in agricultural water management. Snowmelt water has broadatplecfor

agricultural productioriGray et al., 199Q)s a water source for rural populations and economies
(Corkal et al., 2004and can cause intermittent localized flood{Bgimanski et al., 2015)

Despite the significant socioeconomic implications of snowmelt on the Canadian Prairies,
understanding and prietion of this shallow snowpack and its melt, is limited. Advancing
snowmelt understanding on the Canadian Prairies will only become more critical to ensure

agriculture and socioeconomic resilience as the climate chéagegeroy et al., 2009b
1.2. Litelature Review

The literature review providesi@verview of pertinent features of prairie hydrology and
summarizes work pertinent to the process understanding oftsmibstubbleatmosphere
interactions, locascale advection, and meltwater partitionimgtbe Canadian prairies during

snowmelt.
1.2.1. Prairie Hydrology

The hydrology of the Canadian Prairies is defined by its high latitude continental interior
locations leadingo large variations in seasonal temperatures and limited precipitation, annual
precipitationaverage 308100mm (Pomeroy et al., 2009f which about a third occurs as
snowfall(Gray and Landine, 1987.aJhis leads to twdlistinct but interrelated hydrological
periods for winter and summer. Winter processes are characterised by snow accumulation and
wind redistribution with miewinter melt events frequent in soutfestern and infrequent in the
north-eastern region@-ang et al., 2007)nfiltrability of soils is limited seasonally as the soils
freeze(Gray et al., 2001)Spring time is the interface of the two seasons and is characterised by
high runoff rates as a result of frozen soils with tediinfiltration coincident with the often
rapid snowmelt water release from snowpa€ksay et al., 1985)After spring melt and soil
thaw the warm season (summer) processes are defined by rainfall events that are frontal in spring
and early summer and convective in late sumi@eay, 1970) The summer rainfall inputs are
typically balanced by evapotranspirati@ray, 1970)and high unfrozen infiltration rates and
soil watef holding capacities leading to limitedarm season runotElliot and Efetha, 1999)



Recent observations show a shift to more rainfall events being generated by frontal systems
(Shook and Pomeroy, 2012)d an increase in mgummer runof{Pomeroy et al., 2014Pue

to limited topographic relief and geologically recent glaciation the drainage network of the
Canadian Prairies is poorly developed resulting in largecootributing area@Pomeroy et al.,

2005) Subsurface lateral movements are limited and recharge is depression focused due to the
low hydraulic condctivity of the underlying unconsolidated glacial t{fl$ayashi et al., 2003)

The resulting surface water features, in the absence of agricultural drainage, are generally
ephemeral wetland complexes which in high runoff years connect and disconnect through fill

and spill mebanismgPhillips et al., 2011)The spring snowmelt eveisttypically the largest
consistent flux of water across the region that has implications for water resources throughout the

year due to its role in recharging the hydrological system.
1.2.2. Snow Accumulation

Snowmelt is a function of the praelt snowjack and a large body of work has been
aimed at characterizing snowcover in relation to topography, land cover and climate. In open
environments the dominant process affecting the accumulation and spatial variability of a
snowpack is blowing sno{Clark et al., 2011; Pomeroy et al., 1998Bhe blowing snow process
is a function of snow availability, fetch, wind speed, surface roughness and temperature
(Pomeroy et al., 1993)nd on the Canadian Prairies can be responsible for the sublimation,
transport and redistribution of up to 75% of the annual sno{Halineroy and Gray, 1995)
Physically, blowing snows comprised of three fluxes including saltation, suspension and
sublimation and these were first fully describedPayneroy et al. (1993 the Prairie Blowing
Snow Model (PBSM). Spatial distribution of PBSM has been accomplished with its coupling to
a windflow modelWalmsley et al., 198@p develop the Distributed Blowing Snow Model
(Essery et al., 1999)

Exposed vegetation determines the surface roughness that in turn controls the various
blowing snow processes leading to snow erosion or deposition. In areas of little surface
roughness, minimal stubble or bare soil, blowing snow is initiated sooner leading to greater
sublimation losses and transp(Pbmeroy et al., 1991Areas of greater surface roughness, such
as standing stubble, will have greater deposition though snow erosion can beiatédinvhen

wind velocities produce a shear stress that exceeds the sum of that exerted on the stubble and the
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threshold shear stress for snow erogomeroy et al., 1993xposure of vegetation greatly
diminishes the shear stress exerted by the wind on the snow and typically limits snow erosion
until the snow depth is near the heighthe vegetatioiiPomeroy and Brun, 2001)ifferences

in exposed vegetation become less relevant as snow accumulates to the vegetation height; filled
stubblewill behave as dare field(Pomeroy and Gray, 1994)he feasibility to manage end of

winter snow wéer equivalent (SWE) distributions for agricultural purposes has been well studied
(Pomeroy et al., 199@yith results summarized in Table 1. Modelling has estimated that the
saltation and suspension fluxa® doubled and sublimation increases by 7%é&oe fieldswith

respect to stubbligelds (Gray et al. 1989)

Table 1.1: Agricultural Snow Management Practices on the Canadian Prairies
Snow ManagemerRractice SWE increase*

Tall Stubble: crop swathed/combined to leave stubble of unifol2.7mm/cm stubble**
height
Alternate Height Stubble: height of the stubble is alternated [32%
between low and high for each swather/combine pass
Trap StripsClipper:strip of crop with grain heads clipped left ea104%
swather/combine pass
Trap Strip Deflector: strip of crop with grain heads intact left e22%
swather/combine pass
Leave Strip: 30cm strip of crop unharvested every 1,2 or3 [91%
swather/combine widths
Competitive barrier: tall grass barriers planted in rows spaced 120%
to 15 m apart
*SWE increase with respect to normal uniform height (~25cm) stubble, **Tall stubble SWE
increase s afunction of snow densitywalues summarised froiicholaichuk et al(1985

1.2.3. Snowmelt

Snow ablation on the Canadian Prairies is driven by the surface energy balance and its
interactions with the properties of the end of season snow accumulation. The snow surface

energy balance is given Ig3ray and Malg1981)as:

. . . QY 1.1
0 " * bW ° O 00 v U o (1-1)

wherel is the net energy available for snowm@th* andbw® are the net short
and long wave radiation respectively, and0dO are the turbulent sensible and latent

heat fluxes respectively, is the energy advected by precipitation (often ignored on the



Prairies),0 is the ground het flux andY | Q s the net change in snowpack internal

energy In open high latitude environments with shallow snow, such as the Canadian Prairies, the
variable response of snowmelt to variable meteorology and land surface characteristics is
complicated with the challenges in implementing an energy balance apprdheke unique
snowpacks. The source of energy for early or-miater melt is typically longwave radiation
(Granger et al., 1978As day lengths and sun angles increase shortwave radiation becomes the
dominant forcing relative to longwave radiati@ray and Landine, 19870b)urbulent fluxes are

much more dynamic and dependent upon meteorolothegsare related to wind speeds and
temperature gradien{(&Sranger and Male, 1978)atent heat flux, sublimation during daytime

and condensation during nighttime has been observed to have a minimal net contribution while
sensible heat can have a large impact on the cumulative net éadagyeg Granger and Male,

1978) The sensible heat flux contributions increase over the course of melt as the snow surface
transitions from continuousnowcovelinto a heterogeneous surface of bare soil and snow
patchegGranger and Male, 1978 addition, differences in energetics acrasowcoveed

and snowfreeareas leads to a heterogeneous distribution of surface temperatures that acts to
increase near surface air temperatures and local scale advection of sensible heat to snow as air
moves over surface transitio(hook and Gray, 1997An additional challenging dynamic of
shallow snow is the relative portance of tracking cold content as it buffers melt processes
(Granger and Male, 1978¥hallow snows have a small heat capacity to moderate energy fluxes
relative to deeper snow and therefore exhibit diurnal patterns of melt water release and refreezing
(Gray and Landine, 1987H)and surface characteristics, primarily vegetation and topography,
increase the spatial variability of the melt processes. Specific dynamics of each relevant term of

the snow pack energy balance are discussed in detaifteerea

1.2.3.1. Shortwave Radiation

Shortwave radiation typically dominates #ad of winter snowmelt evenf high
latitude environment&Gray and Landine, 1986Interannual differences in its relative
magnitude to the overall energy balance depends upon the timing of melt as the incident solar
radiation increases over the course of the seg@oook 1995) The main driver of the incoming
shortwave radiation spatial variability is the geometric relationship between incident radiation
and the land surface and often accounted for by the meth@#roier and Ohmura (1968)he
absorption of the shortwave radiation by the surface is governed by the surfacetgliediby
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between 80 and 90% for fresh sn@rayand Landine, 1987apnow albedo decreases with

time due to metamorphism changing radiation attenuation factors such as particle size, density,
structure, wetness, foreign matter, snow depth and wavel@gil and Landine, 1987a; Kung

et al., 1964)

Exposed vegetation modifies shortwaseiation by altering albedo decay and
transmittance. The influence of vegetation exposure on albedo is predicated on approaching
albedo as either an areal average or specific to snow. Vegetation has a lower albedo than snow
thus the decay of areal aveeaglbedo over the course of snowmelt becomes a function of
fractional vegetation exposugeiston and Hiemstra, 2011)pon the beakup of continuous
snowcoveiShooket al.(1993) showed a linear relationship between snowpack areal albedo and
snowcovered area leading to a dramatic increase in the magnitude of net shortwave radiation
over the courseof mglt O6 Ne i | | 19@3h \dege@tioa gan also influence the shortwave
radiation flux by shading the snowpaahktercepting the radiation before it reaches the surface
(Aase and Siddoway, 1980; Bewley et al., 200Tjs is apparent in the observations of an
inverse relationship between albedo and stubble h@igise and Siddoway, 198®tubble and
soil albedos also vary over the course of the winter as the decay of stubble and breakdown of soll

clods lead to an increase and decrease in albedo respectively

Most of the work on radiative tnafer through canopies to underlying snowcover has
focused on large vegetation (i.e. forest canopies). Approaches have included relating the
interaction of solar angle and leaf area inffemeroy and Dion, 1996y view fraction
(Musselman et al., 2012)ay tracing[Essery et al., 20@}, multi-stream model&Blyth et al.,
1999)and taking into account shading in sparse candBiesley et al., 200/ Radiative
transfer through sparse canopies has also been studied from an agricultural perspective with
approaches including dual stream modBisss, 1981 )clumped vegetatio(Campbell and
Norman, 1998; Kustas andihman, 200Q)and multilayered canopie@-lerchinger, 2000; Zhao
andQualls, 2005)To date no literature has been found that quantifies the dynamic influence of
short vegetation, specifically stubble, on the transmittangecoming radiation to a snow

surface of varying depth.



1.2.3.2. Longwave Radiation

Longwave radiation is dependent upon the temperature of its emission source according
to the StefarBoltzmann equation, and the fluxes incident upon the surface come from either
atmospheric or terrestrial origifSicart et al., 2006)The incoming atmospherically emitted
longwave radiation is dependent upon the sky view fraction, cloud cover, air temperature and
humidity which modifies the atmospheric emissi\8cart et al., 2006)The incoming
longwave radiation from terrestrial sources in turn is dependent upon the residual of the sky view
fraction and the effective surface temperature of the portion of terrain in(Sieart et al.,

2006) The emission of longwave radiation from the surface is simply a function of the surface
temperature. The emissivities of the different souveeg and argenerallyhigher for ground
relative to sky sourcgSicart et al., 2006 Net longwave radiation can be similar or higher than
shortwave radiation during cloudy periods due to increased atmospméesgivéty (Granger and
Gray, 1990)nd is important in the simulation of snowmelt in early spring due to the low solar

energy and high fresh snow albg@acart et al., 2006)

Like shortwave radiation the vegetation influence upon longwave radiation has been
studied most extensively in foremtvironmentgEssery et al., 2008a; Gelfan et al., 2004;
Pomeroy et al., 20098he most striking case of this is with high trunk or branch temperatures
as a resultfoa large net shortwave radiation flux upon the low albedo vegetation, which re
radiates this energy in the form of longwave radiation to the surrounding(Booreroyet al.,
2009) The case of longwave emissions from stubble and their magnitude with respect to the
surface energy balance has not be explicitly measured but may be important as Batetelpy

et al.,(2010)for the case of exposedrshs.

Existing understandings of long and shortwave radiative transfer through short sparse
canopies are sufficiently well developed to quantify radiative transfer through stubble. The
challenge is in applying this understanding when the stubble strueitireespect to the

depleting snovsurfaceis dynamic.

1.2.3.3. Turbulent Exchanges

Sensible and latent heat fluxes to the snow surface are a result of the turbulent transfer of

heat and water vapor between the land surface and atmosphere. Thecetdtibation of these



fluxes to the annual snowmelt varies with respect to seasonal timing and I¢Gaagrand

Male, 1981; Morris, 1989)Studies have shown the turbulent transfer contributions to melt to be
insignificant over caotinuous snowcovgiPomeroy et al., 1998yary interannually(Granger

and Male, 1978andcan makesignificart contributions to melt oncenowcoveibecomes
heterogeneoushook and Gray, 199.7pirect measurement of these fluxes over snow have
utilized eddy covariance techniquésdreas, 1987; Arck and Schertzer, 2002; Box and Steffen,
2001; Munro, 1989; Smeets et al., 19@8)le estimation methods have relied upon bulk transfer
(Kondo and Yamazawa, 1986; Moore, 19&®rodynamic profile@Denby and Snellen, 2002;
Hood et al., 1999; Munro and Davies, 19%8)empirical correlatiofiGray and Landine, 1986)
Quantification methods often struggle with meeting the respeasisemptions arequired

conditions(HelgasorandPomeroy, 2005HelgasorandPomeroy, 201Q

As with radidive transfeythe studies of turbulent transfer through canopiee facused
on forested environments. Validity of local gradient diffusion approachésedty, has been
guestioned with dramatic failures associated with observations of capatBentfluxes in
these environments. Improved methods have developed fugterclosure model@Vilson,
1989)as well as Lagrangian approaclkiBsaupach, 1989)n contrast Ktheoryis still considered
valid in short and sparse canopies (growing season crops) due to low leaf area indices and
uniform source density profile@Vallace, 1991)In theabsence of a contradictory analysis K
theory can be assumed to be valid for a melting exposed stubble surface -theasyKpredicts
that as the exposure of short vegetation during melt increases the surface roughness, thereby
increasing the ability ofie surface to absorb momentuheincreased turbulence will increase
turbulent transfe(Prueger and Kustas, 2008)bservations during the growing season have
noted the suppression of latent heat transfer by the decoupling of the surface and atmosphere by
the airflow displacemerof the stubbl€Brun et al., 1984; Burt et al., 2005; Cutfoahd
McConkey, 1997and reduced windpeedgAase and Siddoway, 198Q)iterature quantifying
the influence of incremental stubble exposure on latent and sensible heat turbulent transfer

during snowmelt has not been found to date.

1.2.3.4. Ground Hedlux

The role of thegroundheat flux varies over the course of the snowmelt on the Canadian

Prairies but is typicallyegligibledue to the small temperature gradient between the soil and



base of the snowpaglerangerandMale, 1978; Pomeroy et al., 1998; Zhao et al., 1997)
Observations show that during early mghound heat flux contributions are negligible while
during active melit can remove up to 5.5% of the eneadlgerwise available for snow melt
(Granger and Male, 1978)he ground heat flux is closely connected to the role of meltwater
infiltrating the soil at the base of the snowpack which varies-artaually and can be influenced

by the commonly observed presence of basal ice layers wadstict infiltration(Zhaoand

Gray, 1999) The presence and type of crop residues has been shown to modify the soil heat
fluxes with largest differences associated with flat stubble relative to standing stubble and bare
soil respectivelFlerchinger et al., 2003Dbservations are complicated by the need imagt

the thermal capacity of the soil matrix with its dynamic frozen and liquid water content, due to
meltwater infiltration and soil thagZhao et al., 1997Numerical methods have been developed
that solve coupled mass and energy equations that can account for heat and water inputs into a

multiphase soil matrixFlerchingerandSaxton, 1989; Hao et al., 1996)

1.2.3.5. Snowpack Internal Energy

Fluctuations in the internal energy content of the snow can moderate the surface energy
balance of the snowpack. Quantification is difficult due to the fact that snow is a multiphase
porous structuravith high permeability and heterogeneity that undergoes wind redistribution and
metamorphisnfHelgason and Pomeroy, 2012Bhysically based models (SNTHERBbrdan
(1991) are available that account for many of these factors. The role of vegetation within and
exposed above the snow complicates the internal energy dynamics, relative to pureasnow th
many models assume, by changing the snow density and adding additional energy pathways
through the snow. There is increased conduction though stubble stalks and increased convection

with a larger snow surface area through preferential melting of srlawdexposed stalks.
1.2.3.6. LocalScale Advection

Canadian Prairie snowcover is highly variable and shallow and during melt breaks up
into a heterogeneous surface of bare and snow patches. The behaviour of the snowcover
depletion phenomena can largebydiescribed by the spatial variability of prelt SWE and the
variability in the surface energy balance leading to spatially variable areal average melt rates.
Statistically, assuming a legprmal SWE distribution, the depletion of snowcover can be

estimded by a simple hyperbolic tangent function dependent upon the coefficient of variability
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of the premelt SWE and melt amou(iEssery ad Pomeroy, 2004)0n small scalestatistical
description of the snow or bare ground patches area, perimeter, and length can be generated by

taking advantage of applicable fractal scaling lgsanger et al., 2006)

The differences in energetics acragsowcoveed and snow free areas leads to a
heterogeneous distribution of surface temperatures that in the presence of air flow across the
surface leads to local scale advection of sensible heat to snow. Sensible heat advection has been
found to be responsible forqviding the majority of the sensible heat flux, contributing up to
55% of the snowmelt energy balar{@ranger and Male, 197&esulting in areal melt rates
being the greatest whaemowcoveiis between 40% and 60¢8hook 1995; Marsh et al. 1997)

The challenges in directly measuriagvection across heterogeneous surfaces can be constrained
in ideal experimental conditions, leading to reliable measurerfi€othendorfer and Paw U,

2011) but the dynamic nature of snowcover ablation has led to limited observations of the
phenomeng&Shook 1995; Granger et al. 2006; Mott et al. 20T8E flow of air over

heterogeneous surfaces leads to the formation of internal boundary(Ggeet, 199Q)
Measurements of these internal boundary layers across snow surface transitions reflect
established power laws of boundary layer he{§itook 1995; Granger et al. 2006yranger et

al. (2002)used thisoehaviorto calculate sensible heat advection through boundary layer
integration In contrast to these findings the formation of boundary layers has been attributed as a
cause of atmospheric decoupling of the atmosphere from the snow surface leading to the
suppression of sensible heat advection in the Mt et al., 2013)Due to the complexity of

the process and difficulties in observatiorodeling has been the focus of muchrenwork on

this topic. Early work byVeisman (197 7applied mixing length theory and subsequent
approaches have employed taculation of advection efficiency as a functiorsnbwcoveed
area(Marsh et al., 1999numerical modellingListon, 1995)and tle models taking into account

the fractal nature of snowcovéEssery et al., 2006Numerical models provide the most detailed
description of the processes but are constrained to idealized boundary conditions and are not
appropriate for application in hydrological models. In contrast the tractable tile based models that
may be approriate for implementation in hydrological models have insufficient representation

of spatial energy redistribution across tile bounddissery et al., 2006; Ménard et al., 2014)

Most models also consider the snow free surface to be of constant temperature which differs

from observationgGranger et al., 20065ensible heat advection is a difficult problem to
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address with contrasting findings in the literature and latent heat advection from ponded

meltwater has nidhad any consideration during snowmelt.

The characteristics of vegetation in open environments has been shown to influence the
dynamics of surface heterogeneity. In termsraiwcovedepletion rougher surfaces lead to
theoretically longesnowcoveidepletion periods (longer on stubble vs. fallow fields). More
detailed observationsonsideringstubble characteristics or type are not available to understand
their role. Theoretical understandin@arratt, 1990and observation&ranger et al., 200&)f
advection show that the greater the upwindace roughness the quicker the establishment of
and the greateéhedepth of the internal boundary layer resulting in greater energy advection. The
theoretical influence of surface roughness on snowcover depletion and spatial variability of melt
energy die to advection are contradictory and as a resultinderstanding of how differences in

stubble attributes may modify spatial heterogeneity during melt is currently unavailable.
1.2.4. Meltwater Partitioning

The snowmelt process governs the rate antiadhstribution of snowmelt water
produced at the snow soil interface which, along with the spatial variability of frozen soll
infiltrability, governs the runoff and infiltration processes; the most visible manifestation of the
snowmelt proces&Gray et al., 2001)The focus of studies relating agricultural practices and
snowmelt to date has been the infiltration and runoff respdides and Efetha, 1999; Granger
and Gray, 1984; Nicholaichuk and @rd986; van der Kamp et al., 2008)ow stubble change
the energetics of snowmelt processes has been a secondary consideration. These studies show
that increases in pmaelt SWE led to increased infiltration though the relationship is not linear
(Gray et al., 2001)Stubble does have the ability to influence these processes. Stubble can
influence the amount of SWlicholaichuk et al., 1985nd snowmelt rategdVillis et al.,
1969) thus infiltration opportunity time and the associated tillage impacts the soil
structure/macropore connectiviggtrudley et al., 2008}hus infiltration clasgPomeroy et al.,
1990)and antecedent soil moistui@ray and Maule, 1®). In small plot studies the presence of
stubble has been noted to lead to earlier and faster metnafrecoveteading to a greater
amount of runoffWillis et al., 1969) However, direct measurements of snowmelt runoff do not
show clear land cover influences due to the large uncertainty in runoff gauging and delineation

of contributing aredHodder et al., 2013)'he subtle influence of stubble on runoff and
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infiltration has the potential to have regional hydrolagimplications but the underlying

process understandings are unresolved.
1.2.5. Summary

A large body of literature exists that describes the snow accumulation and ablation
processes on the Canadian Prairies. In spiteigfthere has been little work on understanding
the role that the gradual exposure of vegetation over the course of dhbasnen the energy
balance and hydrologitprocesses occurring at the time. This may be in part be due to two
reasonsFirst, hydrological research has not maintained pace with the large changes observed in
agricultural management practices in the tast decades. With the decline in soil and water
conservation issues due to the widespread adoption of continuous cropping atilthgero
interest has shifted to other problems, without reconsidering the role new agricultural practices
have on snowmeltrpcesses in the region. Second, stubble influences and advection
contributions on snowmelt processes are difficult to control for in experimental design and are

often deemed to be negligible relative to other processes of interest.
1.3. Research Gaps

Subgantial research describes the snow ablation processes on the Canadian Prairies. Four
specific challenges are identified in this work that limit the understanding of prairie snow melt

and its implications.

First, the ability to resolvenowmeltdynamics fom directly observing snowmelt is
hampered by the uncertainty inherent to observation of snowpack properties. Snow surveys are
well established to be a generally reliable method to estimate SWE from sampling snow depth
with a ruler and snow density with@w cores with the technique essentially unchanged for over
a century(Mergen, 1992)Unfortunately, snow surveying has uncertainty associated with
samping strategies, number of samples and transect design to ensure SWE estimate is
representative of domain in questi@teppuhnandDyck, 1974 PomeroyandGray, 1999, as
well as depth and density sampling eri@srezovskaya and Kane, 2007; Goodison et al.,

1987) It is also pone to observer bias as safe and accessible areas tend to be over sampled
(DeBeer and Pomeroy, 20103 a destructive sampling meth@¢inar and Pomeroy, 2015and

is very labarr intensive(Davis, 1973) Snow surveying is best suited to areas of deeper, rather
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than shallow snow where errors are small relative to the snow@acdison et al., 198. The
uncertainty associated with snow surveying may be inappropriate to observe the subtle and
complex relationships associated with the melt forcings and their response to land cover on the
Canadian Prairiesn addition, snowcover geometry is pgodonstrained with snow survey
observations or at sufficient spatiotemporal resolution in satellite remote s@@sigjson et

al., 1987; Shook and Gray, 1998)ternative observation approaches to gifgrsnow water

equivalent angnowcoveiat high spatial and temporal resolutions require investigation.

Second, the role that the gradual exposure of short vegetation over the course of
snowmelt has on the snow surface energy balance and snowmelt pascass lbeen fully
addressed. Hydrological research has not maintained pace with the large changes observed in
agricultural management practices in the last two decades. There has been widespread adoption
of zeratillage agriculture and continuous croppiagross the Canadian Prair{@svada, 2013)

These practices are characterized by standing crop residues that remain erect throughout the
snow accumulation and ablation periods in contrast to bare surfaces where crop stubbles are
incorporatednto the soil posharvestin 199 zerotillage was applied to I.million hectares

and this has increased t@.2million hectares in 2016, 65% of the total land area prepared for
seedingFigure 1.1: Statistics Canada, 20IR)eliterature availablsuggest thathe presence

of stubble will have an influence upon the surface energy balance. Notably; radiative flux
through short sparse canopies maydifyoincident radiation at the surfa¢€ustas and Norman,
2000) partitioning of the radiative flux may enhance the long wave contrib(Ménard et al.,
2014) turbulent transfer may be enhan¢Pdueger and Kustas, 200®)ith the potential for
decoupling (suppression of turbulent transfer) in the presertaét ekposed stubble heights
(Aase and Siddoway, 198@nd local scale sensible heat advection may be enh@Bmtyer

et al., 2006)
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Figure 1.1: Percentage of prepared cropland managed withiltaage agricultural management
practices. (Statistics Canada 2016)

Third, while locatscale advection has beeonceptualized and indirectly observed, there
have not been any rigorous attempts to directly measure advection fluxes for sensible or latent
heat.From indirect observations, sensible heat advection has been found to be responsible for
providing significat portions of the sensible heat flux that is greatest whewcoveis
between 40% and 60¢&hook 1995; Marsh et al. 1997Mhe challenges in directly measuring
advection across heterogeneous surfaces can be constrained in ideal experimental ¢conditions
leading to reliable measureme(kochendorfer and Paw U, 201 but the dynamic nature of
snowcovemblation hasdd to limited observations of the phenomé@&eanger et al., 2006; Mott
et al., 2016, 2013; Shook, 1993he flow of air over heterogeneous surfaces leads to the
formation of internal boundary layefGarratt, 1990and observations of their development
across snow surface transitions reflect established power laws of boundary laye{Steaght
1995; Granger et al. 20Q@)ue to the complexity of the praagand difficulties in observation,
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modeling has been the focus of much more work on this (Bg&ery et al., 2006; Granger et al.,
2002; Liston, 1995; Mott et al., 2015, 2017; Weisman, 1B8&)sible heat advection is a

difficult problem to address witcontrasting significance in the literatEessery et al., 2006;

Mott et al., 2013pnd latent heat advection from ponded meltwater has not had any consideration
during snowmelt. The relative importance of sensible and latent heat with respect tadlie ove
energy balance needs to be quantified. A model framework to address both sensible and latent
heat advection is also needed to properly account for the energy fluxes driving snowmelt in
predication models.

Fourth, there is no fully coupled procdsssed understanding of how stubble influences
snow accumulatiorsnowmelf and partitioning of meltwater into infiltration or runoRrevious
research has focused on stubble implications upon snow accumulation and how that modifies the
amount of snow available to m¢kang and Pomeroy, 2008; Gray and Granger, 1985; Gray and
Maule, 1994; Maule and Gray, 1994; Pomeroy and Gray, 1995; Richards, 1986; Steppuhn and
Erickson, 1978)Extensive research on stubble management influences on frozen sodtiafiltr
and snow redistribution has developed an empirical understanding of the system dynamics
(Pomeroy et al., 19900 complete process representation of the stubble and meltwater
partitioning relationshifmas been impossible to date without a physically based understanding of
stubblesnowmelt interactionsSuch a framework is needed to address, develop, and evaluate the
ability to manage stubble for hydrologic or agronomic objectives now and when suljeated

different climate.

Significant research gaps limit the understanding and prediction of snowmelt on the

Canadian Prairies and deserve investigation due to their potentialesociomic implications.
1.4. Objective and Research Questions

The overarcimg research objective of this work is:

To improve the understanding of the interactions between stubble, snow and the

atmosphere of Canadian Prairie agricultural regions during snowmelt.

Four objectivedave beenlefined to address the research gaps ifilsshiand are:
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Objective 1: Assess unmanned aerial vehicle technology to observe properties and

dynamics of shallow snowpacks.

Objective 2: Observe and model locatale sensible and latent heat advection during

snowmelt.

Objective 3: Quantify the relatioship between stubble emergence and processes

governing the snow surface energy balance.

Objective 4: Develop a procesisased understanding of the influence of stubble

management upon meltwater partitioning.
1.5. Thesis outline

The results are presentedtlire form of a manuscript style thesgpecific objectives are

associated with separate chapters.

Chapter 2 (Objective 1) determines if the quantification of prairie snow packs can be
improved with an unmanned aerial vehicle (UAV) system, a novel oligertachniqueThe
spatial distribution of snow depth is a critical metric to quantify to understand the role of crop
stubble on snowmelt processes. Ultimately SWE is the variable of interest but it has been shown
that the bulk of the spatial variabiliof SWE in shallow situations is found in the spatial
variability of snow depttiJonas et al., 2009; Pomeroy and Gray, 19@&agery from UAVs
combined with structure from motion (SfM) techniques are an emerging tool to generate high
accuracy digital surface adels in geosciences and have the potential tosmaywcoveed area

and snow depth and are tested herein.

Chapter 3 (Observation portion of Objective 2) presents direct observations efdalzal
advection and its influence upon the snowmelt energy baldrne development and
deployment of a novel observation system that could directly measure the relative role of
sensible and latent heat advection on the snowmelt energy balance is desbithewrk
provides the empirical evidence necessary to mdledanstrain the spatial heterogeneity of the
snowmelt energy balance in future models. The results and implications of a novel observation
campaign are presented that quantify the relative roles of sensible and latent heat advection in the

context of theoverall snow melt energy balandehe identification of latent heat advection
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during snowmelt is an especially exciting observation as it has previously been an undocumented

component of the snowmelt energy balance.

Chapter 4 (Objective 3) focuses on the implications of emerging crop stubble upon the
snow surface energy balandéuch of the cropland on the CanadiBrairies is managed with
zerotillage agricultural practice3.he resulting gradual emergence of stulftden the snowpack
over snowmelt i phenomenominrealized in any snowmelt mod&his chapter quantifies the
influence of stubble emergence on the snow surface energy balance with the development and
validation of a physiecbased modellThe model is usetb describe the energy balance
interactions between snow, stubble, and atmosphere and the overall compensation of the
individual energy terms in the surface energy balance. The findings help to describe subtle
differences in wheat and canola smogit patierns and improves the understanding and

prediction of snowmelt on the Canadian Prairies.

Chapter 5 (Modelling portion of Objective 2) presents a simple-kxke sensible and
latent heat advection model framewofke significant sensible and latent hidaxes observed
in Chapter 3 motivated the development of a model framework that can quantify this lateral
energy flux in a manner that that can be easily coupled to existindimeasional snow surface
energy balance modeBrevious work on boundargyer integration of sensible heatvection
(Granger et al2002)is adapted to also considered latent heat adve&iaisting scaling
relationships to describe snowcover geomgdtyook et al., 1993are validated with high
resolution classifiednowcoveed area derived from UAV imagery, as described in Chapter 2.
Theoreticasnowcoveed area depletiofEssery and Pomeroy, 200e&Nd a new conceptual
relationship between ponded water and frozen soil infiltration is included to describe the land
surface dynamics driving advection. The implica@f coupling this advection framework to
the onedimensional snowmelt energy balance from Chapter 3 are expldredleveloped
energy balance model that accounts for stubble emergence and advection processes represents a
major improvement in the modelty capability and understanding of snowmelt on the Canadian

prairies and any other sefaiid agricultural cold region.

Chapter 6 (Objective 4) couples the snowmelt model developed in Chapters 4 and 5 to
existing snow accumulatiaifomeroy et al., 1993nd frozen soil infiltratior{Gray et al., 2001)

models to synthesize a new physically based process understanding of the influence of stubble
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management upon snow processes and meltwater partitidmiisgcoupled model is employed

to explore the interaction of stole management, antecedent soil moisture, interannual
variability, and climatic differences upon snow accumulation, snow melt, and meltwater
partitioning processes. This modelling framework provides a detailed process understanding of
stubblemeltwater paitioning interactions that reconfirms findings based on extensive field
observatiorbased research on stubble management and frozen soil infiltration.

Recommendations on stubble management practices are presented.

Each chapter focuses on specific deficies in our understanding of the complex
snowmelt dynamics in cold serarid agricultural regions. A final conclusions chapter
summarizes the main findings and identifies areas of future research needs. Overall the research
presented in this thesis advasdhe understanding of the unique snowmelt dynamics and

processes on the Canadian Prairies.
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2.1. Abstract

Quantifying the spatial distribution of snasvcrucial to predict and assess its water
resource potential and understand latmhiosphere interactions. Highsolution remote sensing
of snow depth has been limited to terrestrial and airborne laser scanning and more recently with
application of Struiire from Motion (SfM) techniques to airborne (manned and unmanned)
imagery. In this study, photography from a small unmanned aerial vehicle (UAV) was used to
generate digital surface models (DSMs) and orthomosaics for snowcovers at a cultivated
agricultual Canadian Prairie and a sparsedgetated Rocky Mountain alpine ridgetop site using
SfM. The accuracy and repeatability of this method to quantify snow depth, changes in depth and
its spatial variability was assessed for different terrain types over Rwot mean square errors
in snow depth estimation from differenciasgowcoveed and norsnowcoveed DSMs were 8.8
cm for a short prairie grain stubble surface, 13.7 cm for a tall prairie grain stubble surface and
8.5 cm for an alpine mountain surface. This technique provided useful information on maximum
snow accumulation andnowcoveed area deplain at all sites, while temporal changes in snow
depth could also be quantified at the alpine site due to the deeper snowpack and consequent
higher signato-noise ratio. The application of SfM to UAV photographs returns meaningful

information in areas witmean snow depth > 30 cm, however the direct observation of snow
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depth depletion of shallow snowpacks with this method is not feasible. Accuracy varied with
surface characteristics, sunlight and wind speed during the flight, with the most consistent
perfomance found for wind speeds < 10-nslear skies, high sun angles and surfaces with
negligible vegetation cover.

2.2. Introduction

Accumulation, redistribution, sublimation and melt of seasonal or perennial snowcovers
are defining features of cold region environments. The dynamics of snow have incredibly
important impacts on lara@tmosphere interactions and can constitute signifimagortions of
the water resources necessary for socioeconomic and ecological functions (Armstrong and Brun,
2008; Gray and Male, 1981; Jones et al., 2001). Snow is generally quantified in terms of its snow
water equivalent (SWE) through measurementssadefpth and density. Since density varies less
than depth (LopeMoreno et al., 2013; Shook and Gray, 1996) much of the spatial variability of
SWE can be described by the spatial variability of snow depth. Thus, the ability to measure snow
depth and its sial distribution is crucial to assess and predict how the snow water resource
responds to meteorological variability and landscape heterogeneity. Observation and prediction
of the spatial distribution of snow depth is even more relevant with the atditipad observed
changes occurring due to a changing climate and land use (Dumanski et al., 2015; Harder et al.,
2015; Milly et al., 2008; Mote et al., 2005; Stewart et al., 2004).

The many techniques and sampling strategies employed to quantify snovalliéptve
strengths and limitations (Pomeroy and Gray, 1995). Traditionally, manual snow surveys have
been used to quantify snow depth and density along a transect. The main benefit of manual snow
surveying is that the observations are a direct measuterhtte SWE; however, it requires
significant labour, is a destructive sampling method and can be impractical in complex, remote
or hazardous terrain (DeBeer and Pomeroy, 2009; Dingman, 2002). Many sensors exist that can
measure detailed snow properti@sHaestructively, with a comprehensive review found in Kinar
and Pomeroy (2015), but nalestructive automated sensors, such as acoustic snow depth
rangers (Campbell Scientific SR50) or SWE analyzers (Campbell Scientific CS275 Snow Water
Equivalent Sensor}ypically only provide point scale information and may require significant
additional infrastructure or maintenance to operate properly. Remote sensing of snow from

satellite and aerial platforms quantify snow extent at large scales. Satellite platforms
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successfully estimatenowcoveed area but problems remain in quantifying snow depth, largely
due to the heterogeneity of terrain complexity and vegetation cover. To date, Light Detection

And Ranging (LIDAR) techniques have provided the highest resnlestimates of snow depth

spatial distribution from both terrestrial (Griinewald et al., 2010) and airborne platforms
(Hopkinson et al., 2012). The main limitations encountered are easily observable areas (sensor
viewshed) for the terrestrial scanner d@nel prohibitive expense and long lead time needed for
planning repeat flights for the aerial scanner (Deems et al., 2013). Typically, airborne LIDAR
provides data with a ground sampling of nearly 1 m and a vertical accuracy of 15 cm (Deems and
Painter, 206; Deems et al., 2013). While detailed, this resolution still does not provide
observations of the spatial variability of snow distributions that can address microscale processes
such as snowegetation interactions or wind redistribution in areas ofl@lwasnowcover, and

the frequency of airborne Li DAR observations

Snow Observatory applications in California (Mattmann et al., 2014).

An early deployment of a high resolution digital camera on a remote codtgalé®line
powered model helicopter in 2004 permitted unmanned digital aerial photography to support
studies of shrub emergence and snowcovered area depletion in a Yukon mountain shrub tundra
environment (Bewley et al., 2007). Since then, Unmanned Aeslicles (UAVsS) have become
increasingly popular for smadicale higkresolution remote sensing applications in the earth
sciences. The current state of the technology is due to advances in the capabilities and
miniaturization of the hardware comprising UA\atforms (avionics/autopilots, Global
Positioning Systems (GPS), InertMeasurementnits (IMUs) and cameras) and the increases
in computational power for processing imagery. The conversion of raw images to orthomosaics
and Digital Surface Models (DSM#&akes advantage of Structure from Motion (SfM) algorithms
(Westoby et al., 2012). These computationally intensive algorithms simultaneously resolve
camera pose and scene geometry through automatic identification and matching of common
features in multig images. With the addition of information on the respective camera location,
or if feature locations are known, then georeferenced point clouds, orthomosaics and DSMs can
be generated (Westoby et al., 2012). Snow is a challenging surface for SfM teslthique its
relatively uniform surface and high reflectance relative to sfiew areas, which limit
identifiable features (Nolan et al., 2015). The resolution of the data products produced by UAVs
depends largely on flight elevation and sensor charatitsrbut can promise accuracies of 2.6
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cm in the horizontal and 3.1 cm in the vertical (Roze et al., 2014). The unprecedented spatial
resolution of these products may be less important than the fact that these platforms are
deployable at a high useefined frequencies below cloud cover, which can be problematic for
airborne or satellite platforms. Manned aerial platforms have the advantage of covering much
larger areas (Nolan et al., 2015) with a more mature and clear regulatory framework (Marris,
2013; Rango and Laliberte, 2010) than small UAVs. However, the greater expenses associated
with acquisition, maintenance, operation and training required for manned platforms (Marris,
2013), relative to small UAVS, are significant (Westoby et al., 2012). Many soentists have
expressed great enthusiasm in the opportunities UAVs present and speculate that they may

drastically change the quantification of snow accumulation and ablation (Sturm, 2015).

The roots of SfM are found in stereoscopic photogrammetryhatias a long history in
topographic mapping (Collier, 2002). Relative to traditional photogrammetry, major advances in
the 19906s in computer vVvision (Boufama et al
and Kang, 1994) has automated and singaithe data requirements to go from a collection of
overlapping 2D images to 3D point clouds. Significant work by the geomorphology community
has pushed the relevance, application and further development of this technique into the earth
sciences (Westobyt al., 2012). Recent application of this technique to snow depth estimation
has used imagery captured by manned aerial platforms (Buhler et al., 2015; Nolan et al., 2015)
and increasingly with small UAVs (Vander Jagt et al., 2015; Buhler et al., 2016jdbel®let
al., 2016). The manned aircraft examples have reported vertical accuracies of 10cm (Nolan et al.,
2015) and 30 cm (Buhler et al., 2015) with horizontal resolutions26f &n (Nolan et al., 2015)
and 2 m (Buhler et al., 2015). Unmanned aircrafineples have shown similar accuracies and
resolution with vertical errors of reported to be ~10 cm with horizontal resolutions between 50
cm (Vander Jagt et al., 2015) and 10 cm (Buhler et al., 2016). The accuracy assessments of the
De Michele et al. (2006 Vander Jagt et al. (2015), and Buhler et al. (2016) studies were limited
to a small number of snow depth maps. Bihler et al. (2016) had the most with four maps, but
more are needed to get a complete perspective on the performance of this techniigue and i

repeatability under variable conditions.

The overall objective of this paper is to assess the accuracy of snow depth as estimated by
imagery collected by small UAVs and processed with SfM techniques. Specifically, this paper
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will: 1) assess the accusaof UAV-derived snow depths with respect to the deployment

conditions and heterogeneity of the earth surface, specifically variability in terrain relief,
vegetation characteristics and snow depth; and 2) identify and assess opportunities for UAV
generatedlata to advance understanding and prediction of snowcover and snow depth dynamics.

2.2. Sites and Methodology

2.2.1. Sites

The prairie field site (Figure 2.1a) is representative of agricultural regions on the cold,
windswept Canadian Prairies, where agjtire management practices control the physical
characteristics of the vegetation which, in turn, influence snow accumulation (Pomeroy and
Gray, 1995). There is little elevation relief and the landscape is interspersed with wooded bluffs
and wetlands. Snecover is typically shallow (maximum depth < 50 cm) with development of a
patchy and dynamisnowcoveed area during melt. Data collection occurred at a field site near
Rosthern, Saskatchewan, Canada Mount abfmas (52A
larger project studying the influence of grain stubble exposure on snowmelt processes. The 0.65
km? study site was divided into areas of tall stubble (35 cm, hereafter Tall15) and short stubble
(15 cm, hereafter Shortl5). The wheat stubble (Figure) 2clumped in rows ~30 cm apart,
remained erect throughout the snow season, which has implications for blowing snow
accumulation, melt energetics asrtbwcovedepletion. Pomeroy et al. (1993, 1998) describes

the snow accumulation dynamics and snownmedrgetics of similar environments.

The alpine site, located in Fortress Mountain Snow Laboratory in the Canadian Rocky
Mountains (50A 5006 N, 115A 136 WNEdirécton char act
(Figure 2.1b, d) at an elevation of approxietat2300 m. The average slope at the alpine site is
~15 degrees with some slopes > 35 degrees. Large areas of the ridge were kept bare by wind
erosion during the winter of 2014/2015 and wind redistribution caused the formation of deep
snowdrifts on the legard (SE) side of the ridge, in surface depressions and downwind of
krummholz. Vegetation is limited to short grasses on the ridgetop while shrubs and coniferous
trees become more prevalent in gullies on the shoulders of the ridge. Mean snow depth of the
snowcoveed area at the start of the observation period (May 13, 2015) was 2 m (excluding
snowfree areas) with maximum depths over 5 m. The 0.3%kmly area was divided between
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a North and a South area (red polygons in Figure 2.1b) due to UAV batteheace flight area
limitations. DeBeer and Pomeroy (2010, 2009) and MacDonald et al. (2010) describe the snow

accumulation dynamics and snowmelt energetics of the area.
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Figure 2.1: Orthomosaics of a) the prairie site located near Rosthern, Saskat@hdwathe

alpine site at Fortress Mountain Snow Laboratory, Kananaskis, Alberta. The prairie site image
(March 19, 2015) has polygons depicting areas used for peak snow depth estimation over
Short15 (yellow) and Talll5 (green) stubble treatments. Tlieeagite image (May 22, 2015)

was split into two separately processed subareas (red polygons). Red points in a) and b) are
locations of manual snow depth measurements while green points at the alpine site b) were used
to test the accuracy of the DSM ovke tbare surface. Ground control point (GCP) locations are
identified as blue points. Axes are UTM coordinates for the prairie site (UTM zone 13N) and
alpine site (UTM zone 11N). The defining feature of the prairie site was the ¢) wheat stubble
(Tall15) exmpsed above the snow surface and at the alpine site was the d) complex terrain as
depicted by the generated point cloud (view from NE to SW).

2.2.2. Methodology
2.2.2.1. Unmanned Aerial Vehicldlight planning- operation- data processing

A Sensefly Ebe Real Time Kinematic (RTK) UAV (version 01) was used to collect
imagery over both sites (Figure 2.2a). The platform is bundled with flight control and image

processing software to provide a complete system capable of survey grade accuracy without the
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useof ground control points (GCPs) (Roze et al., 2014). The Ebee RTK is a hand launched, fully
autonomous, battery powered, fixed wing UAV with a wingspan of 96 cm and a weight of ~0.73
kg including payload. Maximum flight time is up to 45 minutes with cngispeeds of 400

km hl. A modified consumer grade camera, a Canon PowerShot ELPH 110 HS, captures red,
green and blue band imagery as triggered by the autopilot. The camera, fixed in the UAV body,
lacks a stabilizing gimbal as often seen on multirotAE, and upon image capture levels the
entire platform and shuts off motor, to minimize vibration, resulting in consistent nadir image
orientation. The camera has a 16.1 MP 1ig2ch CMOS sensor and stores images as JPEGs,
resulting in images with-8it depth for the three color channels. Exposure settings are
automatically adjusted based on a center weighted light metering. Images are geotagged with
location and camera orientation information supplied by RTK corrected Global Navigation
Satellite System (NSS) positioning and IMU, respectively. A Leica GS15 base station supplied
the RTK corrections to the Ebee to resolve image locations to an accuracy of 2.5 cm. The Ebee
was able to fly in all wind conditions attempted but image quality, location andatiten

became inconsistent when wind speed at the flight altitude (as observe bpaardmitot tube)

approached 14 m's
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Figure 2.2: a) Sensefly Ebee RTK, b) a typical flight over the prairie site where red lines
represent the flight path of UAV artlde white placemarks represent photo locations.

At the prairie site, the UAV was flown 22 times over the course of the melt period
(March 6 to 30, 2015) with three flights over the snow free surface between April 2 and 9, 2015.
A loaner Ebee, from Spatid@echnologies, the Ebee distributor, performed the first 11 flights at
the prairie site due to technical issues with the Ebee RTK. The geotag errors of-Riekhon
loaner Ebee were £5 m (error of GPS Standard Positioning Service) and therefore reqused GCP

to generate georeferenced data products. At the alpine site, to reduce variations in the height of
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the UAV above the surface in complex terrain, flight plans were adjusted using a 1 m resolution
DEM, derived from a LIDAR DEM. The UAV was flown 18 timeges melt from 15 May to 24
June 2015 with four flights over bare ground on 24 July 204ble 2.1 summarises flight plan
attributives of the respective sitésgure 2.2b shows a typical flight plan generated by the

eMotion flight control software for therairie site.

Postflight Terra 3D 3 (version 3.4.46) processed the imagery to generate DSMs and
orthomosaics. Though the manufacturer suggested that they are unnecessary with RTK corrected
geotags (error of 2.5 cm), all processing included GCPs. Atr#iepsite, 10 GCPs comprised
of five tarps and five utility poles were distributed throughout the study area (blue points in
Figure 1a). At the alpine site, the north and south areas had five and six GCPs (blue points in
Figure 2.1b), respectively comped of tarps (Figure 2.3a) and easily identifiable rocks (Figure

2.3b) spread over the study area.

Table 2.1: Flight plan specifications

Variable Prairie Site Alpine Site
Flight altitude 0m 90m
Lateral overlap 70 % 85 %
Longitudinal overlap 70 % 75 %
Ground resolution 3 cm pixelt 3. cm pixelt
Number of flights (over snow/over neamow) | 22/3 18/4
Approximate area surveyed per flight 1 kn?? 0.32 knt

Figure 2.3: Examples of ground control points that included a) tarps (2.2 m x 1.3 m) and b)
identifiable rocks at the same magnification as the tarp.

Processing involved three steps. First, initial processing extracted features common to
multiple images, optimized external and internal camera parameters for each image, and
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generated a sparse pbaboud. The second step densified the point cloud and the third step
generated a georeferenced orthomosaic and a DSM. Preferred processing options varied between
the sites, with the sergllobal matching algorithm in the point densification used to mirg@miz
erroneous points encountered at the alpine site (see Sect 3.3). Generated orthomosaics and DSMs
had a horizontal resolution of 3.5 cm at the prairie site and between 3.5 cm and 4.2 cm at the

alpine site.
2.2.2.2. Ground truth and snow depth data coidact

To assess the accuracy of the generated DSMs and their ability to measure snow depth,
detailed observations of the land surface elevation and snow depth were collected. At the prairie
site a GNSS survey, utilizing a Leica GS15 as a base station ahéra@&15 acting as a RTK
corrected rover, measured the location (x, y and z) of 17 snow stakes on each stubble treatment
to an accuracy of less than +2.5 cm. This gives 34 observation points at the prairie site (locations
identified as red dots in Figug1a). Over the melt period, the snow depth was measured with a
ruler at each point (error of £1 cm). Adding the manually measured snow depths to the
corresponding land surface elevations from the GNSS survey gives snow surface elevations at
each observain point directly comparable to the UAV derived DSM. At the alpine site, 100
land surface elevations were measured at points with negligible vegetation (bare soil or rock
outcrops) with a GNSS survey to determine the general quality of the DSMs. Fdtigighta
GNSS survey was also performed on the snowcover (all measurement locations over the course
of campaign are highlighted in Figure 2.1b). To account for the substantial terrain roughness and
to avoid measurement errors in deep alpine snowpachks,smface elevation was measured via
GNSS survey and snow depth estimated from the average of five snow depth measurements in a
0.4 m x 0.4 m square at that point. Time constraints and inaccessible steep snow patches limited
the number of snow depth meamments to between three and 19 measurements per flight.

While the number of accuracy assessment points over snow is limited for each flight the
cumulative number of points over the course of the campaigns used to assess accuracy over all
flights is not; athe alpine site there were 101 GNSS surface measurements and 83 averaged
snow depth measurements available, and at the prairie site 323 measurements on each stubble

treatment.
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At both the prairie and alpine site, the same GNSS RTK surveying methodsbst@bli
GCP locations. Snow surveys (maximum one per day) and DSMs (multiple per day) are only

compared if from the same days.
2.2.2.3. Snow depth estimation

Subtracting a DSM of a snow free surface from a DSM shawcoveed surface
estimates snow depth assuming snow ablation is the only process changing the surface elevations
between observation times. Vegetation is limited over the areas of interest at the alpine site and
any spring up of grasses or shrubs is insignifidaased upon local observations, with respect to
the large snow depths observed (up to 5 m). The wheat stubble at the prairie site is unaffected by
snow accumulation or ablation. The snfrae DSMs corresponded to imagery collected on for

the prairie site ad July 24, 2015 for the alpine site.
2.2.2.4. Accuracy assessment

The accuracy of the UAMerived DSM and snow depth was estimated by calculating the
root mean square error (RMSE), mean error (bias) and standard deviation of the error (SD) with
respect tdhe manual measurements. The RMSE quantifies the overall difference between
manually measured and UAV derived values, bias quantifies the mean magnitude of the over
(positive values) or under (negative values) prediction of the DSM with respect to manual

measurements, and SD quantifies the variability of the error.
2.2.2.5. Signato-Noise Calculation

Thesignalto-noise ratio (SNR) compares the level of the snow depth signal with respect
to the measurement error to inform when meaningful informatioveitable. The SNR is
calculated as the mean measured snow depth value divided by the standard deviation of the error
between the observed and estimated snow depths. The Rose criterion (Rose 1973), commonly
used in the image processing literature, is usatkfine the threshold SNR where the UAV
returns meaningf ul snow depth information. Th
condition at which the signal is sufficiently large to avoid mistaking it for a fluctuation in noise.
Ultimately, the acceptdbe si gnal t o noi se ratio depends upc¢
1973).
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2.3. Results and Discussion

2.3.1 Absolute surface accuracy

The accuracy of the DSMs relative to the measured surface points varies with respect to
light conditions at time of photography and differences in snow surface characteristics and
extent. This is seen in the RMSE for individual flights varying from 4 ct®tom (Figure 2.4).

Only a few problematic flights, which will be discussed in section 3.3.1, showed larger RMSEs,
which are marked in blue in Figure 2.4. In general, the accuracy of the DSMs as represented by
the mean RMSEs in Table 2.2, were comparbbteveen the prairie Shortl5 (8.1 cm), alpine

bare (8.7 cm) and alpirenow (7.5 cm) sites and were greater over the prairie Tall15 site (11.5
cm). Besides the five (out of a total of 43) problematic flights (out of a total of 43 flights),
accuracy was refavely consistent over time at all sites. More specifically, the prairie flights
simultaneously sampled the Short 15 and Tall15 stubble areas, thus there were only three
problematic flights at the prairie site in addition to the two at the alpine siteréR2g4). The

larger error at Tall 15 treatment is due to snow and vegetation surface interactions. Over the
course of melt, the DSM gradually became more representative of the stubble surface rather than
the snow surface. More points are matched on tjie ¢dontrast stubble than the low contrast

snow leading to the DSM being biased to reflect the stubble surface. This is apparent in the
increasing Tall15 bias as the snow surface drops below the stubble height. By comparing the
many alpinebare points to th limited number of alpinenow points (3 to 19) the relative

difference in errors between the snow and-swow surfaces was assessed. The benefit of the
large amount of alpinbare points (100) revealed the general errors, offsets and tilts in the DSM.
It was concluded that the snow surface errors are not appreciably different from-grewnon

surface errors.
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Table 2.2: Absolute surface accuracy summary

Area \Variable Mearf (cm) |Maximunf(cm) [Minimum?(cm) [Total Point$
Apine-bare |RMSE 8.7 15 4 1120
Alpine-bare |Bias 5.6 11 1 1120
Alpine-bare |SD 6.2 12 3 1120
Alpine-snow |RMSE 7.5 14 3 101
Alpine-snow |Bias® 4.4 13 1 101
Alpine-snow |SD 54 13 3 101
Short15 RMSE 8.1 125 4.4 357
Short15 Bias” 4.4 11.2 0 357
Short15 SD 6.3 9.5 3.2 357
Talll5 RMSE 115 18.4 4.9 357
Tall15 Bias® 6.6 17.5 0.3 357
Talll5 SD 8.4 14.2 3.1 357

2excludes five flights identified to be problematic
® mean of absolute bias values
¢ cumulative points used to assess accuracy over all assessed flights

The RTKIlevel accuracy of the camera geotags should produce products with similar
accuracy, without the use of GCPs, as those generated with standard GPS positioning and the use
of GCPs (Roze et al., 2014). DSMs created with and without GCPs for flights wh&dtleee 6 s
camera geotags had RIdérrected positions with an accuracy of £2.5 cm tested this claim. Nine

flights from the prairie site and 22 flights from the alpine site met the requirements for this test.

Inclusion of GCPs had little effect on the standaesiation of error with respect to surface

observations, but resulted in a reduction of the mean absolute error of the bias from 27 cm to 10

cm and from 14 cm to 6 cm at the prairie and alpine sites, respectively.

39




Alpine-bare Alpine-snow Short15 Tall15

0.3 1

0.24

0.1 ‘ |I
0.0 I

0.2: I
01 I |

) ] |

-0.14

s |
-0.3 -
0.25

0.20
0.151
0.10
0.05
0.004,

RMSE (m)

Bias (m)

SD (m)

Figure 2.4: Root mean square error (RMSE, top row), Bias (middle row) and standard deviation
(SD, bottom row) of DSMs with respect to surface over alpare, alpinesnow, and shortl5

and tall15 stubble at prairie site, respectively. Blue bars highlrgblgmatic flights and are
excluded from summarization in Table 2.2aXis labels represent monadateflight number of

the day (to separate flights that occurred on the same day). Alaieeaccuracies are separated
into north or south areas, reflect@dh a _N or _S suffix. The last number in the alpsmeow x

axis label is the number of observations used to assess accuracy as the number of surface
observations varied between 3 and 20.

2.3.2 Snow depth accuracy

The snow depth errors were similar tattf the surface errors with the alpine and
Short15 stubble treatment having very similar errors, with mean RMSEs of 8.5 cm and 8.8 cm,
but much larger errors over the Tall15 stubble treatment, with a mean RMSE of 13.7 cm (Figure
2.5 and Table 2.3). Snoglepth errors were larger than the surface errors as the errors from the
snowfree andsnowcoveed DSMs are additive in the DSM differencing. The usability of snow
depth determined from DSM differencing requires comparison of signadise. Signato-
noise, in Figure 2.5, clearly demonstrates that the deep alpine snowpacks have a large signal
relative to noise and provide useable information on snow depth both at maximum accumulation
and during most of the snowmelt period (SNR >7). In contrast, the wiatlowpack at the
prairie site, despite a similar absolute error to the alpine site, demonstrates decreased ability to
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retrieve meaningful snow depth information over the course of snowmelt; the signal became

smaller than the noise. Applying the Rose criteon of a SNR 04, it is ap]}
flight at the short stubble and the first two flights at the Tall15 treatment provided useful

information on the snow depth signal. This is relevant when applying this technique to other

areas with shadw, wind redistributed seasonal snowcovers such as those that cover prairie,

steppe and tundra in North and South America, Europe and Asia. This is in contrast to other

studies which do not limit where this technique can be reasonably applied (Buihle2@1 &}

Nolan et al., 2015).

Table 2.3: Absolute snow depth accuracy summary

Area Variable  |Meart (cm) [Maximunt (cm) Minimum?® (cm) [Total Points’
Alpine  |RMSE 8.5 14.0 3 83
Alpine  |Bias® 4.1 11.0 0 83
Alpine  |SD 7.1 12.0 3 83
Shortl5 |RMSE 8.8 15.8 0 323
Shortl5 |Bias® 54 15.2 0 323
Shortl5 (SD 6.1 10.3 0 323
Talll5 RMSE 13.7 27.2 0 323
Talll5 [Bias® 9.8 26.4 0 323
Talll5 |SD 8.3 13.9 0 323

2excludes two flights identified to be problematic
® mean of absolute bias values
¢ cumulative points used to assess accuracy over all assessed flights
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Figure 2.5: Estimated UAV snow depth error with respect to observed snow depth for the alpine
site and the Short15 and Tall15 stubble treatments at prairie site. Blue bars hgbludgmatic

flights and are excluded from summarization in Table 2:3xi$ labels represent mondate.

The last number in prairie labels is the flight of the day (to separate flights that occurred on the
same day). Alpine labels separate the north othstight areas suffixed as_Nor _S
respectively, and the last value is the number of observations used to assess accuracy as they

vary between 3 and 19.
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used to identify flights wit a meaningful snow depth signal.

2.3.3 Challenges

2.3.3.1 UAV Deployment Challenges

n t

An attractive attribute of UAVSs, versus manned aerial or satellite platforms, is that they

all owWefimamdo responsi ve

dat a

col |

edond on.

Wh i

encountered, the variability in the DSM RMSEs is likely due to the environmental factors at time

of flight including wind conditions, sun angle, flight duration, cloud cover and cloud cover

variability. In high wind conditions (>14 m'the UAV strggled to maintain its

preprogrammed flight path as it was blown off course when cutting power to take photos. This

resulted in missed photos and inconsistent density in the generated point clouds. Without a

gimballed camera, windy conditions also resulteiinages that deviated from the ideal nadir
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orientation. The flights for the DSMs with the greatest RMSEs had the highest wind speeds as
measured by the UAWour of the five problematic flights were due to high winds (>10%n s

and were identified by ratively low-density point clouds with significant gaps which rendered
DSMs that did not reflect the snow surface characterises.

As the system relies on a single camera traversing the areas of interest, anything that may
cause a change in the reflectapeeperties of the surface will complicate ppsbcessing and
influence the overall accuracy. Consistent lightning is important with a preference for clear skies
and high solar angles to minimize changes in shadows. Diffuse lighting during cloudy cendition
results in little contrast over the snow surface and large gaps in the point cloud over snow,
especially when thenowcovewas homogeneous. Three flights under these conditions could not
be used and were not included in the previously shown stat{Stez. conditions and patchy
snowcover led to large numbers of overexposed pixels (see Sect 3.3.2). Low sun angles should
be avoided as orthomosaics from these times are difficult to classify due to the large and

dynamic surface shadows present and theéivelg limited reflectance range.

It is suggested that multirotor UAVs may be more stable and return better data products
in windy conditions (Buhler, et al., 2016). There have not been any direct comparison studies
that the authors are aware of thatdale such assertions. A general statement regarding the use
of fixed wing versus multirotor is also impossible with the broad spectrum of UAVs and their
respective capabilities on the market. The only clear benefit of using a multirotor platform is that
larger, potentially more sophisticated, sensors can be carried and landing accuracy is greater.
That being said, the Ebee RTK returns data at resolutions that are more than sufficient for the
purposes of this study (3cm pixgl can cover much larger aremsd has a higher wind
resistance (>14 n1y than many multirotor UAVs. Landing accuracy (5 m) was also sufficient
to locate a landing location in the complex topography of the alpine site. The more important
issue relative to any comparison between pfatftypes is that all UAVs will have limited flight
times and results are compromised if conditions are windy and light is inconsistent. Until a direct
platform comparison study is conducted this experience, and results of other recent studies
(Vander Jaget al., 2015; Bihler et al., 2016; De Michele et al., 2016), suggests that fixed wing
platforms, relative to muHiotor platforms, have similar accuracy and deployment constraints

but a clear range advantage.
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2.3.3.2 Challenges applying Structure fromtido over snow

Erroneous points over snow were generated inpastessing with the default software
settings at the alpine site. These points were up to several metres above the actual snow surface
and were mainly located at the edge of snow patchea)dmubn irregular and steep snow
surfaces in the middle of a snow patch. The worst cases occurred during clear sunny days over
southfacing snow patches, which were interspersed with these erroneous points. These points
are related to the overexposuresnbw pixels in the images which had bare ground in the centre
and small snow patches on the edges. This is a consequence of the automatically adjusted
exposure based on centeeighted light metering of the Canon ELPH camera. It is
recommended that erroneopoints could be minimized with the removal of overexposed
images; however, this increased the bias and led to gaps in the point cloud, which made this

approach inappropriate.

The semiglobal matching (SGM) option with optimization for 2.5D point clogatsint
clouds with no overlapping points) proved to be the best parameter setting within the post
processing software Postflight Terra 3D. S@hoibal matching was employed to improve results
on projects with low or uniform texture images, while the oation for 2.5D removes points
from the densified point cloud (SenseFly, 2015). The SGM option removed most of the
erroneous points with best results if processing was limited to individual flights. Including
images from additional flights resulted in aigher surface with more erroneous poifiitsis
may be caused by changes in the surface lighting conditions between flights. Biases did not
change when using SGM though some linear artefacts were visible when compared to default
settings. These linear aréets caused the SD to increase from 1 cm to 3 cm on bare ground.
Areas with remaining erroneous points were identified and excluded from the presented analysis.
Table 2.4 summarises the extent of the areas removed with respecinowlteveed area at
the alpine site. The fifth problematic flight identified (June 1, 2015 flight over north area of
alpine site) had a much larger bias with the inclusion of GCPs and the reason for this cannot be
determined. The #Abl ack b oxandsmaltnumber ofadjustablei s pr

parameters clearly limits the application of this gmstcessing tool for scientific purposes.
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Table 2.4: Summary of areas excluded due to erroneous points with respentoveed area
at Alpine site.

Flight? | Snowcoveed area (%) | Percentage aénowcoveed area excluded (%)
519 N |45.9 0.0

5-20_S | 32.6 2.0

5-22 N |39.8 0.0

6-01_ N |24.0 0.0

6-08_ N | 125 3.2

6-18 N |53 19.3

6-24 N |31 21.9

6-24 S |37 18.9

monthday_portion of study area

2.3.4 Applications of UAVs an8tructure from Motion over snow

The distributed snow depth maps generated from UAV imagery are of great utility for
understanding snow processes at previously unrealized resolutions, spatial coverages and
frequencies. Figure 2.6 provides examples of UA&Yviad distributed snow depth maps. The
identification of snow dune structures, which correspond-f@id observations, is a qualitative
validation that UAV derived DSM differencing does indeed provide reasonable information on
the spatial variability bsnow depth. Actual applications will depend upon the surface, snow

depth and other deployment considerations as discussed.
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Figure 2.6: Bias corrected distributed snow depth (m) for Shortl5 and Tall15 stubble treatments
at peak snow depth (March 11)15) at the prairie site.

Applications at the alpine site also include the ability to estimate the spatial distribution
of snow depth change due to ablation (Figure 2.7). To obtain ablation rates, the spatial
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distribution of snow density is still needkdt it may be estimated with a few point
measurements or wifiarameteriations dependent upon snow depth (Jonas et al., 2009;
Pomeroy and Gray, 1995). In Figure 2.7 the mean difference in snow depth between the two
flights was 0.9 m; this gives a SNR df+which is more than sufficient to confidently assess the

spatial variability of melt.

0 2550
|

Figure 2.7: Rate of snow depth change (dHSRlagtween May 19 and June 1, 2015 in the
northern portion of the alpine site.

Despite the limitations and deploymeninsiderations discussed, the Ebee RTK was
capable of providing accurate data at very high spatial and temporal resolutions. A direct
comparison between fixed wing and multirotor platforms is necessary to determine how snow
depth errors may respond to \&ibns in wind speed and lighting conditions. Until then, based
on this experience and results of other recent studies (Vander Jagt et al., 2015; Buhler et al.,
2016; De Michele et al., 2016), we do not expect there to be large differences in errora betwee
platform types. Rather, the most important consideration when planning to map snow depth with
a UAV should be whether the anticipated SNR will allow for direct estimates of snow depth or
snow depth change. The SNR issue limits the use of this techoiquesais with snow depths or
observable changes sufficiently larger than the SD of the error. We propose a mean snow depth
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threshold of 30 cm is necessary to obtain meaningful information on snow depth distribution
with current technology. This thresholdeigual to four times the mean observed SD (Rose

criterion), but wil | vary with the applicatio

The use of SfM in shallow snow environments, such as on the Canadian Prairies, is
therefore limited to measuring neaaximumsnow depths. Besides providing an estimate of the
total snow volume, this information can also infenowcovedepletion curve estimation and
description (Pomeroy et al., 1998). Simpt®wcoverdepletion models can lparameteried
with estimates of snodepth mean and coefficient of variation (Essery and Pomeroy, 2004),
which otherwise need to be obtained from snow surveying. For 2015, coefficients of variation
from the peak snow depth maps were 0.255 and 0.173, at the Short15 and Tall15 stubble
treatmen sites respectively, which are similar to previous observations from corresponding

landforms/surfaces (Pomeroy et al., 1998).

In addition toparameterimg snowcovedepletion models, UAV data could also be used
to test the performance of these same rsoae Structure from Motion processing of UAV
images produces orthomosaics in addition to DSMs. Sequences of orthomosaics are especially
useful to quantify the spati@mporal dynamics afnowcoveed area (SCA) depletion processes.
Orthomosaics are complemtary products to DSMs and their quality is subject to the same
deployment conditions as DSMs. Orthomosaics have the same horizontal accuracy and
resolution as the DSMs, but without a vertical component; any DSM vertical errors are
irrelevant. Interpretain of SCA from orthomosaics is therefore possible regardless of surface
characteristics or snow depth. The classification of orthomosaics to quantify surface properties
will introduce error, and can be challenging in changing light conditions, which e &mg
spectral response of snow or remowcoveed areas across the surface. Typical supervised and
unsupervisegixel-basedclassification procedures can be readily applied. Since UAV imagery is
at a much higher resolution than satellite or airborne @maglassification differences in
spectral response due to varying light conditions can be compensated for bytjsatg
orientedclassification which also takes into account shape, size, texture, pattern and context

(Harayama and Jaquet, 2004).

An exanple of asnowcoveed depletion curve for the prairie site is presented in Figure

2.8. A simple unsupervised classification of the orthomosaic into snow arghnenclasses
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guantifies the earlier exposure of the Tall15 stubble treatment relative thdhéSstubble

treatment. The Tall1l5 stubble surface is an illustrative example of the advantages UAVs offer for
SCA quantification. Tall stubble is a challenging surface on which to quantify SCA as snow is
prevalent below the exposed stubble surface ramglether remote sensing approaches
inappropriate. From an oblique perspective, the exposed stubble obscures the underlying snow
and prevents the classification of SCA from georectification of terrestrial photography (Figure
2.9). Due to the surface hetgeneity on small scales (stubble, soil and snow all regularly
occurring within 30 cm) satellite, and most aerial, imagery struggles with clearly identifying
SCD.To identify features accurately, in this case exposed stubble versus snow, multiple pixels
areneeded per feature (Horning and DuBroff, 2004). The 3.5 cm resolution of the orthomosaic
corresponds to approximately three pixels to span the 10 cm stubble row which is sufficient for
accurate SCA mapping over a tall stubble surface. The advantaggb-oésolution UAV
orthomosaics are obviously not limited to SCA mapping of snow between wheat stubble and can
be readily applied to other challenging heterogeneous surfaces where SCA quantification was
previously problematicSnowcovedata at this resolisn can quantify the role of vegetation on

melt processes at a miesgale, which can in turn inform and validate snowmelt process

understanding.
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Figure 2.8: Estimation adhowcoveed area requires an a) orthomosaic which is then b)
classified into snovand norsnowcoveed area. This produces astjowcoverdepletion curve
when a sequence of orthomosaics are available. The Shortl5 and Tall15 stubble treatments
snowcoveed areas at the prairie site are contrasted, with a snowfall event evident on March 23,
2015.
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Figure 2.9: a) An oblique photograph demonstrates the issue of tall stubble obscuring underlying
snowcover when considered in contrast to b) a UAV orthomosaic of the same area on the same
date that clearly shows widespread snowcover.

2.4.Conclusions

The accuracy of DSMs and orthomosaics, generated through application of StM
techniques to imagery captured by a small fimedg UAV, was evaluated in two different
environments, mountain and prairie, to verify its ability to quantify snowhdepd its spatial
variability over the ablation period. The introduction of functional UAVs to the scientific
community requires a critical assessment of what can reasonably be expected from these devices
over seasonal snowcovers. Snow represents one aidhe challenging surfaces for UAVs and
SfM techniques to resolve due to the lack of contrast and high surface reflectance. Field
campaigns assessed the accuracy of the Ebee RTK system over flat prairie and complex terrain
alpine sites subject to wind risttibution and spatially variable ablation associated with varying
surface vegetation and terrain characteristics. The mean accuracies of the DSMs were 8.1 cm for
the Shortl5 surface, 11.5 cm for the Tall1l5 surface and 8.7 cm for the alpine site. These DS
errors translate into mean snow depth errors of 8.8 cm, 13.7 cm and 8.5 cm over the Short15,
Tall15 and alpine sites respectively. Ground control points were needed to achieve this level of
accuracy. The SfM technique provided meaningful information aximum snow depth at all
sites, and snow depth depletion could also be quantified at the alpine site due to the deeper
snowpack and consequent higher sigoahoise ratio. These findings demonstrate that SfM can
be applied to accurately estimate snow degtd its spatial variability only in areas with snow
depth >30 cm. This restricts SfM applications with shallow, windblown snowcovers. Snow depth

estimation accuracy varied with wind speed, surface characteristics and sunlight; the most
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consistent perforamce was found for wind speeds <10'wsurfaces with insignificant

vegetation cover, clear skies and high sun angles. The ability to generate good results declined
over especially homogenous snow surfaces and southerly slope aspects in mountain terrain.
Clear sky conditions were favourable for highowcoveed fractions with limited snow surface
brightness contrast. During snowmelt with reducggwcoveed fraction, clear sky conditions

caused overexposure of snow pixels and erroneous points in thelpauots.

The challenges of applying SfM to imagery collected by a small UAV over snow
complicate the generation of DSMs and orthomosaics relative to other surfaces with greater
contrast and identifiable features. Regardless, the unprecedented spdtiabreesbthe DSMs
and orthomosaic-demhowocdepbogmdnfioprovide exc
guantify previously unobservable smatlale variability in snow depth that will only improve the

ability to quantify snow properties and processes.
2.5. Manuscriptintegration withBroaderThesis

The ability for UAV imagery and SfM is assessed to determine if it is a better alternative
than traditional snow surveying fobserving snowmetlynamicsonthe Canadian Prairies.
These observations, as Was more from a similar field campaign at the same site in 2016, are
also critical for informing the hypotheses and models developed in other chapters of this thesis.
A key finding of Chapter 2 is that there are significant challenges using this tectonmjuserve
SWE depletion in prairie snowpackshis inability of UAV SFM techniques, due to the
identified signal to noise issues, means that snow surveying remains the most reliable method to
observed SWE depletion. The snow surveys, used to test tiaagof the UAV snow depth,
can also be used to directly observe SWE depletion across the stubble treatments (0.24 m wheat
stubble in 2015 (Short15), 0.35 m wheat stubble in 2015 (Tall 15), 0.24 m wheat stubble in 2016
(Wheat 16), and 0.24 m canola stublr 2016 (Canola 16)). Unfortunately, theise due to
sampling and observation erras seen by the overlapping error bamidSWE in Figure 2.10,
is largerelative to the shallow snowhich limits theconfidenceof snow surveyingo observe
small differences in snowmelt ovirevarious stubble treatmeniBhe inability to directly
observe the influence of stubble influence uBAE depletion from UAV observations and
snow surveying highlighthe uncertainties of these techniques in this challengntad, but

also provides evidence for a compensatory energy balance that regulates SWE depletion despite
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obviously different stubble treatmenidiese observatiormipportthe hypothesesnd motivates

the developmenbf the snowstubbleatmospherenergy balance model in Chapter 4 that

explicitly representsnowstubbleatmosphersurface energy balancempenation The

differences in SCA for the various stubble treatments from UAV observations highlight
differences in spatial heterogeneity of mwcoverdepletion processes on adjacent crop

stubble treatments with similar SWE depletion patterns (Figure 2id)ious research has
developed a deep understanding of the energy balance in homogenous settings which is clearly
inappropriate considerg this heterogeneity.he lateral exchange of sensible heat energy with
wind over a heterogenous snowcover that enhances snowmelt is rarely considered let alone the
latent heat advection that may occur from identification of significant ponded watempavieal

of snow patches from the UAV imageiiyhis provides the evidence for a compensatory
mechanism between sensible and latent heat advection that will act to limit SWE depletion even
when difference in SCA exisas seen in Figure 2.10his supports delopment and

deployment of a novel observation system to directly measure the relative role of sensible and
latent heat advection on the snowmelt energy balance in Chajtee 3ensible and latent heat
advection model in Chapter 5 takes advantage di#ké derived SCA classification, from

Chapter2, to validate the scaling parametersonbwcoveigeometry which is critical for the
modelling of advectionThe observational findings of Chapteprovide empirical evidence of
compensatory energy balanceladvection dynamics that are explicitly observed and modelled

in Chapters 3, 45,and6.
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3.1. Abstract

The breakup of snowcover into patches during snowmelt leads to a dynamic,
heterogeneous land surface composed of melting snow, and wet and dry soil and plant surfaces.
Energy exchange with the atmosphere is therefore complibgtedrizontal gradients in surface
temperature and humidity as snow surface temperature and humidity are regulated by the phase
change of melting snow unlike sndvee areas. Airflow across these surface transitions results
in localscale advection of engy that has been documented as sensible heat during snowmelt,
while latent heat advection has received scant attention. Herein, results are presented from an
experiment measuring nesurface profiles of air temperature and humidity across gremvo
snavcoveked transitions that demonstrates that latent heat advection can be the same order of
magnitude as sensible heat advection and is therefore an important source of snowmelt energy.
Latent heat advection is conditional on an upwind source of water frapoa wetted snoviree

surface.
3.2. Introduction

Snowcovered area declines and snowcover becomes patchy during the course of snow
ablation, significantly influencing sneatmosphere interactions and snowmelt réBsanger et
al., 2006; MarstandPomerqy, 1996; Menard et al., 2014; Pomeroy et al., 199B¢ differences
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in energetics across snow and +smow areas leads to a heterogeneous distribution of surface
temperatures as snow is limited to a maximum of 0 °C due to phase change. Air flow across
pathy snowcover leads to loestale sensible heat advectibin) to snow(Essery et al., 2006;
Granger eal., 2002; Liston, 1995; Mott et al., 2013; Weisman, 19@)vever, complimentary

research on latent heat advectio®() has not occurred.

Measuring advection is challenging and direct observations of its impact on melt rates are
recently demonsated byMott et al. (2011)who documented consistently greater melt rates on
the leading edge of snow patches from repeat terrestrialSlees@ning. Field studies to
understand the processes describing advection are most frequently based upon observations of
nearsurface changes in air temperatuné) @cross surface transitions. Abrupt changes in surface
temperature and humidity cause mit@ boundary layers to develop downwind of the transition
(Garratt, 199Q)Granger et al. (2002; 2006) demonstrated that internal boundary lay¥rs of
across snoviree to snow transition$pllow an established power law relationship with height,
and can be related © through boundary layer integration. In complex terrain, internal
boundary layer development may be impeded by atmospheric decoupling of the atmosphere from
the snow surfee which subsequently suppres§@qMott et al., 2013)Because of challenges
with observational gproaches, modeling has been used to understand the possible energy and
mass flows associated with advection. Early workNBisman (1977applied mixing length
theory to estimate advection to lakes and snow patches with the model implicitly accounting for
both0'O andO. Subsequent approaches have varied in complexity. A simple approach taken by
Marsh and Pomero§l996)related bare ground sensible heat fluxes to areal avé&age an
advection efficiency term which relates smowcoveed area. The application of internal
boundary layer integratiofEssery et al., 2006; Granger et al., 2002)le modelgEssery et al.,
2006)whilst accounting for the fractal nature of snowcoi&ook et al., 1993HW)as provided
another aproach to estimate areal average estimates of advection. More complex approaches
have employed atmospheric boundary layer modesson, 1995)and large eddy simulation
(Mott et al., 2015jo quantify the nodinear relationships between snow patch
characteristics/geometry and advected energy. Numerical models provide the most detailed
description of the processes but are constrained to idealizeddrguwathditions. The challenge

in all observational or modelling approaches surveyed is that none are validated with actual
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observations of advection nor explicitly partition advected energy into sensible or latent heat

components during snowmelt.

A simplealternative approach to quantify advection in turbulent flow, which does not
require representations of internal boundary growth, stability, or surface roughness, is possible

by consideration of the two dimensional Reynedglsraged scalar budgé&tgw U et al., 2000)

U I N < N A

G ; (3.1)
To Tw Tal w T

0o ™

whereis the scalar of interesi(s) is time,6 (m s%) is horizontal wind speed, (m s
is vertical wind speedp(m) is horizontal distanceé,(m) is vertical distance aritf(scalar units
1y is the scalar net source/sink rate. Overbars denote interval averages while primes denote
instantaneous deviations from interval averages. The terms, from left, represent storage,
horizontal advection, vertical advection, horizontal turbulent flux diverg@md vertical
turbulent flux divergence. Integrating Equation 3.1 with respect to the profile depth results in a
framework to quantifyO (W m?) andd O(W m) for the horizontal advection term from two
dimensional specific humidityj{ kg kgt) and"Y (°C) profiles to givgKochendorfer and Paw
U, 201)

UL S (3.2)

and

 solloa o3 (33)
T w

In Equations 3.2 and 3.8, (m) is the profile depth of interest, (kg m®) is the

density of air@ (1005 J kgt K™) is the spedic heat capacity of air andl (2.835 106 J kg')
is the latent heat afublimation

A comparable field experime@ochendorfer and Paw U, 2014dls0 examined vertical
advection and turbulent fluxes across a smooth (bare soil) to rough (1 m sorghum). These
observations demonstrated vertical advection is due to deceleration and upward motion of
airflow in the sorghuncanopy. For the relatively smaller change in roughness from a short crop

stubble (rough) to snow (smooth), vertical advection will have a much smaller impact.
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The overall objective of this study is to assess the ro® @nd0iO from nonsnow

surfaces tasnowcoveed surfaces during snowmelt with field observations.

3.3. Methodology
3.3.1. Site

The field site, situated near Rosthern, Saskatchewan, Canada (52.69 °N, 106.45 °W), is
representative of the Canadian Prairie agricultural region. Topogregief is limited and the
local landscape is interspersed with woodlands and wetlands. Maximum snow depth is typically
less than 0.50 m and trenowcoveed area is patchy and dynamic during ablagleomeroy and
Gray, 1995) Data was collected at the 65 ha study site during March 2015. The surface
roughness was defined by the presence of standing wheat stubble which remained erect
throughout the snow season. Stubble height was approximately 0.35 m on a thdl tséathiment
(Tall 15) and 0.15 m on a short stubble treatment (Short 15).

3.3.2. Instrumentation

Profiles of"Y, j and6 are required to estimate advection following the framework
conceptualized in Equations 3.1 to 3.3. A mobile system, comprisahebrs mounted on four
towers, was developed for rapid deployment to surface transitions of interest (Figure 3.1a).
Instrumentation was mounted on an adjustable rail to ensure consistent sensor heights relative to
the surface. Wind speed was observed with Met One 014A threeup anemometers mounted
on the upwind tower at 1.00 m and 2.00 m. Air temperature profiles were measured with 76.2
pm diameter Typd fine wire thermocouples at 0.04 m, 0.08 m, 0.16 m, 0.32 m, 0.50 m, 1.00 m,
1.50 m and 2.00 m on eéatower.
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Figure 3.1: a) Deployed atmospheric profile observation system. Sensors are spread over 4
mobile towers and include twe@ip anemometers (blue arrows), 32 fine wire thermocouples
(yellow arrows) and 12 water vapor intakes (red arrows)thate routed sequentially to a
common gas analyzer.

Measurement off was challenging due to the high accuracy required to detect small
differences over short distancesnArofiling system was developed to route air from 12 intake
ports (deployed at 08 m, 0.50 m and 2.00 m on the four towers) to a common sensor, a LiICOR
6262 CQ/H20 gas analyzer (L6262). Figure 3.1b provides a schematic of the system. A
dedicated air pump drew air through the manifold system and gas analyzer while another pump
circulated air through the remaining 11 lines to prevesina condensation and ensure
representative air samples at the analyzer. Gas routing was controlled via a datalogger that
recorded) and the corresponding intake port at one second intervals. Tujtedédar all ports
were 10 m; 1 L mirt flow in a ¥ inch tube gives an estimated 3 s travel time ignoring diffusion
in these tubes. Lab testing showed consistent signal stabilization 5 s after port changes. To be
conservative during deployments the porswaitched every 20 s with only the last 10 s
retained for analysis. This gave a fanmute cycle to sample all 12 intakes. ThebRi62 gas
analyzer was operated in an insulated, temperatm&olled enclosure and calibrated prior to
deployment against LICOR-610 dewpoint generator.

The system was deployed over a variety of-anow to snowcover transitions with
Tower 1 upwind of a snoiree to snowcover transition, Tower 2 at the transition and Tower 3
and 4 sequentially downwind of the transition.adysis was limited to two unique periods of
observation; conditions are summarized in Table 3.1 and spatial arrangement of towers and
surface visualized ifigure 3.2. Thesmet data quality requirements that include minimum wind
speeds, wind direction giliment, sensor performance and consistent sensor displacement with
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respect to surfac&he 18 March observation period was characterized by an upwind uniform
surface of wheat stubble exposed above a continuous snowcover that should correspond to
negligibler) and large’Y horizontal gradients that will lead to negligiki® and largeO. In

contrast, 30 March was characterized by the upwind surface having wheat stubble exposed above
patches of ponded water. The 30 March condition should lead exjagd”Y horizontal

gradients and therefore both laif@eand(O .

Table 3.1: Summary of mean conditions during observation intervals

Attribute Unit 18 March 2015 30 March 2015
Observation Period 13:0015:00 11:2012:00
Number of Analysis 31 11

Intervals

Stubble Height m 0.35 0.2

Tower spacing m 3.7,3.1,4.4 3,3.6,4.8
Array Bearing ° 161 271

Wind Directior? ° 166 (6.4) 274(0.8)
Air Temperature °C 5.4 7.9

Snow Temperature °C 0.3 0.3
Relative Humidity % 60.0 72.1

Wind speed msl 1.6 6.4
Sensible Heét W m-2 -57.3 -58.4
Latent Hedlt W m-2 -22.2 -133.7

Net Radiation W m-2 326.2 472.6
Stability” - -0.1 -0.007
Friction Velocity msl 0.20 0.57

aTower spacing is the distance between Tower 1 and 2, Tower 2 and 3 and Tower 3 and 4.
bbracketed values are the standard deviation

“Areal average turbulent terms from adjacent eddy covariance observations

*Stability parameter (z/Obhukov length) observed at 1.8m from adjacent eddy covariance
observations
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Figure 3.2: Unmanned aerial vehiateagery of a) 18 March 2015 and b) 30 March 2015
deployments. Red points are locations of towers with tower 1 upwind #smam location,

tower 2 located at transition and towers 3 and 4 situated sequentially downwind over snow.
Towers are in line withhe prevailing wind direction over the observation interval. Blue dot is
location of eddy covariance system and additiondileldl instrumentation.

Incoming radiation was observed with a Kipp and Zonen CNR1 net radiometer at a
permanent reference statioitiin 350 m of the deployed array. Outgoing longwave and
shortwave terms were observed with a CGR3 pyrgeometer and CMP6 pyranometer respectively
at adjacent offield stations within 50 m of the deployed array. Additional observations at the on
field stations includeY and relative humidity at 1.65 m height with a shielded HMP45C212,
snow surface temperatures with Apoge#l3 Infrared Radiometers, and ground heat flux
beneath snowcover with Hukseflux se#librating heat flux plates. Eddy covariance
instrumentation, Campbell Scientific CSAT3 Sonic anemometer for wind speed and ultrasonic
temperatures and LICOR 7500A opeath infrared gas analyzer for water vapor observations,
guantified sensible and latent turbulent heat fluxes, friction velocity/istalmean wind speed,
and mean wind direction at a height of 1.8 m.

3.3.3. Data Analysis

To calculate the advection terms, following Equation 3.2 and 3.3, the point observations
of 6, "Y, andr] were integrated over the profile depth of interest. dfier the integrated profile

depth was found by fitting observations to the classic logarithmic wind profile
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wherell is the von Karman constant (0.4). The displacement h@gfm) and surface

roughnes® (m) are estimated as

Q ™0 (3.5)

and

a T Qh (3.6)
respectively, wher& (m) is the height of vegetatiaf the upwind snowree surface

Mean interval friction velocityd”: m s?) is calculated as

a Q. 3.7
, € 3 (3.7)

with the mean interval wind speed observationando (m st) observed on tower 1 at
heightsa (2 m) andd (1 m) respectivelyFor simplicity it is assumed that the windspeed
profile is the same downwind of the snow transition despite differences in surface roughness.
The logarithmic wind profile was not corrected for stability. The near surface atmosphere, from
EC observations dt.8 m, was near neutral during observation intervals (Table 1). In addition,
the stability corrections are invalid at heights less tham  'Q (Brutsaert and Parlange, 1992)
which corresponds 1.1 m foilGa&20 m stubble surface, this is greater than the 0.5 m profile

depths of interest.

Other advection studies have interpolated between profiles by fitting predefined curve
functions to observatior(&ssery et al., 200&ochendorfer and Paw U, 201Due to the
diverse profiles encountered, and a limited numbéy afservation levels, curve fitting with a
predefined function is inappropriate. Rather, a layer dejilghted mean was applied over the

integration height

) PSS ) (3.8)

where® is thei scalar at measurement heigléisom the surface to the top of the

profile integration height of intereand’Qs the number of observation points. Over the
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downwind snow surfaces surfacéwas observed from adjacent snow surface temperature
measurements and surfag@as estimated assuming saturation of the surface air. The upwind
towers are more complicated as the surface is not uniform snow. Thergface’sy was
estimated by linear interpolation of the three lowest observations to the surface. Suvéeace

estimated by assuming saturation at the interpolated
3.3.4. Instrumentation Uncertainties

Advection calculations require instrumentatitat can observe small gradientSYrand
| in two-dimensions. Unshielded fingire thermocouples were selected for measuftihdue to
their fast response time. Despite the small thermocouple diameters these sensors will experience
radiative heatig that varies with the wind speed profile. The change in thermocouple
temperature difference frohY due to expected wind speed differences at heights from 0.04 to
0.5 m was estimated usi@ampbell (1969to be less 0.14 K so the observations are assumed to
represent actual gradients. The largest uncertainty @f ¢ihservations is due to intermittent
port samplingThe occurrencef ] or Y anomalies/plumes from variable upwind footprints
could complicate profile interpretations. To minimize the influence of such anomalies, analysis
was limited to periods with wind directions aligned with the towers to limit upwind footprint
variability andensure any anomalies impacted all towers. Unlike intermiff@fiservations, the
“Y observations are continuous and examination of these did not identify anomalies that could
skew resultsThe error of the absolute humidity signal of the6l262, accating to the
manufacturer specifications, is 0.01 ¢.n$ince gradient calculations require two observations
the differences should be greater than combined error of 0.02 §5% of the differences

observed were greater than this threshold.
3.4. Resub and Discussion

3.4.1. Air Temperature and Water Vapor Profiles

The influence of a surface transition uppand”Y profiles (Figure 3.3) is evident in
upwind and downwind observations showing relatively large differences compared to the small
range n observations between towers of the same surface. These differences are clearly
associated with rapid change in atmospheric profiles on the leading edge of the snowpack

between Towers 2 and 3. The difference in profiles diminishes at heights near OtB€hm w
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correspond to the development of an internal boundary layer and the formation of a blending
height(Granger et al., 2006, 2002)

Despite the limited sample heights on each profile the observed (a6l assumed
surfacer) values are always greater upwind than downwind of the-baosv edge; the
differences are minimal at 0.50 m. The decreasgawer a snow transition on 30 March
validates the concept thatdecreases oversnowcoveed fetch because of condensation from
the moisturdaden warmer air to the colder, relatively dry, snow surface. In contra$t the
profiles on 18 March reflect a sublimation condition both upwind and downwind. Advection of
0O will not occur in this guation but the relatively moist upwingprofile will still act to
suppress turbulent exchange of latent heat over snow; this provides a mechanism for why
snowmelt latent heat fluxes are routinely observed to be small in this (&i@mmger and Male,
1978; Pomeroy et al., 1998; Pomeroy and Essery, 198@)small differences if betveen the
towers at the 0.50 m and 2.00 m heights (not shown) support the hypothesis of negligible
differences in the welnixed air mass above the internal boundary layer.AT@files show
much smaller differences early in the melt season (18 Maroén wbils were frozen near the
surface and ponded water was absent. Later in the melt period, 30 March, the wet, thawed soill
surface and ponded meltwater due to a ftalte just below the surface provided vapor sources

that drive the development of largggradients.
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Figure 3.3: Specific humidity and air temperature observations versus height grouped as boxplots
upwind and downwind of a snow surface transition for 18 March (top row) and 30 March 2015
(bottom row) observations periods.

3.4.2. Advectio Estimation

Advection terms were calculated using gradients between each set of towers so the
advection flux could be attributed to a specific tower interval (Figure 3.4)Yirelr) profiles
are temporally dynamic which leads to uncertainty in the advection estimates as shown by the
ranges of estimates in Figure 3.4. Mean behavior shows negli@ildad0O between Towers
1 and 2 suggesting the air masses are relatively weddvard in equilibrium with the upwind
surface. The Tower 2 to 3 interval, the leading edge of the snow patch, consistently has the
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greatest fluxes. ThH® and0'O for the Tower 3 to 4 interval, further downwind of the edge, is
predominantly negligibleDuring the ideallO period, 30 March, when a strong wind blew from
an upwind area of ponded water and wet soil over a snow transition, theY@eans 446 W

m over the leading edge which is a similar magnitude to the corresponding®efsd04 W

m2. The relatively smalllO contribution over the leading edge during the 18 March situation is
negligible once uncertainty range is considered.

Sensible Heat Latent Heat
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— Observation
> )
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L 2001 Mar 18
(N 1]
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> O i $
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-200 -
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Figure 3.4: Sensible and latent heat advection estimates between each set of towers. dtse boxpl
summarize the-inute advection estimates for the respective observations periods.

The measurement of bot@ andO'O contributions to snowmelt have not previously
been reported; the observation that these terms may occur at similar large desgsitwovel.
These estimates reiterate that advection terms are most important on the leading edge of a snow

patch as advection energy declines with the downwind development of equilibrium profiles.
3.4.3. Snowmelt Energy Balance implications

To understad the snowmelt implications 610 andO on the leading edge of a snow

patch consider the melting snow surface energy balaGecay and Male, 1981)
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O Y 'O 00 "Oh (3.9)

whered (W m?) is the net energy available for snowmait, (W m?) is the net
radiation, andd (W m) is the ground heat flux. This energy balance has been simplified by
neglecting changes in snowpack internal energy and energy advected by rainfall. The net
radiation term is the single largest energy input to the snow, followed clos®y doyd(O .
Observed) was negligible as available energy was going into melting sidanddO , as a
percent of snowmelt energy, were 33% and 11% respectivel 8 March and 31% and 33%
respectively on 30 March. The net melt energy on the leading edge of a snowpack results in melt
rates of 6.3 mm hiand 14.2 mm htfor 18 March and 30 March, respectively.

Rather than explicitly observe tf@ and0'O terms on the leading edge of a snowpack
many observational campaigrely on EC approaches to constrain the areal average turbulent
terms of the energy balance. In this campaign, the areal average sensible and latent heat
observations from adjacent E(hsers shows energy fluxes away from the surface. This
demonstrates the inappropriateness of EC to estimate the snowmelt energy balance of patchy
snow and consideration @ and0O is required to properly estimate the spatial variability of

snowmelt.

Contrasting 18 and 30 March demonstratesilatrequires an upwind wetted surface as
a source of]. Upwind wetted surfaces that can form source$ afe often found in flat areas
with restricted infiltration that permit ponding of meltwater ne@ow patches. Conditions that
favor the ponding of meltwater are frozen wadkurated soils and the presence of depressional
storage to hold meltwater runoff in place. These conditions are often met in prairie, grassland or
tundra regions which are alsbaracterized by patchy snowcover wh€&ehas been extensively
documentedGranger et al., 2002; Marsh and Pomed®96; Shook and Gray, 199 Model
results suggest that advected energy can increase sensible heat fluxes in flat environments by
about 50% over the first several meters on the leading edge of snofizsaeky et al., 2006)
TheEssery et al. (2006hodel results for sensible heat are similar to@heesults of this study
and increase confidence in the experitabdesign and theO results. In contrast, sloping soils
found in mountain environments will minimize the formation of ponded melt water on the
surface. Sources fafO in mountains include concave surfaces that can hold water, but fluxes

from theg locations might be limited by lower wind speeds and cold stable air(datiset al.,

68



2015, 2013, 2011)The contribution 06O is not expected to berlge during rairon-snow

events due to large latent heat sources from the already damp atmd@Bpinezeoy et al., 2016)
3.5. Conclusions

The energy balance of heterogeneous snowcovers has long been recognized to be
complicated by the advection of sensible heat from sinea/tosnowcoveed surfaces.
However, the cormmitant advection of latent heat from ponded water to snow patches has not
been considered as a snowmelt energy source. Examinatigipiaifiles over snowree to
snowcoveed transitions reconfirms th& , driven by surface temperature heterogeneity, is a
large source of energy available for snowmelt. filpeofiles show thab’O can also be
substantial, but is conditional upon the presence of upwind ponded water and/or wet exposed
soils. Under conditins with wet upwind surfaces, th® term was calculated to account for
33% of the net energy available for melt at the leading edge of a snow patch. This was on the
same order as the correspondi@gflux which accounted for another 31% of the nedible
energy melt. Thus, proper consideration of both sensible and latent heat advection fluxes is
required to predict spatial melt rates in environments with patchy snowcover. The dependence of
00 upon upwind wetted surfacgsources means thas ibverall contribution to snowmelt
depends upon the spatial arrangement of surface features, meteorological conditions, soil

properties and antecedent conditions.
3.6.Manuscript Integration with Broader Thesis

The identification and quantification of tlevection of both sensible and latent heat to
the snowpack during mak novel A model is needed tdetermine the overall implicatioms
advectionon the melt process beyond the brief observations presented féngsrthese
observations and hypothesmotivate the development of the sensible and latent heat advection
model presented in ChapterThe observations are also used to validate the sensible artd laten
heat advection model in Chapter 5.
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4.1. Abstract

On the Canadian Prairies, agricultural practices result in large areas of standing crop
stubble that graduallgmergesiuring snowmelt. Howevethe dynamics o$tubblearenot
explicitly accounted for in hydrological or energy balance snowmelt modeks paber relates
measurable stubble parameters (height, wattaldensity,andalbedo) to the snowpack energy
balance and snowmelt with the new guiysically base&tubbleSnowAtmosphere Model,
SSAM. Novel process representations of SSAM quantify tiem@ation of shortwave radiation
by exposed stubble, the sky and vegetation view factors needed to solve longwave radiation
terms, and a resistance scheme for stubbtev-atmosphere fluxes to solve for surface
temperatures and turbulent fluxes. SSAM hsswere compared to observationgadiometric
snowsurface temperature, stubble temperature, sswoface solaradiation arealaverage
turbulent fluxes and snowater equivalenfrom two intensive field campaigns during snowmelt
in 2015 and 2016 ovevheat and canola stubble in Saskatchewan, Cahaxtalibrated SSAM
simulations compared well with these observations, providing confidence in the model structure
andparameteriation. A sensitivity analysis conducted using SSAM revealed compensatory
relaionships in energy balance terms that result in a subtle increase in net snowpack energy as

stubble exposure increases.

72



4.2. Introduction

Snowmelt is an important source of water for crop germination and early season growth
in no-ill non-irrigated farmingsystems commonly found in cold, seanid agricultural regions.
Stubble, the standing winter residue of cultivated grain and oilseed crops, is characterized by
stalks that remain erect throughout snow accumulation and ablation. However, snowmelt models
either ignore short vegetatiq¢Gray and Landine, 1987b; Marks et al., 19@&sume protruding
vegetation can be represented by modifying surface althéston and Hiemstra, 201,19r
simulate the bending over and burial of grasses and shrubs byBeaey et al., 2007; Liston
and Hiemgta, 2011; Ménard et al., 2014he interactions between stubble stalks and snow
occur over large areas with regional implications for hydrology and climate. Cold regiidn no
crop production systems, characterized by standing stubble, are fourghthubthe American
Midwest, Eurasian Steppé@Serpsch and Friedrich, 2008hd Canadian Prairies. In the
Canadian Prairie Provinces (Manitoba, Saskatchewan, and Alberta), the moedl afop
production increased from 1.7 million hectares in 1990 to 17.3 million hectares in 2016
(Statistics Canada, 201@)espite the largecale conversion to rill systems and the
importance of snowmelater to crop production in cold regions, a detailed quantitative
understanding of how the snowpack energy balance changes with the gradual exposure of

stubbleis lacking.

Forest and short vegetation canog@esanalogous to stubble and their influences on the
snowmelt energy balance have been the subject of substantial research. Canopies attenuate the
transmission of shortwave radiation(Bewley et al., 2005Ellis, 2007; Musselman et al., 2015;
Pomeroy et al., 20@ Pomeroy et al., 2008; Reid et al., 20a8)1 enhance sutanopy
longwaveradiationto the snow surfacgEssery et al., 2008a; Pomeroy et al., 2009a; Sicart et al.,
2006; Webster et al., 201@pproaches to estimate shortwave attenuation vary between simple
Beer 6 s | dMahatremd Tarbotiors, 2012; Pomeroy and Dion, 1996; Sicart e0a3)to
more complex methods that use either-stream solutionéMahat and Tarboton, 201,2)
consider sky view factors estimated from hemispherical photogiafiselman et al., 2@} or
implement computationallgxpensive ray tracingEssery et al., 2008 Musselman et al., 2015)
Longwave radiation contributions are often estimated using sky view f§Essery et al.,

2008b; Pomeroy et al., 200i2) conjunction with observed onodelledcanopy temperatures
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(MusselmarandPomeroy, 2016; Pomeroy et al., 260®/ebster et al., 20167 he major

difference between stubble and forastseractions on radiation transfer behaviour relate to the
relative sizes of the elementguBble heightunlike a forest, is on the same order as snow depth,
andthusstubble will transition over the melt period from being buried to becoming fully
exposedThe shortwave radiation attenuation and longwave emittance from exposed stubble is
therefore dynamidn contrast, forest canopy contributions are generally staticeabulk of the
canopy is well above the surfadéis makes thetsbble influence on the net sneaurface

radiation balancdynamic and sensitive to snow depth.

In short and sparse canopiggpulenttransfer is often estimated by local gradient
diffusion approaches (Kheory,Wallace, 1991)K-theory predicts that increased stubble
exposure over melting snow will increase surface roughness, thereby increasing the abdity of t
snow and stubble surface to absorb momentum, leadingreasingurbulence and turbulent
transfer(Prueger and Kustas, 200%) contrast, exchange specific to the snow surface below the
exposéd stubble, the surface of interest in this study, is a function of the stubldsuggpnd
does not reflect the areal average increase in turbulent transfer as predictéicbyyBewley
et al., 2010)Alternate resistance parametrizations are required taattmr observations of
suppressed turbulent transfer due to the decoupling of the surface from the atmosphere by
stubble influencing wind velocity profilgdlahat et al., 2013displacing the airflow from the
surface(Brun et al., 1984; Buiret al., 2005; CutfortandMcConkey, 1997and ultimately
reducing wind speeds at the surf@dase and Siddoway, 1980)

In the absence of relevant previous research, the extent to which stubble exposure will
attenuate shortwave radiation, enhance longwade&tionand modify turbulent fluxes is
unclear. It is important to understand how these relative changes will manifest themselves in
terms of the net snowpack energy balance over the snowmelt period. Tak abvjective of this
study is to understand how exposed stubble modifies the snowpack energy balance. Specifically,
its purpose is to: 1) develop and validate a model to simulate the snowpack energy balance as a
function of the exposed stubble charastrs; and 2) use this model to develop a quantitative
understanding of the compensatory relationships between stubble characteristics and the

snowpack energy balance.
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4.3. StubbleSnowAtmosphere Snowmelt Model Development

4.3.1. Snowpack Energy Balance

The role of stubble in modifying energy transfer to the underlying snow surface is
manifested through trenowpackenergy balance, given aSrayandMale, 1981)

: . . . . dY 4.1
Y 0@ (@) 00 O 0 U ————h (4.1)
Qo
where all terms have units of Whand™Yo “  is net shortwaveadiation 0o *  is
net longwaveadiation "O is sensible heat fluXxjO is latent heat flux, and is the flux

of energy advected to the snow through precipitafitye. ground heat flux)( ) is negligible

during snowmelt periods on ti@anadian Rairies and is hereafter neglec{&tanger and Male,
1978; Pomeroy and Goodison, 199he sum of the lefhand side of Equation 4.1 is the net

energy flux for the snowpack{ ) that eithechanges the internal energy of the snowpack

(

the snow. The energy balance interactions and mass fluxes for thessidoleatmosphere are

) or melts snow({{ ). The sign convention is for positive fluxes to be directed towards

visualizedin Figure 4.1. Hereafter the model developed will be referred &5adv
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Figure 4.1: Conceptual massergy balance interactionssitibblesnowatmospherénterface.

Energy fluxes comprise longwave (red lines) and shortwave (blue lines) radiatseraible

(purple lines) and latent (green lines) heat fluxes. Temperatures of the snow, snow skin surface
(for longwave emittance calculation) and snow are notdcstady Trad, andTsnow respectively.

Mass fluxes are comprised of blowing snow depositimasion and sublimation (yellow lines),
meltwater discharge (black lines), and latent exchange such as sublimation or deposition (green

lines). Fluxes towards the snow are positive.

4.3.1.1. Shortwave Radiation

Beer s | aw r el at emopdrtiesgohatscatieting mmedwa and o n

represents the transmission of shortwave radiation through a stubble canopy. The transmittance

(T) of stubble can be expressed as

where'Q(-) is the extinction coefficient ard & @2 m?) is the Plant Area Index. Plant

Area Index is conceptualized as the -@ided surface area of vegetation per square meter

T Q

h

(4.2)

(Campbell and Normari,998; Eagleson, 2002; Shaw and Pereira, 1932pble may be

idealized as a collection of uniform vertical cylinders; therefore, PAIl is proposed to be estimated

as half the vertical surface area of a collection of vertical cylinders, which simpifies t
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060" IQ” h (4.3)
wherer (m) is the radius of an individual stubble stafk,(m) is the height of the
exposed stubble arid is the areal density of stubble stalks (number of staiks
minimum’Q is set to 0.001 notavoid numerical instabilities throughout the model. Shortwave
radiation is composed of diffuse (subscript d) and direct beam (subscript b) components. For
direct radiation}Q comprises the ratio of the shadow area to surface area, which for an opaque

vertical cylinder simplifies t¢Eagleson, 2002)

o Poes R (44)

where— (rad) is the solar elevation angle. THisis modified to account for

transmission associated with forward scatterif)) through a simple parametrization from
Goudriaan (1977)

' QWp 1 h (4.5)

wherg () i s a scattering coefficient that 1is
transmittancéGoudriaan, 1977; Wang, 2003tubble stalks are opaque; therefore, it is assumed
thatt & st ub blde [-}.IFdr diftuse radliation, where the radiation is incident upon a
suface from all directions, canopies with a vertical leaf angle distribution av€.55
(Eagleson, 2002)n the absencef @bservations of direct and diffuse shortwave components, the
incoming above canopy shortwav¥ @ [W m?)) is partitioned by calculation of the diffuse
fraction of incoming shortwave radiatiofQ2 [-]) with the empirically based model Beindl et
al. (1990) The shortwave radiation incident at the snow surfaé ( [W m]) is represented

as
Y& p QYS t o QYd th (4.6)
wheret from Equation 4.2 is calculated separately for dirgédt-]) and diffuse t [-]) as
T Q h (4.7)
and
T Q 8 (4.8)

The bulk transmittance of the stubllle (-) is given as
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Y& (4.9)
—5 9
YW

The net shortwave radiation at the snow surface must account for the albedo of the snow

surface @  [-]) which gives

"o * p ® Yd 8 (4.10)
The® decreases over time as snow ages and undergoes metamorphosis and is

estimated prognostically from the applicatiorvairseghy (1991as

6 0p b QO d 9 & R (4.11)

wheret is the albedo decay coefficien},(@ (0.75) is the minimum snow albedQ,o

(s) is the interval dution, andQdentifies the time interval. In the event of snowtall is
refreshed to 0.90.

4.3.1.2. Longwave Radiation

Net longwave radiation at the snow surface is the sum of incoriiad) ( [W m?]) and
outgoing 0 ¢§  [W m?]) longwave radiation. Exposed stubble modifies5  through
changing the stubble surface temperatiive ( [K]) and the sky view factor from the

perspective of the snowQ -]) as(Pomeroy et al., 20@)

0 o 0Q 0 p 0UQ - .Y h (4.12)

whered ¢ (W m?) is the incoming longwave radiation above the canepy, (-) is

the emissivity of the stubble, apd5.67 108 W m K*) is the StefasBoltzmann constant. A
novel simulation saition for thed’Q term is expressed in Appendix 4.6.1. TheS' term s

expressed via the Stef@doltzmann law and depends upon the radiometric snow surface skin

temperature’Y [K]) as

0o - Y p - 0 h (4.13)

where- (-) is the snow emissivity. The first term on the right represents emission
from the snow and the right term represents reflectance of the incoming radiatissivity for
all sources, snow and stubbleassumed to bel.0to account for longwave reflectiofilahat

and Tarboton, 2012¥hich removes the reflectance term from Equation 4.13.
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4.3.1.2.1. Stubble Temperature

The™Y is estimated by solving the $ace energy balance of a stubble stalk; adapted
from MusselmarandPomeroy's (201&)ulk approach to simulate the surface tempeeabd a
tree trunk. The surface energy balance of a single stubble stalk is therefore
ay . (4.14)
Qo

where'Yd s net shortwave radiatiod, ¢3  is the net longwave radiatioiQ is

Y 6S 0 & "0

sensible heat flux, and——is the change istubble stallenergy storage with respect to time.

Fluxes are normalized to the stubble surface area, or volumefer, for a singlestalk so all
units are in W. Stubble is senescent, so latent heat flux is neglected. Calculdfiah of uses

the transmittancparameteriation, Equation 4.9, as

W 5 . " . 4.15
Y P o P T i o t vd h (4.15)

where®w  (-) is the albedo of stubble. The first term in braces represents incoming
shortwave radiation from the atmosphere and the second term repeeBesttsrdereflectance
from the snow surface. The residualfof is the portion of théYdS  incident upon the
stubble and dividing by provides the mean incident shortwave radiation for each stalk.
This parameteriation accounts for the decrease in transmissivity @tand conserves ensrg

The0d &3  term is quantified as

2 v P00 . p LW (4.16)

0Q - Y - Y h

whereb "Q (-) is the view factor comprised of other stubble from the perspective of a
single stalk. The terms consider (from left to right) incoming longwave radiation from the
atmosphere, snow and adjacent stubble respectively and emittance from the stalkythaaknal
simulation solution to quantify "Q is shown in Appendix 4.6.2. The residualofQ is
divided between the underlying snow surface and atmosphere to estimate contributions of each

source. ThéO term is estimated as
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" w .
o ! v (4.17)

where"Y (K) is the air temperature amnd(s ni?) is the resistance to sensible heat transfer
between the stubble stalk and the atmosphereThe term calculates heat storage as a

change from the previous interval as (Gouttevin e2@all5)
aday Q1Y Qp Y "Qh (4.18)
wherg (J K1) is the stubble stalk heat capacity multiplied by the temperature difference

in"Y  (K) between time steps. Theterm is defined as

I 6" (4.19)
wherew (m®) is the stubble stalk volumg, (kg n) is the volumetric mass density of
stubble andd  (J kg! K™ is the specific heat capacity of the stubBler wheat stubblé is
121 (kg m®) and®  is 1630 (J kg K™) (Ahn et al., 2009)A sensitivity analysis, not shown,
varied” ando by several orders of magnitude and demonstrated these parameters have a
negligible influence oY , due to the small volume of the individual stalks, and are hereafter
assumed transferable between stubble typesi Tiba function of forced and free convection

coefficients for sensible heat transfer between a stubble stalk and the surrounding air a

. P (4.20)
I o o 8
Following Monteith and Unsworth (2008X2, is calculated as
O h . :
o a— (4.21)

whereO (20.2 10° m?s?tat 10°C;(Denny, 1993)is the molecular diffusivity for heat
in air. The Nusselt numbér (-) estimates the degree of turbulent transfer due to ferced
convection as a function of the Reynolds numbéor{teith and Unsworth, 2008)
NP vyoph - (4.22)
¢cY®P pft YQ p f
where'Y (s the Reynolds number of the shid stalk cylinder that quantifies the ratio of

o i &Q@

inertial forces to viscous forces in a fluid,

80



v o8 (4.23)

whered (m s?) is wind speed at the top of the stubble canopikg n* s?) is the
viscosity of air and the stubble stalk i#g] i , is taken as the length scale. The calculation of

0 utilizes the logarithmic wind profile assumption to give

52 0 (4.24)

whered (m s?) is the wind speed at the measurement haighim), Q (m) is the canopy
displacement height (Equation 4.35), andm) is the aerodynamic roughness length (Equation
4.34).Suthefand (1893)calculates as
oy (4.25)

3 —,h
Yoo

whereQandi are coefficients with values of 1.4580° (kg n! s K ?) and 110.4 (K),

respectively. Th&Q term is calculated as

Oh (4.26)
o8

The freeconvection Nusselt numben ( follows Monteith and Unsworth (200&nd

is estimated as a function of the Grashof numiaaiy: (

f ™ (Di 8 O pTm ¢ (4.27)
™ PIie pm O pm
where
O p®YPpTMQ Y Y8 (4.28)

4.3.1.2.2. Radiometric Sne@®urface Temperature

The"Y used to simulatdw” s estimated from the energy balance of a
infinitesimally small snow surface layer in equilibrium with the atmosphere and thermally
decoupled from the underlying@npack(Pomeroy et al., 20167 his skin surface engy

balance is
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“Q‘Y(S = 0 (S ” "Y (4'29)

i—&) YooY O °Y i Y h

where"Q (0.05,Pomeroy et al. (201p)s the shortwave absorption factenich
represents the amount of shortwaadiationabsorbedn thetransparenhear surface snow
layer,” (kg m?®) is the air densityp (1005 J kgt K™) is the specific heat capacity of air,
(s m?) is the aerodynamic resistances for exchange between the surface the atmosphere
(Equation 4.32)) (2.835 10°J kgl) is the latent heat of sublimation afgdyY andfp Y
(both kg kg') are the specific humidities of the unsaturated air and saturated snow surface,

respectively.
4.3.1.3.Turbulent Fluxes

The total sensible and latent turbulent reeathanges between snow, stubble and the
atmosphere are solved in a simple parallel resistance bulk transfer approach. In bulk gradient

form

o OIS (4.30)

and

(4.31)

o«

00

nwy n 'Y

whereY  (K) is the snow temperature at the turbulent exchange interface. The
parameteriation ofi with respect to an emerging stubble, assumes an exponential wind profile

within, and a logarithmic wind profile above, the stubble canopfMabat et al., 2013)

S B T o T S N < I (4.32)
1o a Q O 0 P

wherell (0.4) is the von karman constant an¢ [-] for wheat(BrutsaertandParlange,
1992) is the exponential wind decay coefficient. The eddy diffusion coefficiening? sY]) at
"Q, which assume§ is equivalent for momentum, sensible heat, and water vapour exchange
(Mahat et al., 2013)s calculated as
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6 Q 0 (4.33)
1—,8
I

a

The ChoudhuryandMonteith (1988)provide parametrizations f@ andd sensitive to
vegetation features that were successfully applied to wind profiles observations within stubble
canopieqgAiken et al., 2003as

Q el i g & YOh (4.34)

and

Q g .
¢ @Qp i Gh (4.35)

where® is the drag coefficient of the stubble element (6.5§m Aiken et al. (2003)
andq is the snowsurface roughness (0.005 Pomeroyet al., 2016)) The silhouette area

index (YO [@> m?)), the vertical cross section of roughness elements per unit afaikds et
al., 2003)

YO "Oci Q" 8 (4.36)
Bulk latent energy exchange is restricted between the snow and atmosphere while

sensible heat exchange occurs between the stubble, snow, and atmosphere as,

0 0 O 8 (4.37)
The bulk sensible heat flux contribution from stubf ( [W m™]) is adapted from
Ménard et al. (2014s

o . SOV (4.38)

1

Turbulent exchange occurs within the snow, not at the infinitesimally thin snow surface
represented byY , thereforé’Y represents a distinct snowpack temperafline.”yY  to
calculateO and0'O comes from relation tthe snowpack internal energy that is detailed

in section 4.3.1.5. Atmospheric stability is assumed to be neutral.
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4.3.1.4. Energy Advected by Precipitation

The energy advected by precipitation is positive towards the snowpack in the case of

rainfall and regative in the case of snowfal.simple representation is

. YO®@E Y Y YEEQD Y Y L (4.39)
g Q0 h

where'Y & "Gy m?) is rainfall, o (4184 kJ kd K1) is the specific heat capacity of
water,"Yis temperature of therecipitation(K), "Y& £ (kg m) is snowfall,co (2010 kJ k¢t K-
1y is the specific heat capacity of ice, divdis the melting temperature of water (273.15 R)e
“Ymay be assumed frofY or estimation of the hydrometeor temperafittarder and Pomeroy,
2013)

4.3.1.5. Internal Energy Change and Melt Energy

During snowmelD®  often exhibits a diurnal pattern with a negative flux at night,
from longwave emittance, and a positive fluxidg the day, from shortwave and enhanced
turbulent terms. Shallow snowpacks have a limited capacity to moderate this variation in energy
exchange and to accurately simulate the diurnal pattern of the snowpack warming, ripening,
melting, refreezing and cbing the internal energy of a snowpadk  (J) needs to be
explicitly tracked. This is done imaxplicit manner as

Y Qp 7Y Q dy 8 (4.40)
WhereY s initialized afQ phas function of initialY® '‘@nd"Y  , as

Y P Yoo Y p Y8 (4.41)

The dependence &  on”Y relatesJY  term to the change itY  over time

as
dY  Ye® Y 0p Y 08 (4.42)

The partitioning o0*  intod and is a function of whether the snow is

isothermal which can be inferred fromd  as
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- QY . . (4.43)

V] V] Y Y8

To avoid runawayooling of the snowpagclkdue to numerical instabilities when snow is

shallow,a minimum internal energyY [J]) is defined as

~

Y Yo' Y "Y h (4.44)

whereY (K) is the minimum temperature for theepeding 24 hr§GrayandLandine,
1988) In any case wher&y s less thaiY the associatety  is reset to that
associated withy . The difference in energy may be considered a negative ground heat
flux associated with soil cooling/freezing beneath a snowpack in cold conditions. A full
description of Y  includes energy associated with ice, water and vapor statisssimple
model only tracks the energy of the ice portion as vapor contributions are m(#iomaéroy and

Goodison, 1997and the liquid water component is a distinct storage term in the mass balance.
4.3.1.6. Energy Balance Solution

SSAM6s sol uti on interdependaqodfiYc aY eahdV y.Int he
addition, Equation 4.14 and 4.40 include internal energy storage terms for a stubble stalk and the
snowpack, respectively. prognosticsolution is employed within a nonlinear equation solver in
R (nlegslv:Hasselman, 201%hat uses a Jacobian optimization scheme with a Broyden update to
simultaneously solve the coupled energy balances found in Equations 4.14, 4.29, @hd 4.1.
solution is initialized with”Y Y “Y  during a nighiime interval when temperature
differences are minimal. Due to the phase change of water from solid to"Muidnd™Y
must be O 273.15 K. | n si tyuarndfororn s27i8A%K, e t he
"Y and/or'’Y are setto 273.15 K, SSAM is rerun and the resulting positiveerm is

available to ripen or melt snow.
4.3.4. Snowpack Mass Balance

The influence of stubble characteristics upon snow depletion is simulatecowfiting
of the snowpack energy balance with a simple single layer snowpack mass balance model. The

snowpack mass balance allows for simulation of both accumulation and depletion of snow as
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"Yo'O 3 € 0 Qe 60 v nfh (4.45)
whered (kg nT?) is melt water dischargeQ (kg n?) is sublimation or depositiom;,(kg
m) is snow erosion or deposition frdmarizontal transport of suspended and saltatimay,
andny (kg nt?) isthe vertical water vapour loss lafowing snow sublimation. In cases of

blowing snow changes ifiY & vill correspond to changes Tper the ratic——— assuming

“Y  is unaffected. The energy balance is coupled to the snowpack mass balance through

conversion ol to melt in terms of equivalefiY & ‘@s,

0 . .
0 —Qb (4.46)
0
wherel (334 kJ kd') is the latent heat of fusion. TH© term also represents a
mass exchange of either sublimation or deposition and is put into terms of equiveléas,
00 1Q ﬁ (4.47)
0

0

whered (2835 kJ kdf) is the latent heat of sublimatio@nly once snow becomes
isothermal,Y Y 11, will snow begin to melt. As snow is a porous media the initial
melt increases the liquid water conteintd kg m?]) of the snow rathethan immediately
discharge meltwater from the snowpack. The maximum liguziterholding capacity of snow
(0w 6  [kg m?]), the amount of water that can be held by snow without draining, defines how
much snowmelt is needed to fully ripen a snowpatks 0w 6 (kg nm?) is estimated as
(Essery, 2015)

00 6 § % QO—h (4.48)
where” is the density of water (1000 kg3 "Q(m) is the snow depth- (-) is the
liquid water capacity of snow (0.0€0L08,PomeroyandBrun (2001) and%.  (-) is snow
porosity as,
Yo Q
N 0 Wh (4.49)

wherer] is the density of ice (917 kg Once the snowpack is ripe any additional

0 depletes the SWE and is discharged from the snowpelkwater flow and retention is
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complicated by heterogenous snow structure and is shown to have large implications for
meltwater discharge from a snowpdtkerouxandPomeroy, 2017; MarsindWoo, 1984 )ut
ignoredhereafter as snow structure is not represented in the single layer snowAnoelghtive

0°  refreezes the liquid water prior to the cooling of the snowpHu&.conditional algorithm

e w7 . ~ -~ n ¢ e ¢ e . .
used to partitiom into or0 ardtrack changesitY ,0 wQ"Yw G detailed in
Figure 4.2.
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Figure 4.2: Flowchart of model tracking mass (snow water equivalent [SWE], liquid water
content [LW], snowfall [snow], rainfall [snow], showmelt [M], meltwater discharge [D] and

blowing snow sublimation [gs] and erosion/depositi®f)] &nd energy (snow internal energy [U],
melt energy [Qm], and ground heat flux [Qg]).
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4.4. Data and Methods

4.4.1. Site

The field site near Rosthern, Saskatchewan, Canada, is representativetitif a no
agricultural region on the northern Canadian Prairies, where agricultural practices control
physical characteristics of the vegetation cover. The landscape has little relief and is interspersed
with woodlands and wetlands. Snow depth accumulation isaifpiess than 0.5 m. Pomeroy et
al. (1993, 1998) described the snow accumulation and melt energetics of similar environments.

4.4.2. Observations

To assess SSAM, snowmelt field campaigns in 2015 and 2016 collected observations to
test SSAM components farselection of stubble treatments. Site characteristics are summarized
in Table 4.1.

Table 4.1: Summary of instrumented sites

Site Name | Surface| Year | Stubble Stubble Relevant Observed Variables*
Row Height (m)
Orientation
Tall15 Wheat | 2015 | North-South | 0.34 "Yo§ RO @Y RY HAQ
Short15 Wheat | 2015 | North-South | 0.23 "Yo§ RO @Y RY HAQ
Talll5.EW | Wheat | 2015 | EastWest | 0.38 Yo
Short15.EW| Wheat | 2015 | EastWest | 0.18 Yo
Wheatl6 | Wheat | 2016 | North-South| 0.24 Y& RY HRY RQ
Canolal6é | Canola| 2016 | EastWest |0.24 Y& RY HRY RQ
Reference | Grass | 2014+ - - Y& D oS RYRY @R nhg

*0 1 B precipitation;Q=snow depth
4.4.2.1. Shortwave Radiation

Direct observation ofYs5  employed an array of Apogee SP110 pyranometers. Snow
depth is dynamic therefore sensors were mounted on threaded rods to allow vertical adjustment
(Figure 4.3). Sensors were cleaned and &elju® the snow surface after snow accumulation or
ablation events. Periods when sensors were buried were removed from the analysis. At each
observation site, two pyranometers were placed, one within the stubble row and the other
between the stubble rows, account for variability ifiYs . Herein, the observations reported

from each site are the average of the two sensors.
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Figure 4.3: a) Typical pyranometer deployment configuration to observe snow surface incoming
shortwave radiation. Sensor height controlled by raising and lowering thfrdeegledod placed
within ABS pipe buried in the ground as detailed in sketch b).

4.4.2.2.RadiometricSnowSurface Temperature

Snowsurfacetemperature was observed using Apogeé&l infrared radiometers. At
each observation site,St111was fixed to a mobile platform that was shifted as needed to

restrict observation to snow surfaces
4.4.2.3. Stubble Temperature

Stubble temperature is challenging to measure as stubble elements are very small. Two
approaches were taken. First, thermocouplegyé@@e Type T) were inserted into the stalks
through a small incision. At eadlite eight hermocouples were inserted over the vertical extent
of Q. A challenge is that thermocouples sample the interior temperature of the stubble, which
may differ from the stubble surface. The second approach involved intermittent thermography of
the stubble sing a FLIR T650 thermal camera. Significant challenges exist with thermography,
specifically, the ability to focus on the stubble elements, the smearing of the emitted radiation
over the coarse pixels, the variability and uncertainty of surface emisantthe environmental
conditions(Muniz et al., 2014; Shea and Jamieson,130Depending on input uncertainty the
standard error of thermography can be up to 8Viniz et al., 2014)Bias was corrected with

the difference between the snow temperature observed by the FLIR and an adjddédnt Si
4.4.2.4. Eddy covariance

Eddy covariance (EC) instrumentation was deployed during the 2015 observation
campaign to Shortl5 drTall1l5 treatments to observe the areal aveba@nd'Q The identical
setups used ECOR 7500A opeipath infrared gas analyzers in conjunction with Campbell
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Scientific CSAT3 sonic anemometers. Sensor heights wera dr8both sites to ensure thexflu
footprints remained within the stubble treatment domains while also sampling a representative
span of eddy sizes. Data was logged at 20 Hz aneppostssed with default settings in Eddy

Pro Software (v.6.2.0) to give 3@inute average flux observationtheMauder and Foken

(2006)procedure assessed data quality and only O Flag data was used in this study.

4.4.2.5. Meteorological Bta

A permanent meteorological reference station adjacent to the instrumented stubble

treatments observeéh °

phase was estimated by applyidgrder and Pomeroy's (2048ychrometric approach and

anddo°

with a Kipp and Zonen CNR1 net radiometegnd
wind direction with a RM Young 05103 Wind Monitar, with an Altershielded Geonor TB
200 weighing gauge arit and'Y "Quith a Campbell Scientific HMP45C212. Precipitation

snow undercattwas corrected usirthe correction o5mith (2009)

4.4.2.6. Stubble Characteristics

Information on stubble characteristiQ, i , ”

required tgparameterie SSAM. These parameters were sampled for the canola and wheat

stubbl e

Table 4.1 with remaining characteristics summarized by crop type in Table 4.2.

treat ment s

dur i

Table 4.2: Obseerd stubble characteristics

ng

and row spacing (€ Jis

t he

0 b s®@arevgwenino n

Variable Units Canola Wheat
() - 0.36 0.19
1 €0 m 0.3 0.3

i m 0.012 0.0035
” stalks n? 67 435

4.4.2.6.1. Plant Area Index

Independent observations of PAI relativé®owere obtained with a Decagon AccuPAR
LP-80 Ceptometer. The 1-BO is a portable line quantum sensor, 0.84 m probe length with 80
sensors, that measures canopy photosynthetiaetiye radiation (PAR) transmissivitlyeaf
Area Index (LAI), analogous to PAi this situation, is related to PAR transmissivity with an
empirical extinction coefficienfWelles and Cohen, 1996)he LR80 is appropriatéor PAI
observations in a short discontinuous stubble canopy and provides panddet validation of
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the proposed PAI parametrizatiddecagon Devices Inc., 2016)ertical PAI profiles were

obtained by sampling & 05 m intervals.
4.4.2.7.5now Surveys

Snow surveys provided regular observation€)pimeasured by a snow probe, and
” , measured by snow coring with a ESCQ snow tube. The snow courses for each treatment
consisted of 13M and 17 observations in 2015 and 9@ and 12’ observations in
2016. Snow surveys were conducted on one to three day intervals during the melt period. Areal
average’Yw ‘Qvas estimated from multiplication of observ@dand meari . The samling
uncertainty of Y w ‘@stimates is quantified with bootstrapping. Tineans of théQ and”
observations were resampjedth replacementl 0,000 times to develop robust estimates of the
respective 95% confidence interval JOThe 95% cafidence for'Yw @0 ) is calculated as

(SteppuhrandDyck, 1974),

060 Q0 O " 6 8 (4.50)

4.4.3. Model Validation

The micrascale nature of the stubble and snow environment and limitations of available
instrumentation prevents direct validation of all SSAM energy balance terms. Assessment of the
0 6 f@rameteriation compared the estimates, based on observed spibpkerties, and the
corresponding observed 6 fitofiles. The'YdS  assessment spanned from 8 to 29 March for
both 2015 (at four sites) and 2016 (at two sites). 0T efar calculation off usedQ as the
difference between the radiomet@ight and stubble height and the observed mean for
the respective stubble types. The reference station suppliddche observations. SSAM was
run with input data from the meteorological reference station from 8 to 29 March for the
respective years to tesY ,”Y , areal average @ndQ and"Y w @erformanceSnow
properties TY w O and® ) were initialized from the snow survey and radiometer
observations at the time of maximum obsera ‘OThe 1 variable in theb term and—
were adjusted based on relative field conditigns; 8t pand— 18t dn 2015, as the
presence of significant ice layers led to faster decline and lowedbw 6 ,andf T8tv

and— 18t gn 2016, as the relatively clean snowpack led to sla@wer decline and greater
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0w O . Model performance was assessed by compa¥ing against the mean temperature of
exposed irsitu stubble thermocouples and thermography estsiiat  against the infrared
radiometer observation©and0 ‘@gainst the EC observations aido ‘@gainst snow survey

observations.

Model performancevas assessed with the reneéansquare error (RMSE) and model
bias (MB). Each test providediferent perspective on model performanye) "Yi®©a
weighted measure of the difference between the observation and thedakes and McCabe,
2005)and0 6 indicates the mean over or underprediction of the model versus observations
(Fang and Pomeroy, 200'All error metrics are rounded to 2 decimal places so any MB values

reported as 0 are more accurately less than 0.0049.
4.4.4. Model Sensitivity

The overall influence stubble exposure has on the tefriiee snow energy balance was
explored with a sensitivity analysis of SSAManola and wheat stubble, defined by Table 4.2
parameters, was simulated wiéh varying from 0 m to 0.5 m at 0.02 m increme#t<onsistent
baselindor the meteorological ings, corresponding to typical snowmelt conditions in the
middle of March in this region, usé¥=3°C,"Y '©75%,6=4 m <!, Yo ®° =500 W n¥, and
O’ =266W m2 While keeping these variables constant each meteorological input was
varied across a range consistent with daytime snowmelt conditions on the Canadian Prairies
(Table 4.3). A sun angle of 37° and@n of 0.75 were specified. Steady state cond#jaro

change infY  with time, and a ripe snowpacky =0°C, are assumed

Table 4.3: Ranges in meteorological data for SSAM sensitivity analysis

Variable | Unit Minimum | Maximum | Interval
Y °C 1 5 1
YO | % 25 100 25
6 ms! |2 8 2
"o ° W m? | 400 700 100
0w®  |[Wm? | 200 332 33
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4.5. Results and Discussion

4.5.1. Model Performance
45.1.1. PAl Parametrization Performance

The & f@rameterization of SSAM controls shortwave radiation interception and
turbulent exchange processes. Observatiofsdf@s they vary witfQ, are plotted in Figure
4.4a and demonstrate the clear differences between a sparse canola stubble andhedense
stubble. The & f@rametrization, Equation 4.3, is plotted against observations in Figure 4.4b
and demonstrates that the proposed model accounts for differences in stubble characteristics. The

model successfully estimatgsd th low 'Y 0 "YandD 6.

a) b)
1.25
401 * . RMSE: 0.1 .
g ) P o 1004 MB: 0.06 da 4
o 301 oo o0 o .o e
g ee o é 0.754 ® ”
S = : A Stubble
- [ ]
0 207 “ o A Canola
© oo ® O 050" L
2 Q2 N * Wheat
;10- ese o % 0251 o e
(NN} L] L E S
Oqe® 0.00 =
0.0 0.3 0.6 0.9 0.00 0.25 0.50 0.75 1.00 1.25
Observed PAI (m? m?) Observed PAI (m* m?)

Figure 4.4: a) Profiles of PAI with respect to exposed stubble and b) performance of PAI model
relative to observed PAI for both canola and wheat stubble Sivéd.line in b) is the 1:1 line.

4.5.1.2. Shortwave Radiation Performance

The predictedYsS  struggles to account for the randomness of the discontinuous
stubble that causes the surface to vary between fully exposed and shaded. With only two sensors
at each sitgthe observedY®@  is more variable than the al@aerage behavior on an hourly
interval. The effect of stubble gaps and limited sensors is apparent in the relatively large values
of 'Y U "Y&nd the scatter of modelled and observed hourlycanlopy radiation in Figure 4.5.

Cumulative radiation is ofrgater concern for snowmelt modelling than instantaneous values and
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Figure 4.5: Hourlymodelledversus observed stdanopyshortwaveadiation (left column) and
cumulative hourly shortwave radiation for above canopy observations (blue, Incoming), below
canopy observations (green, Surface) mnedielledsubcanopy observations (red, Model) for 8
March to 30 March intervals in the respective observation years.

94



the model and observations are much more appropriate to capture this dynamic. There is little
difference in cumulative values as demonstrated withliodwalues, +/ 0.03 W n¥* and little

difference between cumulative observed and modellegtanbpy radiation (Figure 4.5).
4.5.1.3. Stubble Temperature Performance

The comparison of estimatéd to observations reveals systematic differences as
SSAM consistently overestiates relative to thebservations fronthermocouples during peak
sun angles (Figure 4.6). This is an expected consequence of the core stalk temperature being
buffered by the stubble heat capacity and conductivity. The higher FLIR observations, relative to
thermocouples, are comparable to SSAM values during the daytime, confirming that surface
temperatures exceed the core stalk thermocouple measurements. Considering thermography
uncertainty, SSAM is performing welly 0 "Y@ thermography estimates are nde expected

FLIR uncertainty of 3 °C (not shown).
4.5.1.4. Radiometric Sne®wurface Temperature Performance

The estimatedY showed similar accuracies to those reporte@dayeroy et al. (2016)
for homogenous snowcover withd "Ysretween 1.4 and 1.8 °C (Figure 4.7). The temporal
relationship betwen observed and modelléd is strong, though SSAM tends to overestimate

the nighttime cooling on cold calm nights.
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red lines (Modelled) are simulated stubble surface temperatures.

96



RMSE: 1.8
04 MB:0 0
%%
[ wn
-10 1 -104 3
=
[&)]
-20 -20 A
-30 A -30 1
RMSE: 1.75
04 MB:0 0
..
10 -10- WWWVW W >
— o
g 204 20
'8 —
— -301 8 -30-
o i)
Q RMSE: 1.76 e
© 04 MBO e o = oA
e o®
S o s
-10+ « - -10+ >
=
-20- o -201 e
-30 A -30 1
RMSE: 1.37
04 MB:0 0
o
-10- * -104 5
) =3
o 2
20 201 @
_30- T T T T _30- T T T
-30 -20 -10 0 Mar 09 Mar 16 Mar 23
Observed T,,4 (°C) Date
Modelled — Observed
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4.5.1.5. Turbulent Fluxes

Assessment of the turbulent fluxes is limited to Tall1l5 and Short15 sites. Therefore,
transferability of the SSAM sistance scheme to canola is untested. Over wheat treatthédts,
showed excellent temporal agreement with limited scatter (Figure 4.8) and low errorOwhile
(Figure 4.9) had weaker performance. The grediction ofOrelates to deficiencies in prasse
representation and differences between what SSAM estimates and EC observations represent.
First, the parallel resistance conceptualization does not allow turbulent exchange between snow
and stubble that would moderd¥ and”Y ; this will lead to overprediction of positive and
negativeQ In multiple source model®is often calculated with a serial resistance scheme
which couples source temperatures through calculation of a canopy air temp@&estet al.,

2011; Ménard et al., 201#8torman et al., 1995Unfortunately, the physical process

understanding of turbulent exchange between the dynamic exposure of short and sparse stubble
elements and snow during melt is insufficientépresentonceptually as a serial resistance
schemeTurbulent exchanges in open environments is intermiftéeigason and Pomeroy,

2012a, 2012band there is no consistent establishment of a distinct within gaaop

temperature needed for a serial resistance scheme to be valid. Second, there is a mismatch
between the surface characteristics at the point scale of SSAM and the EC flux footprint. The EC
observations reflect a flux footprint where the combined apeadiriability of the stubble and

snow depth will lead to a range ©f that differs from the model simulated unifofé.

Snowcover anf) heterogeneity in the flux footprint are dynamic due to the variability of wind
direction in each interval; therefonoise, rather than a systematic bias, is expected and observed
in scatterplots of Figures 4.8 and 4.9. Despite differences in assumptions and scales, the
representation of areal averd@and0 ‘Qloes capture the temporal behavior and magnitude of
theobservations. The errors are reasonable with respect to the literature as all turbulent transfer
parameterizations are challenged by issues of energy balance closure and heterogenous flux
footprints(Andreas, 2002; Helgas@amdPomeroy, 2012b; Marks et al., 2008)
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4.5.1.6. Snew Water Equivalent

The"Yw @epletion simulation performed well with respect to the areal avévag®©
observations from snow surveys (Figure 4.10). Both melt seasons were characterized by an
initial rapid melt in early March that was suspended byeromkather and a moderate snowfall
event, with final melt occurring rapidly at the end of March. The main difference was that 2015
had greater prenelt"Y w ‘OThe modelledY w ‘@epletion for both seasons captures these
dynamics well. The model overestimated the initial melt for Wheat16 treatments and
underestimated the initial melt for Tall1¥/heat16 and Canolal6 simulations captured the
accumulation of the midhelt snowfall event well whil&hort15 and Tall15 overestimatédw ‘O
after the midmelt snowfall. The timing and final metut sequence wasmared for all sites.
The"Yw ®RMSESs were greater in 2015 than 2016 but were reasonable at less than 14 mm. These
results demonstrate that SSAMO6s enerfYpY bal anc
observations, successfully represented the ngethowpack energy balance and can predict
realistic™Y w @epletion. It is important to reiterate that no calibration was used to optimize

model performance, which provides confidence in the model process representations.
4.5.1.7. Validation Summary

A challenge of validating SSAM is that it is extremely difficult to obtain direct
observation of the processes represemtéde modeldue to the smakcale nature of the
stubble elements and their dynamic emergence from snow duringlimekuccessful
representation ob 6, 0Yal  ,"Y ,"Y ,"0 0 ‘QOand’Y o (observationsf state variablgeor
fluxes,providesindependentalidation of theprocess representations for each energy balance
term This gives confidence that SSAM carcsessfully reproduce the complex and dynamic
interactions evident betwedme stubble, snow, and atmosphere. The goal of SSAM is to
guantifythe energy available to melt snow below an emerging stubble canopy so the
demonstrated ability to quantify the raleeach energy balance term and how they may

compensate for one another is critical.
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Figure 4.10: Modelled snow water equivalent (lines) and observed snow water equreatent
snow surveys (points) for the respective treatments.

4.5.2. Snow EnergBalance Compensation

The sensitivity analysis of SSAM with respect to variations in stubble properties and
meteorological inputs articulates the Aorear interactions that lead to energy balance
compensation. Generally, there is a limited changg in with respect to increasé@ (Figure
4.11). Increasin{ increase®w ° , as there is more warm stubble in the view factor of the
snow surface, whiléo©  decreases due to the reflection and absorptidWoof in the
stubbe. Turbulent fluxesO and0O , show a complex response@through its
relationship with . As"Q increases, the above canopy exchange increases dumtoeases,

and the within canopy exchange decreases, déncreasesThe surface exchange coefficient,

0 —in Figure 4.12, initially decreases as there is a larger decrease of within canopy
exchange than above canopy exchange as stubble emerges from the snow. An inflection point
occurs near 0.04 @ for both canta and wheat stubble when the rate of change of the within

canopy exchange decreases. Greater exchange within the sparse canola canopy leads to an

increase in exchange with incread@dafter the inflection point. The denser wheat stubble
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exchange has lited change witiQ below the inflection pointThe influence of this

relationship with exposed stubble is evident in all simulationis of .
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Figure 4.11 Sensitivity of canola and wheat stubble snow surface net ebérgy (terms with
respect to exposed stubble height and variations in air temperafyree(ative humidity Y 'Q)
wind speedd), incoming shortwave radiatioi ° ) and incoming longwave radiation

(0w ). Meteorological data ranges are sfied in the legend while all other inputs are held to
a consistent baseline =3 °C,Y '©75%,0=4 m ', " ® =500 W n¥, andiw "’ =266 W

m2.
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The behaviar of the0®  response to stubble exposure with respect to variatiohs in
Y "Qando is a consequence of the turbulent sraimosphere interactions (Figure 4.183.is
expected fof'Y 1 °C, increases ilY 1°C will increas€éO  and0O as
temperature and humidity gradients increase. A positive relationship bé¥veemdd” s
also demonstrated and, with the conditions simulated, two behaviors are expigdsad:O
¢ 96 the large negativeO forces a negative®  that will initiate refreezing and possible
cooling of the snowpack rather than m&he 6O term is quite sensitive t¥ ‘Gand the
values forY O ¢ © show large inci@ses that translate into large increases’in . There is
no response 60 to 'Y '@s’Y ‘@annot influence the temperature of a wet isothermal
snowpackTurbulent fluxes are directly relateddcand show a clear positive relationshigiwi
'O ,00 ,and0” .The denser wheat stubble, relative to the more open canola canopy,

shows less response™ ,00 ,and0’ to variations ifQ, "Y, 'Y "Qando.
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Figure 4.13: Sensitivity ofanola and wheat stubble snow surface sensble () and latent

(00 ) exchange with respect to exposed stubble height and variations in air tempéyature (
relative humidity Y "Q) and wind speed]. Meteorological data is varied llye ranges

specified in the legend while all other inputs are held to a consistent basé M dZ,
Y'®75%,0=4m s Yo" =500 W n?, anddm® =266 W nv.

Variations of Yo® anddw® have large impacts upari  that are functions of
and0"Q , respectively (Figure 4.14yhe™Yo* is"Yo® that is transmitted to and absorbed
by the snow; therefore increasafd °  will increas€o® as®  andt are independent
terms.There is a small increasefio ©  with respect to increasédo°  as shortwave
radiation is absorbed by the stubble and reemitted as longwave radiation. There is minimal
response, not shown, inti@ and0O  termsto® variation. There is an inverse

relationship betweetico© and0® Mps'Q increase®™Q decreases which shifts the source
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of incoming longwave at the snow surface from the sky to the stivblen the longrave flux
from the stubble is less than from the sky, in the case of &ligh , 0c®  will decrease
with increasingQ and vice versa. The responsé¥f’ andd®w® to"Yo® andbw® is

greater for wheat, rative to canola, as there are greater decreadesndv™Q with Q.
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Figure 4.14: Sensitivity of canola and wheat stubble net snow surface shorivave | and
longwave 0 “ ) radiation with respect to exposed stubble hedgiat variations incoming
shortwave radiation” ) and incoming longwave radiatiofdy° ). Meteorological data is
varied by the ranges specified in the legend while all other inputs are held to a consistent
baseline of Y=3 C,'Y '875%,0=4 m &}, "Yo® =500 W n?, andicw’® =266 W n?.

The cumulative difference in the net energy balance terms over the course of snowmelt
will depend upon the dynamic and interacting response of meteorological conditions and stubble
exposure. Fom the sensitivityanalysigt is expected that canola or tall stubble will have greater
0° , therefore melt rates, than wheat or short stufitile.differences are subtle due to the
complex energy balance interactions that act to compensatetbachTo fully describe melt
patterns in this region differences in snow accumulation due to stubble differences need to be

considered.
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4.5.3. Implications

The outcome of this work has two main implicatiofise first is that the lack of
representationfastubble emergence in regions of seassnalvcoverand natill agriculture is a
clear deficiency of snowmelt and laatmosphere model$o improve understanding of land
atmosphere feedbacks, land surface schemes need to include the dynamics ofratrigbklece.
The dynamic change im with respect tdQ, a decline of 15% and 11% fro@ T1m toQ
13t tm followed by a 5 % and 21 % increase frédn 1@t M to'Q 1@ m for wheat and
canola stubble respectively, are dynamics currently unsupporteddelimgof this region. The
strength of the landtmosphere coupling has consequences for the radiative terms of the energy
balance a¥2 changes with snowmeltandatmosphere models provide the lovbeundary
conditions for numerical weather predictiamdeclimate modelandthe predictive capacity of
weather and climateodels from short to long timescalgwill be enhanced with these
additional physicsThe second is that the clear increase inrpe#t "Y w ‘Qvith increasing stubble
height(Pomeroy and Gray, 1998)ay notnecessarilyranslate into greater frozen soil
infiltration. This work demonstrates that the greater melt rates associated with this'Qreater
may lead to lower infiltration efficiencgnd greater runoff efficiency. This potential
compensatory relationship requires further research to quamtify fullythe hydrological

implications of stubble management.
4.5. Conclusions

Quantification of the snow energy balance response to stubbbsuepimproveghe
understanding of landtmosphere interactions and the role of stubble management upon
snowmeltprocesses in serarrid cold agricultural production regions. The proposed SSAM
model represents the snow energy balance underlying expobbtesind is validated
successfully against sidanopy’Yd&d  ,°Y ,°Y ,Q 0 ‘@Gnd"Y® @bservations. A
sensitivity analysis of SSAM with respect to stubble exposure and meteorological forcing shows
that stubble exposure demonstratesiplex energy balance interactio@enerally, stubble will
decreaséYno® ,00 andO andincreaséw” resulting in a subtle increase in
0° .ThechangeiB® with 'Q may have snowmelt infiltration andnoff implications but
requires further study that addresses the stubble influenceagpomuation processesn

contrast, the ability for stubble to change the cumulative values of individual energy balance
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terms will have large landtmospherenodelling implications and provides a compelling

argument to include these additional physics into-ingosphere models. The ability to

guantify these stubblenowatmosphere energy balance interactions in small andsagaje

models is important to uedstanding the impact of stubble management on snowmelt processes,

land-atmosphere interactions, and hydrology in cold agriculture regions.
4.6. Appendices
4.6.1. SnowSurface Sky View Factor Parameterization

Numerical simulation is employed to calculate sky view factori(’'Q ) from the
perspective of a snow surface underlying exposed stubble. The view factor from a surface of a
perpendicular cylinder is solved with an analytical solution provideSdayrow et al. (1962)

With 0"Q assumed to be the resdal of the cylinder view factor, the solution for a single

cylinder is
P~ . (4.51)
VQ w p —AIl O2
A e Y
? OAI
pY
p 0 Y .. OAT AT 02 y
~ OAIl : , h
w p v Y <Y
where
Y l_ﬁ (4.52)
W
Q.
o = (4.53)
W
and

® p 0 Y TY ~h (4.54)

wherei (m) is the radius of the cylindai(m) is the distance of the surface of interest to

the origin of the cylinder an@ (m) is the height of the cylinder. To simulate an areal average of
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0'Q , a collection of stubble stalks is simulatedl dhe contributions of all stalks to a

representative surface area are calculated. The simulation procedure is:
1 Simulate the stubble locations randomly per ,1 € ,tand stubble row width.

1 Identify a sample area within the simulation doméist pprovides a representative estimate
of UQ .

1 Identify and remove stalks located behind other stalks relative to the sample area.

9 Calculate the distance between the remaining stalks and each selected coordinate of the

sample area.

1 Calculate individial view factors as per Equation 4.51 and sum to gie at each sample

coordinate.
1 Calculate mean™Q from values at each sample coordinate.

The simulation domain used in this analysis is 4 m x 4 m and the sample area is (1 m x
0.5 rowspadng) in the middle of the domain. Within this area, the sample coordinates are

spaced every 0.02 in bothwandwdimensions.
4.6.2. Stubblgo-Stubble View Factor Parameterization

The stubbleo-stubble view factorl('Q ) is the portion of th@iew factor from the
perspective of a single stubble stalk comprised of other stubble. For two parallel cylinders a

solution is given byluul (1982)as

0'Q 00h (4.55)
where
o (4.56)
. Y
o o} p Y ~ 0 p Y ~ “‘Yp'Y(i)éi—p6 P
13 . ~ Y
¢y Y W€ i P —
0
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PN (4.57)
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wherei (m) andi (m) are the radii of parallel cylinders 1 andi{jm) is the distance
between the origins of the cylinders d6d(m) is the height of the stubble. Simulation for case

of meand™Q in a stubble situation is:

9 Simulate the stubble locations randomly per , stubble row spacing arstubble row
width.

1 Identify stalk coordinates within the simulation domain that will provide a representative

estimate oD"Q 4
1 Identify and remove stalks located behind other stalks relative to the stalks of interest.
1 Calculate the distance betweeach remaining stubble stalk and each selected stalk.
1 Calculate individual view factors per Equation 4.55 and sum toujive at each stalk.
1 Average allb’Q values at each stalk of interest.

The simulation domain used is 4m x 4m anddtubble stalks of interest areina 1 m
length ofrow in the middle of the domain.
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4.7.Manuscript Integration with Broader Thesis

Chapter 2 provided empirical evidence that stubble characteristics have a limited
influence upon SWE depletion despite cldidfierences in stubble characteristics that will
influence the terms of the snow surface energy baldi@eobservations and model developed
here provide the physical understanding to describe the compensatory nature ofsstoible
atmosphere interactis that describe the SWE observations of Ch&ptEne influence of
advection, as observed in Chapter 3 and modeled in Chapter 5, is integrated with this model in
Chapter 5 present a more physically complete model of snowmelt on the Canadian Prairies that
has been previously been unavailaflee SSAM model developed here in Chapter 4, is a
critical component of Chapter 6 that uses SSAM, in addition to the sensible and latent heat
advection model of Chapter 5, coupled with blowing snow and frozen stiiatifin processes
to provide a physical representation of how stubble characteristics will influence meltwater

partitioning.
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5.1. Abstract

Localscale advection of energy from warm shfree surfaces to colshowcoveed
surfaces is an important component of the energy balance duriwgarey depletion.
Unfortunately, this process is difficult to quantify in edienensional snowmelt models. This
manuscript proposes a simple sensible and latent heat advection model for snowmelt situations
that can be readily coupled to edienensional engy balance snowmelt models. An existing
advection parameterizatiaves coupled to a conceptual frozen soil infiltration surface water
retention model to estimate the areal average sensible and latent heat advection contributions to
snowmelt. The proposedodel comparm@well with observations of latent and sensible heat
advection providing confidence in the process parameterizations and the assumptions applied.
Snowcovered area observations from unmanned aerial vehicle imagerysed to update and
evalude the scaling properties of snow patch area distribution and lengths. Model dynamics and
snowmelt implicationsvere explored within an idealized modelling experiméaytcoupling to a
onedimensional energy balance snowmelt mobey, snowfree surfacesvere associated with

negative latent heat advection fluxes that compedsatgositive sensible heat advection fluxes
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and so limiedthe net influence of advection on snowmelt. Latent and sensible heat advection
fluxes both contribuiépositive fluxes tasnow when snoviree surfacesvere wet and enhande
net advection contributions to snowmelt. The increased net advectionfilorewetsurfaces
typically develop towards the end of snowmelt and offset decreases in thermaresional areal
average meltreergy thatdeclineswith snowcovered area. €mewmodel can be readily
incorporated int@xisting onedimensional snowmeltydrology and land surface schemedels

and will foster improvements in snowmelt understanding and predictions.
5.2. Introduction

Sensible and latent turbulent heat fluxes contributing to snowmelt are complicated during
snowcovered are@Y 0 )adepletion bylocalscale advectiorthe lateral redistribution of energy
from snowfree surfaces to snownfortunately, many calculations of the snow surface energy
balance have largely been limited to @hmensional model frameworkBrun et al., 1989; Gray
andLandine, 1988; Jordan, 1991; Lehning et al., 1999; Blatlal., 1999)hat simulate melt at
points without considering variations W0 .dDespite the sophistication of these methods they
have not included a comprehensive set of energy budget terms by neglecthsgddeal

advection of energy.

A T h e r obsatgcle to the development of an energy balance model for calculating melt
guantities is the lack of reliable methods for evaluating the sensible heak fiukority research
need is the development of "bulk methodologies" for calculatindehis, especially for patchy,

snowc over ¢ o(Grdyietal., 49868 . 0

In the 2 years since this statement was published there have been a variety of
approaches formulated to calculate advection of energy to snowpacks. Earlier Wéekshyan
(1977)applied mixing length theory to estimate advection to lakes and snow patches with the
model implicitly accounting for both latent heat advec(i@® ) and sensible heat advection
(O). This work was limited to defined snow patches and was proposed when the understanding
of the statistical properties showcovemwere insufficient to allow estimation of advection over
the course of a melt sequee. Subsequent approaches have varied in complexity. A simple
approach taken bylarsh and Pomeroy (1996jlated bare ground sensible heat fluxes to areal

averag€O via an advection efficiency term related ¥ .0The application of inteal boundary
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layer integratior(Essery et al., 2006; Granger et al., 2002)le modelgEssery et al., 2006)

whilst accounting for the fractal naturessfowcover(Shook et al., 1993W)as provided another
approach to estimate areal average estimates of advection. More complex approaches have
employed atmospheric boundary layer modkeiston, 1995)and large eddy simulatigqiMott et

al., 2015)to quantify the nodlinear relationships between snow patch characteristics/geometry

and advected energy. Numerical modelsvide the most detailed description of the processes

but are constrained to idealized boundary conditions. The deficiency of these modelling
approaches is that none have been validated with observations of advection nor do they explicitly
partition adveted energy intédO or 0O components during snowmelt. An unrepresented

interaction in any model is th#0 from ponded meltwater which is prevalent in areas of level

topography and reduced snowmelt infiltration due to frozen soil (Chaptar8er et al., 2017)

There remains a pressing need for an approach that can estimbteenrageO and
00 contributions during snowmelt that can easily integrate with existinglonensional
snowmelt models. This work seeks to understand the implications of includingtadalo
and0'O with onedimensional snowmelt modelso Bddress this objective, this paper presents a
simple and easily implementali® and0O model. Specific objectives are: to validate the
proposed model with observations of advection; to reevaluate the scaling relationships of
snowcoveigeometry wih current datasets showcoverand to quantify the implications of

including advection upon snowmelt.
5.3. Methodology

The methodology to address the research objectives is briefly outlined here. A conceptual
and quantitative model framework extexddhe Granger etla(2002)advection model, hereafter
referred to as the extended GM2002, to also consi@erThe performance of the extended
GM2002was evaluated with respectt® and0'O observations as reported in Chapter 3.
Snowcovegeometry scaling ref@nships employed in the model framew@@anger et al.,

2002; Shook et al., 1993ayriginally based ofiY0 Olassifications from coarse resolution or

obliqgue imageryyere reevaluated with high resolution unmanned aerial vehicle (UAV)

imagery. The complete model framework, hereafter referred to as the Sensible and Latent Heat
Advection Model (SLHAM)was therused to explore the dynamics of the extended GM2002

when coupled wit frozen soil infiltration and surface detention storrgetional water area
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parameterizations. Snowmelt simulation performance and implications of incl@dexgd 0O
wereexplored with coupling of SLHAM to the Stubb&nowAtmosphere snowmelt Madi
(SSAM) developed in Chapter 4. The model performance of SSAM and SSAMM was

also compared against the Energy Balance Snowmelt MGday and Landine, 19883
snowmelt model commonly implemented for snowmelt prediction on the Carfadiaies. The
implications of including advectiowere evaluated with initial conditions and driving
meteorology observed over two snowmelt seafmms a research site located in the Canadian

Prairies.
5.3.1. Model framework

Advection is the transferf tnieat and mass by the flow of a fluid. In the case of
heterogenous snowcover wind will drive the lateral transfer of heat and water vapour from the
movement of air from upwind snefsee surfaces to downwind snow surfaces; this is shown
conceptually in Fgure 5.1a. The upwinshowfreesurfaceis comprised of dry soil and/or
ponded water which correspond to warm dry and/or warm moist near surface air properties,
respectively, relative to snow which@® °C with saturated near surface air. These hotion
gradients drive a lateral exchange of heat (sensible heat advection) and water vapour (latent heat
advection when considering the induced condensation or sublimation) over the leading edge of a
snowpack as the scalar profiles transition from the upetndlibrium profiles to the downwind
equilibrium profiles. Examples of air temperature and specific humidity profiles over snow, soil,
and water surfaces are shown in Figure 5.1b to articulate the conceptual model of adneélction
reflect dynamics direbt observed in Chapter. Ihe integrated differences pmofiles between
the surface and the mixing height, the point above the surface where no differences due the
spatial heterogeneity are evident due to atmospheric mixing, quantify the magnitude and
direction of theenergyflux. During melt snow isconstrainedo beOO0 °C the warnair (above
water or soil infFigure5.1b) will cool as the air moves over snow leading to sensible heat
advection to the snowpackatentheat advection idependent upon surfateamperaturas well
as saturationlThus,air over adry soil increasein humidity as itmovesover snowthisinduces
greatersublimation and therefoereduction in snowmelt energy. In contrast pinefile above a
water surfacevill decrease ihumidity andwill induce condensatiomipon the snow surface

which imparts aeleaseof latent heabr anincreasen snowmelt energyl'he main challenges in
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modelling these dynamics is to constrain the areal extent over which the adescti@nge
takes place, quantify the gradients in scalar between upwind and downwind surfaces, and relate

the scalar gradients to advection fluxes.

a) Mixing Level
Lateral transport of scalars with wind
and/
Soil or | Water Snow
| | | J
! [ |
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Figure 5.1: a) Conceptual cross section of the advection process during snowmelt and b)
conceptual spectihumidity and air temperature profiles between snoC(0L00% RH), soll
(6 °C, 60% RH) and water (IC, 100% RH) surfaces and the mixing height@3 RH of 60%).

Over the course of meltyd declines from completelynowcoveed to snowfree
conditions with the intermediate periods defined by a heterogeneous blend of both. Conceptually
the advection of energy to snow therefore is bounded by the areas efree@mdsnowcoveed
surfaces that constrain energy transfer. Initialt is dominated by energy advecting from
emerging snowree patches to the surrounding snow (FiguBa)5The total amount of energy
advected will be limited by the smaller snénge surface source area available to exchange
energy; all energy entrainéy air movement across isolated shfvee patches will be

completely advected to the surrounding snow surfaces. At the end of snowmelt snow patches
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remain in a snoviree domain, and some energy is advected from the warm surrounding snow
free surface to @ated snow patches (Figureh). The amount of energy advected is limited by

the smaller snow surface area available to exchange energy. When the snow surface is the most
heterogeneousith a complex mixture of snow and sndrge patches advection occlnstween
isolated snowree patches, surrounding snowcover, sAoge surfacesand isolated snow

patches at the saniene. Conceptually there will bgradualtransitions from isolated sneftee

patch to isolated snow patch advection constraitéssh and Pomeroy (1996) and Shook et al
(1993b)foundthat magnitude of the snowmelt advection flux will be greatest Whers 40

60% and this rangeas used to bound the transition of advection constraints. The advection
mechanism transitions over the course of the meliasdconcefually related toYo by a

fractional source™Q term that assumes a linear weighting between 60% and 4@ %s

P Y6 O T (5.1)
o YOO e oo @
T, o
T YO 0 T8

A "Qof 1 implies theexchange o&dvection energy imited by thesnowfree patch
areasand a'‘Qof 0 implies theexchange oadvection energy ikmited by the snow patch areas
Conceptually early advection from sndmee patches will have a more effective energy
exchange mechanisthanlater advection to isolated @w-patches. The unstable temperature
profile above a relatively rough warm sndmee surface patch will enhance exchange with the
atmosphere, and therefore surrounding snowcover, per unit area efreemurface. In
contrast, the stable temperature gesfiabove a cool and smooth isolated snow patch will limit

energy exchange per unit area of snow surface.
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Figure 52: Conceptual model of advection dynamics for a) the early melt period where energy is
limited to what is transported out of soil (browmtghes to the surrounding snow (white), and

for b) the later melt period where snow patches remain and advection energy is limited to that
exchanged over the discrete patches.

During snowmelt, meltwater may infiltrate into the frozen soil and any excégsowd
prior to and during the runoff phase; these interactions will influence the near surface humidity
of the snowfree surface. Thus§O may enhance sublimation when the upwind surface is dry or
condense and enhance melt when the upwind surfacet ivapter 3). Any attempt to model
advection must quantify the dynamic spatial properties of the snow andfi®patch
distributions,’Y 6 ,dractional water coverage of ponded water, and horizontal gradients of
temperature and humidity between sranvd snowfree surfaces. With quantification of these
processes, existing simple advection parametrizations can be extended to ¢@lcaateO
contributions to snowmelt in a manner that accounts for the dynamics of the driving variables
and proceses and still be easily implemented in snowmelt energy balance models. The SLHAM

model quantiesthe components of the conceptual model outlindeig. 52.
5.3.1.1. Advection versus distance from surface transition

Granger et ali2002)developed simplified appoach to estimate the advection over a
surface transition from boundary layer integration. Advected enérgfV m?), waspresented

as a power function of patch length(m) downwind of a surface transition as
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0 0 W8 (5.2)

The coefficiento(-) scales with wind speed and the horizontal scalar gradient and the
coefficient®(-) is a function of th&Veisman (197 7$tability parametersi{ ). Parametrizations
for these coefficients vary for sensibl® § and latent{O ) heat advection and whether
advection is from a snofvee patch or to a snow patch; parametrizations are summarized in
Table 5.1. The GM2002 approach is restricted to consid&irgpntributions to snow. To
extend this approach 80 the dand®parameterizations of GM20@gere assumed to remain
valid. The parameterization for coefficiebin the case obO was modified to use the surface
vapaur pressure gradient (kPa) with division by the psychrometric congtgkPé K1]). This
relatesthe horizontal water vapio gradient to be in terms of an equivalent temperature gradient;
in the units of the originabparametrization. The coefficieaifor 'O uses the humidity

stability parameter ofVeisman (1977)ather than the temperature stability parameter.

Table 5.1: Parameterizations for extended GM2002

VariableSensible Heat Advectiori() Latent HeafAdvection ('O)
From SnowFree [To Snow PatchesFrom SnowFree To Snow Patches
patches patches
A r e 112 I4 w w 0— 0—
&) oEOY Y |o@®oY Y rﬁ(é.Q o rﬁ(é.Q o
[4) ™wo@w ™ X XPW ™wo@w ™ X XPWw
: o g P g me | , mw |, ,
o° "Y o’ Y
Q = snow surface vapor pressure (kPa) “Y = snow surface temperature (K)
Q = snowfree surface vapor pressure (kPa) “Y = snowfree surface temperature (K)
"Q= acceleration due to gravity (9.81 M) s 0 = wind speed (m?%
I = von karman constant (0.4) 0° = friction velocity (m &)
= snow surface specific humidity (kgKg U = snow surface roughness (0.005 m)
N = snowfree surface specific humidity (kg &p " = psychrometric constant (kPalK

Surface humidity is rarely observed but is needed to quantify@néerm. TheQ was
estimated by assumirggturation athe™Y . The'Q is more challenging as it varies with the

surface fraction of ponded waté®( [-]) as

Q 0 Q p 0O Q 8 (5.3)
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Thesurfacewater vapor for water surfaceQ ( [kPa]) was estimated bgssunmg
saturation athe surface temperature of the ponded watér ( [K]). Assuming negligible
evaporation from dry soil surfaces during snowtak surface water vapor of sof)( [kPa])

can betaken to be the same asuad vapar pressure observed above the surface.”Yhavas

also weighted byO as,
Y O Y p O Y h (5.4)

where”Y (K) is the dry soil surface temperature. The remaining uncertainties in
applying this frameworlarethe representation of the statistical distributio aind estimation

of 'O and"Y0.0
5.3.1.2. Fractional coverage of ponded water

To estimatéO  , the meltwater in excess of frozen solil infiltration capaoeitg
estimatedusingthe parametric frozen soil infiltration equation@fay et al. (2001)Gray et al.

parameterizedhe maximum infiltréion of the limited condition’Q0 [@m]) as,

06 06Y8 p vy 8 APV T xgo Y ° 08 h (5.5)
C X$u
whereo (2.1 []) is a coefficient representing prairie soil¥,(-) is a surface saturation
(generally assumed to be 1Y,(-) is theantecedent soil saturatioty, (K) is the initial soil
temperature, and (hours) is the infiltration opportunity time. Tideterm is estimated as the
cumulative hours of active snowmelt over the course of the snowmelt period. Excess meltwater
(O [mm]) is calculated as

(5.6)
0 0 O

where M (mm) is the snowmelt since the beginning of néelt 1) to the present time

stepQ

To relateb toa™o , an elevation profile of the microtopography must be

known. For simplicity, the furrows that define the microtopography of an agriculturalvieséd
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assumed to be represented by a half period, trough to peak, of a sine curve (B)gliteus.

O is given by the solution of

p

v Piwop < 0 Geo - (5.7)

¢

where the ratio of filled detention storag¥ ( [-]) is determined from

0 (5.8)

oy
~

where a usedefinedY (mm) is the maximum detention storage of the surface. Any

0 that is greater thaty is removed as runoff and thereafter unavailable to future
infiltration.
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Figure 53: Conceptual watearea volume relationship diagram wham@osssection of land
surface microtopography (brown is soil and blue is water) is assumed to follow a sinusoidal
profile.
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5.3.1.3. Snoeovered Area

The"YO oOonstrairsthe overall exchange of energy between the snow surface and the
atmosphereSnow depth andY w @istributions are loghormal andcEssery and Pomeroy (2004)

took advantage fathis to develop Y6 paramedrization as,

w o A s s YOO 59
Yo 0 OAlp® ¢—— h (59
where"Yw @ in mm and, (mm)is the standard deviation &f w ‘@t the premelt
maximum accumulation. Other parameterization¥/@f exist and this was selected for its
simplicity, relative success in describing obserdl ourves and derivation in similar

environments as to what is being modelled.
5.3.1.4. Snow Geometry

Perimeterarea relationships and patch area distributiorsmofv and snoviree patches
show fractal characteristics that can be exploited to simplify the representatioowafover
geometry needed to calculate advection. There are two commonly used scaling relationships.
From applicat i o Shoakfetalk(bo®3dae kactmon df smew patghes greater
than a giverarea,O0 , is given as a power law distribution

! 7 (5.10)

"00 - h
W

where® is a threshold value (given as the smallest patch size observéteraatter
taken as 1 R), 0 (m?) is patch area, ari®@ (-) is thescalingdimension. Thecalingdimension

is the same between snow and sfimee patches, relatively invariant with time, and ranges
between 1.2 and 1(&hook et al., 1993a&nd is not a fractal dimensighmre and Novotn,
2016) A relationship betweea and0 was established bgranger et al. (2002yith

application of Hacksd | aw where

_ (5.11)
0 W

where® is a constant taken as 1 @dwas fittedby Granger et al. (2002 be 1.25.
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The relationships of Equations B.dnd 5.1 were exploited to develop a probability
distribution ofd. The exceedance fraction (Equation®rias converted to probability
distribution with calculation of probabilities for discrete intervals; this also ediadpropriate
selection of intervals. The patch area probabifityd(  is also equivalent to the probability

associated with the probability of patemgth(fy 0 ), therefore
RO no "00 06 (5.12)

where'Qs the index for intervals d§ that span a range constrainedas 0 H. A
di screte bin width of O 1 m"Q0s atahdmorsfesntt o cap
small values ob . To estimate an areal average advection exchange the normalized areal extent
of each patch sizeascalculated. The limited number of the largest patches will dominate the
exchange surface extent. Thy® s transformed tgive a normalized areal fraction of the
unit area that is represented by each patch'@iae as,
08 I-:’)r]noo—ooeg (5.13)

The transformation of the probability of occurrence to a fractional area of patch size is

visualized inFigure 54.
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Figure 54: Probability of patch size occurrence and its transformation to fractional area patch
sizes for a range in patch sizes from4ton1000 .

5.3.1.5. Areal Average Advection

Using the abowvelescribed parameterizations’™@0 , 0, "Y0,00 andO0 ,"and

boundary layer integratio® and0O parameterizations, the areal average advediioifyV),

can be calculateds,

(5.14)

C

Qp YOO Q6 Oy p QY060 Q6 Oy

Vp YO Qb DO;

p QY0 O Q0 004

The terms, from left to right represent tefrom snowfree patches© to snow
patchesp ‘Ofrom snowfree patches, an@ ‘Oto snow patches. All summation terms constitute

"0 and0O for the range of patch areas expected, front foran environment appropriate
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maximum expected patch size ( [m?]). Calculation ofO and0'O use Equation 5.2 with
application ofappropriatédandwparameterizations from Table 5.1 dnds calculated with
Equation 5.0 from the range od . Advection fluxes for the range of patch sizes encountered
areweighted byQo , Equation 5.3, to give an areal average maximum flux. The advection
process must be constrained to sffoee or snow surfaces over which exchange takes place
hence the scaling of the maximum advectiony “YO 6and"Yo6 &rom snowfree patches

and to snow patchessgpectively. ThéQand p "Q terms quantify the relative contribution
from snowfree patches and to snow patches over snowmeltahdiepletion. The primary
controls on the model behavioare the horizontal gradients of humidity and temperatuai, a

wind speed.
5.3.2. Reevaluation of Snowseometry Scaling relationships

The coefficients for thenowcoveigeometry relationships are based on oblique terrestrial
photography or aerial photography with coarse resolution and limited temporal saSpiiudg
et al., 1993a)Recent advances in UAV technologies provide a toodevaluatehese
relationships wth georectified high resolution imagery. During the 2015 and 2016 snowmelt
seasond).035 m x 0.035 m spatial resolution 1getenblue (RGB) imagery was collected daily
during active melt. This imagery was classified into snow anesnow areas with pixebased
supervised thresholding of blue band reflectance. Cells that share the same classification and
were connected via any of the fouutually adjacentell boundaries were grouped into snow
and norsnow patches. The SDMTools R pack@danDerWal et al., 2014)as used to
calculate patch areas. Patch length is dleinging to define and quantify. For this analysis a
similar approach t@ranger et al. (2002yas usedn which thepatch lengtlwas calculateds
the mean of the height and width of the minimum rotated bounding box that contained the entire
snow patch. Patches wistteas less than 12were removed from the analysis as noise and
classification artifacts are associated with such small patch $ized. nf area threshold is
consistent with the existing literature on advection and snowcover gedi@eanger et al.,
2002; Shook et al., 1993a, 1993®When"Yo Was less than 50%now patch metrics were

guantified and whefiY0 @Was greater #mn 50% snowfree patch metrics were quantified.
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5.3.3. Model Dynamics

The influence of the advection model upon snowmelt dynawessxplored with two
approaches. The first approach is a scenario analysis where inputs are fixed and a selection of
procesparameterizations are employed to illustrate the relationship bet@esmd (0O and the
snowfree surface humidity dynamics and snowmelt implications. The second approach coupled
the SLHAM with an existing ordimensional snowmelt model to estim#te influence of

including or not including the advection process on snowmelt simulations.
5.3.3.1. Scenario Analysis

To explore the dynamics of modelled advection contributions several scenarios were
implemented with the model. The first scenario (No éation) constitutes a baseline for typical
onedimensional model that assumes no advection, the second (Dry Surface) includes advection
from a warm dry surface, the third (Wet Surface) includes advection from a warm wet surface,
and the fourth (Dry to WeSurface) includes advection from a warm surface that transitions from
dry to wet as a function of tH@0 - @ -"O relationships. To understand the implications
upon snowmelt for each scenario, input variables were held constant and gieva®dun until
an assumed isothermal snowpack was fully depleted. A constant melt @nergyV m?), was
applied which represents the net snow surface energy balance as estimated via typical one
dimensional model. The initializeé® «w ‘Qvas ablated, leading to infiltration excess, detention
storage, runoff, or sublimation. The relative dynamics of the various scenarios are sensitive to
the inputs/parameters used, as summarized in Table 5.2, and demonstrate the relationships
betweerilO andd'O and the snowree surface humidity conceptualization and snowmelt

implications from a theoretical perspective.

The sensitivity oSLHAM to “Y is also explored to understand the implications upon
"Yo '@nd"YO depletion,O ,"O, 00 and net advection. The Dry to Wet Surface scenario,
using the input variables from Table 4.2, was employed to understand the dynaiifics of
variability. A common assumption is that is 0°C as meltwater immediately after discharge
from an isothermal snowpack i€ and underlying frozen soils a@¥® °C. Unlike the snow
surface the maximum temperature of ponded water is unconstrained by phase change so values

Q) °C are expected becausemfssibldow water surface albedand high shrtwaveradiation
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("Yo” ) during the daytime. Analysis of available thermal images from a FLIR T650 thermal
cameravas used teorrect for atmosphere conditions and water surface emisdinity analysis

showedthat daytimé’Y wasgenerally >F°C and < 2C. This range ifiY was used to test

the sensitivity of théY

upon SLHAM dynamics. Intermittency of observations and inherent

uncertainties in thermography prevetid more precise estimation of

Table 5.2: Iput variables for scenario analysis of SHLAM dynamics

Variable Units Values

Y °C 2

Y °C 4
Y °C 0

Y °C 0.5

) m st 4

YO % 70

0 W m? 15

Y Mm 10
YO - 0.5

Yw'O Mm 100
., Mm 25

5.3.3.2. Coupleddvection and SnoBtubbleAtmosphere snowmelt Model simulations

Conditions controlling advection processes are not constant over snowmelt therefore
SLHAM was coupled with a ondimensional snowmelt model (SSAM) to estimate the role of
advection contributions over a snowmelt season. Briefly, SSAM describes the relationships
between shortwave, longwave and turbulent exchanges between a snow surface underlying
exposed crop stubble and the atmosphere. The surface energy edarmipled to a single
layer snow model to estimate snowmelt. A slight modification of SSAM, or angiomensional
model that computes areal averagewmeli is needed to include advemti The energy terms
of onedimensional energy balance models are represented as flux densitic§ (Weman
assumed continuosmowcoverand therefore need to be weighted By a parametrization
(Equation 5.2) to properly simulate the areal avegagelt energy available to the fraction of the
surface comprised of snow. The SSAMSs run with and without SLHAM to explore the impact
of advection simulation ofY¥ ® ‘OSimulation performanceas quantified via root mean square

error (RMSE) and wdelbias (MB) of the simulatiofiY w ‘@ersus snow survey w O
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observations. The relative contribution of advecti@s quantified through estimation of the
energy contribution to total snowmelt. A commonly used snowmelt model, the Energy Balance
Snowmelt Mode(EBSM) of GrayandLandine (1988)was also run to benchmark performance.
The EBSM has had wide application in this region and simulatidepgkyed as an option

within the Cold Region Hydrolgical Modelling (CRHM) platfornfPomeroy et al., 2007)n
EBSM the contribution of advection energy is indirectly addressed through simulation of an
areal average albedo that varies from a maximum of O-81plg a continuous snow surface, to
approach a low of 0.2 at tleed of melt, which represents bare soil rather than old éGoay

and Landine, 1987aJhe areal average net radiation, greater than typically received by a
continuous snow surface, is assumed tordaute to areal average snowmelt thereby implicitly
accounting for advection. Whilesaimple approacto include advection energy for snowmalt,

is unconstrained by SCA dynamics and will overestimate fmelow values of' YO .0

The SSAM, SSAMSLHAM and EBSM simulationgere driven by common observed
meteorological data, parameters and initial conditions obtained from intensive field campaigns at
a research site near Rosthern, Saskatchewan, Canada (52.69 °N, 106.45 °W). Bné¢hdata f
2015 and 2016 snowmelt seasons reflect relatively flat agricultural fields characterized by
standing wheat stubble, 15 cm and 24 cm stubble heights, for the respective years. Observations
of Y required for SLHAM come from infrared radiometéApogee Si111) deployed on
mobile tripods to snovfree patches. Unfortunately, no time serie$Yof observations are
available and values or models to desciibe for shallow ponded meltwater in a prairie
environment have not been discussethe literature. Like snowpack refreezing, ponded
meltwater can also refreeze at night as heat capacity of this shallow water is limited. In this
framework, as observations or model$Yf are unavailable, a simple physically guided
representatioof Y takes the form of,

YOY ¥ (5.15)

Y wm® Y n®s

For a full description of the field site and data collection methodologies see Chapter 4.
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5.4. Results and Discussion

5.4.1. Performance of extended GM2002

The exteded GM2002 proposed hes@s testedisingobservations reported in Chapter
3 (Harder et al., 2017}he results are summarized in Table 5.3. The model slightly
overestimatedD and0O on 30 March 2015, likely due to the limiting assumptions of the
GM2002model. A key missing component of GM2002 is the influence of differences in surface
roughness upon the growth of théeimal boundary layer. A simple power law relationship with
respect to distance from transition is employed in the model. Further w@kaloger et al.
(2006)demonstrated that boundary layer growth has a positive relationship with upwind surface
roughness and that the parametrization employed in GM2002 overestineabesihdary layer,
by up to a factor of 2 when upwind surface roughness is negligible. The GM2002 is based upon
the integrated difference in temperature through the boundary layer, thus a greater boundary
layer depth will increase the estimated advecfidns partly explains why the model
overestimates values in the situation of a rough upwind surface. Other potential limiting
assumptions include homogenous surface temperatures, uniform eddy diffusivities for different
scalars, no vertical advection, aneliral atmospheric stability. Despite the model limitations,
the acceptable performance in simulating the March 18 and March 30 observations gives
confidence that this simple model is reasonablasdoneapplications and provides guidance for

future improements.
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Table 5.3: Model parameters, estimates and observations for evaluation of the extended GM2002

Attribute Unit 18 March 2015 30 March 2015
Observation Transect Length m 3.1 3.6
Y °C 54 7.3
Y °C 0 0

Y °C 6.5 10.5
Y °C 0 3
YO % 60.0 72.1
o} m st 1.6 6.4
o P - 0 0.85
Mean ObservetD W m? |197 404
Mean ModelledO Wm?2 | 175 456
Mean Observed O Wm? |66 446
Mean Modelled) O Wm? |30 480

%Estimated from thermography
®Roughly estimated from application of a 1:100 sensor height to flux footprin{irstieh et al.
2000)as applied to concurrent UAV imagery.

5.4.2. Reevaluation of Sn@aver Geometry

Differences exist between the originally reported parameters and those found from the
analysis of UAV imagery (mean coefficients summarized in Table 5.4). Early work applying
fractal geometry to natural phenomédNandelbrot, 1982, 197%)iscusses the Korcak exponent
as a fractal dimension. More recent work suggests that the Korcak law describing-the area
frequency relatnship is not a fractal relationship but rather a mathematically similar, but
distinct, scaling lawlmre and Novotn, 2016)herefore, th&® value is not necessarily >= 1 or
<=2 and the identified exponent terms in Table 5.4 near oreyrisan 2 are plausible. Tia@
terms are very similar to those previously repoftedanger et al., 2002From this analysis, it is
apparent that application of these parameters between sites must be done with caution as local
topography and surface conditions may influence the snow patch size distribbedack of a
temporal trend of these terms (time serie®oin Figure 55 andO in Figure 56) over the
course of snowmelt and equivalence in scaling of snow and-Beevwpatches implies that
locally specific parameters may be applied as constaetstioe course of the melt and
irrespective of snoviree or snow patch type. The resolution of the underlying imagery,

differences in classification methodologies and surface characteristics may contribute to some of
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the differences in terms observed anaolse previously reported. An illustrative comparison is

that of a tall and short stubble surface. The tall stubble swsfamecoveigeometry is heavily
influenced by the early exposure (and hence classification asnoonfrom nadir imagery) of

stubble ows which leads to very long and narrow patches even if snow is still present within the
stubble. In contrast the oblique imagerystiook et al. (1993b) and Granger et al. (20GH)

not quantify the snow between stubble rows and larger and less complex snow patches would be
represented by the previously reported coefficients. Further work is needed to cdbeulate t

scaling properties of patches over a more comprehensive variety of topography and vegetation

types.
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Figure 55. Time series of fitte®® parameter with respect to snow and soil patches for various
land covers over the course of snowmelt.
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Figure5.6. Time series of fitte@® parameter with respect to snow and soil patches for various
land covers over the course of snowmelt.

Table 5.4: Updated meamowcoveigeometry parameters.

Variable Snow Patches Soil Patches Literature Values
$ 1.22 1.35 1.25
$ 2.00 1.83 1.2-1.6

5.4.3. Implications of including advection in snowmelt models
5.4.3.1. Advection dynamics in scenario simulations

The dynamics of the various scenarios are expressed through visualizatibas@f
depletion (Figure ¥) andmagnitudes of th® , 0O and net advectioterms (Figure B). A
critical consequence of includifiyé @ snowmelt calculations is that there is a difference in
areal average melt rates, assuming the Same between a continuous and hetenogous snow
surface. Th@  in a onedimensional melt model is in terms of a flux density; an energy flux
with a unit area dimensiaiw/ m2). As the areal fraction of snow decreases the corresponding
areal average energy to melt snow will also desgeehich will decrease the areal average melt
rate. This is evident in the melt rate of the No Advecsicenario, whiclidecreases with time as
the"YO decreasedncluding energy from advection, for the Dry Surface, Wet Surface, and Dry
to Wet Surfacadvection scenariosauses théY w ‘@o deplete faster as there is now an

additional energy component that increase¥ asdepletes. The additional energy gained from
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advection is greater than the reduction of areal avarageas™Y6 decreasesiO from a
constant Wet Surface enhances matre than any other advection scenalbespite a reduction
in 'O from the cooler surfagéhe consistently positiveO towards the snow &elsto a large net
advection flux. In contrast, @nsistently warm Dry Surface has a much hig@eflux than the
Wet Surface that is partly compensated by a negafivelue tosublimation and a decrease in
the overall energy for melt from advection. When the surface wetness is parameterized by
detention storage and frozen soil infiltration capacity, Dry to Wet Surface, thefseewurface
is dry and warm in the early stages of melt & is negative and limits melt; as in the Dry
Surface scenario. As melt proceeds @d begins tancreasethe upwind’Y cools and the
humidity gradient switches resulting in positi¥® and a decrease i® which compound to
slow melt relative to the Dry Surface scenario. It is evident that SLHAM can quantify the key

advection behaviws.
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Figure 57: Moddled snow water equivalent depletion for various advection scenarios
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Figure 58: Latent heat (green), sensible heat (red) and net (blue) advection components for the
SLHAM scenarios plotted witenowcoveed area (black).

5.4.3.1.1Sensitivity to Ponded Water Surface Temperature

The representation 6% definesthe surface temperature and humidity gradients
driving advectionWithout direct observation or models to describe this variable it is important
to explore the sensitityi and behavior of SLHAM to variations iY . A sensitivity analysis
of "Y shows that whefO = 0 there is no sensitivity of SLHAM f&  (Figure 59). Once
O is greater than,ighervalues of'Y act to increas rates ofYw @nd"Y ¢ depletion,
increase the extent and duration@f , decrease th® flux, and increase th&O and net
advection fluxesA critical feedback of increasiriy is that the corresponding increas&)id
is greaér than the concomitant decreasé&n This dynamic drives the feedbacks that increase

the advection contributions, and therefore snowmelt rates, with respect to inci&asing

While the advection terms display a relatively large responsé tathe overall
influence uponY w Othe dynamic of greatest interest, is limit8énsitivity to”Y is only

expressed towards the end of the snowmelt, Wwiien& 15mm and’YO & depleting rapidly.
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Any differences in melt rate froftY are tempered by the rapid reduction in the SCA exchange
surface at the end of snowmd@lhe time to melt out, with time normalized relative to Nee
Advection scenariayas only 8 % faster for the&y = 2°C simulation relative t6Y =0°C
simulation.Whilst clearly important for simulating the dynamics of advection and sources of
energy driving snowmeltY has a relatively limited influence upon overaito ‘@epletion.In

the absence 6 models or observationte assumptionsutlined in Equation 53 will have

a relatively limited influence upon simulation dfc ‘Qvith the fully coupled SSAMSLHAM

model.

Figure 59: Sensitivity of snow water equivalent asiowcoveed area depletion, ponded water
fraction, sensible heatvection, latent heat advection and net advection with respect to variation
in water surface temperature.

5.4.3.2. Advection dynamics in coupled advection and snowmelt models

The scenario analysis demonstrates the melt response to variations in setfesswut
actual snowmelt situations have forcings that vary diurnally and with meteorological conditions.

Snowmelt simulatioswith three models of varying complexity provides insight into the
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