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ABSTRACT

In 1993, ’t Hooft (1999 Nobel Prize winner in physics) proposed that quantum gravity
requires that the information in a three dimensional world can be stored on a two dimensional
manifold much like a hologram. This is known as the holographic principle, and since then
this idea has changed the direction of researches in quantum gravity. A concrete realization
of this idea in string theory was first discovered in 1997 by Maldacena in his famous anti de-
Sitter/Conformal Field Theory® correspondence conjecture. The AdS/CFT correspondence
states that some string theories on a certain manifold that contains AdS space, in some limits,

are dual to a CFT living on the boundary of this manifold.

Despite the rapid progress in studying the AdS/CFT, this proposal is still away from
practical applications. Some of the reasons are the fact that the AdS (anti-de Sitter) space-
time is not likely the spacetime where we are living nowadays and the existence of extra
dimensions (as one of the ingredients in string theory) is still under question. The Kerr/CFT
correspondence which was proposed in 2008 by Strominger et al appears to be a more “down
to earth” duality, compared to the AdS/CFT correspondence. Originally, this new corre-
spondence states that the physics of extremal Kerr black holes which are rotating by the
maximal angular velocity can be described by a two dimensional CF'T living on the near

horizon.

In this thesis, after reviewing some concepts in Kerr/CFT correspondence, I present some
of my research results which extend and support the correspondence for non-extremal rotating
black holes. I discuss the extension of the Kerr/CFT correspondence for the rotating black
holes in string theory, namely Kerr-Sen black holes, and the Kerr/CFT analysis for vector
field perturbations near the horizon of Kerr black holes.

It is recently conjectured that a generic non-extremal Kerr black hole could be holo-
graphically dual to a hidden conformal field theory in two dimensions. Furthermore, it is
known that there are two CFT duals (pictures) to describe the charged rotating black holes

which correspond to angular momentum J and electric charge ) of the black hole. Further-

LAdS/CFT for short. AdS stands for anti de-Sitter, and CFT is the acronym for Conformal Field Theory.
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more these two pictures can be incorporated by the CFT duals (general picture) that are
generated by SL(2,Z) modular group. The general conformal structure can be revealed by
looking at a charged scalar wave equation with some appropriate values of frequency and
charge. In this regard, we consider the wave equation of a charged massless scalar field in
the background of Kerr-Sen black hole and show in the “near region”, the wave equation
can be reproduced by the squared Casimir operator of a local SL(2,R); x SL(2,R)g hidden
conformal symmetry. We can find the exact agreement between macroscopic and micro-
scopic physical quantities like entropy and absorption cross section of scalars for Kerr-Sen
black hole. We then find an extension of the vector fields that in turn yields an extended
local family of SL(2,R), x SL(2,R)g hidden conformal symmetries, parameterized by one
parameter. For some special values of the parameter, we find a copy of SL(2,R) hidden
conformal algebra for the charged Gibbons-Maeda-Garfinkle-Horowitz-Strominger black hole

in the strong deflection limit.

The generic non-extremal Kerr-Newman black holes are holographically dual to hidden
conformal field theories in two different pictures. The two pictures can be merged together to
the CFT duals in the general picture that are generated by SL(2,7Z) modular group. We find
some extensions of the conformal symmetry generators that yield an extended local family
of SL(2,R); x SL(2,R)g hidden conformal symmetries for the Kerr-Newman black holes,
parameterized by one deformation parameter. The family of deformed hidden conformal
symmetry for Kerr-Newman black holes also provides a set of deformed hidden conformal
generators for the charged Reissner-Nordstrom black holes. The set of deformed hidden
conformal generators reduce to the hidden SL(2,R) conformal generators for the Reissner-
Nordstrom black hole for specific value of deformation parameter. We also find agreement
between the macroscopic and microscopic entropy and absorption cross section of scalars
for the Kerr-Newman black hole by considering the appropriate temperatures and central

charges for the deformed CFTs.

Also in this thesis, we derive an appropriate boundary action for the vector fields near
the horizon of near extremal Kerr black hole. We then use the obtained boundary action
to calculate the two-point function for the vector fields in Kerr/CFT correspondence. In

performing this analysis we borrow a formula proposed in AdS/CFT, namely the equality
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between the bulk and boundary theories partition functions. We show the gauge-independent

part of the two-point function is in agreement with what is expected from CFT.
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CHAPTER 1

INTRODUCTION

One of the most dramatic predictions in general relativity is the existence of black holes.
These objects are mysterious and yet very interesting. Even today, we may find a physicist
who has such a skepticism of the existence of a black hole. However, at least we have two
reasons in believing that black holes exist out there. The first one is that black holes are
the unavoidable natural consequences in Einstein general theory of relativity. The success
of Einstein’s general relativity in predicting some physical phenomenon, which are tested by
experimental observations, convinces us that black holes must exist. The second one is we
are provided astronomical data that strongly support them to be part of our universe [1, 2].
For many years black holes had been just the objects of science fiction, but there is now a
significant body of evidence that supports the existence of black holes, or at least objects
very much like them. They are considered as the endpoints of stellar collapse. A strong
candidate of black hole can be found in the X-ray binary Cygnus X-1. Quite recently the
authors of [3] have studied this black hole candidate to determine it’s accurate value of mass.

One way to understand a black hole is describing it as a spacetime singularity surrounded
by an event horizon. A classical point particle can enter an event horizon of a black hole with
no ill effects, but the spacetime structure inside of a black hole is such that he cannot return
from inside of the event horizon. Black holes according to general relativity are characterized
by three physical parameters only. They are the black hole mass M, the angular momentum
J, and the electric charge (). The fact that only these three parameters that characterize
the most complex black hole in general relativity raises the “no hair” theorem of a black
hole. This “no hair” theorem says that black holes have no other distinguishing classical

characteristics beyond M, J, and Q.

In statistical mechanics, entropy has an important physical implication as an amount



of “disorder” of a system. By considering general relativity only, black holes are “dead”
thermodynamical objects, i.e. they have no entropy. Including quantum mechanics in the
studies of black holes gives birth to the nonzero black hole entropy. Gedanken experiments
carried out since the early 1970s [4, 5, 6] have established that a black hole of horizon area
A behaves as if it were a thermodynamic object with an entropy

. C3kBA

e (1.0.1)

where G is the Newton gravitational constant, A is Planck’s constant, kg is the Boltzmann’s
constant, and c is the speed of light. It turns out, by using this entropy formula, we find that
the entropy of black holes is enormous. One can compute that a solar mass black hole (about
6 kilometers in diameter) should have an entropy that is 22 orders of magnitude greater
than the entropy of the sun itself. According to Boltzmann, entropy in a physical system
is a manifestation of statistical degeneracy of the underlying states. Then, by following
Boltzmann’ idea, one big question for a quantum theory of gravity is explaining how black
holes can have the statistical degeneracy of exp (c*kpA/4GH). In other words, a key challenge
to any quantum theory of gravity is to identify the “atoms” of spacetime that can explain
such a spectacular amount of entropy for a black hole.

In string theory, for a special class of highly symmetric and near-extremal charged black
holes, this problem was solved by Strominger and Vafa [7]. The main idea of their work is that
the physics of near-extremal black holes is strongly related to the properties of the spacetime
in the vicinity of, but outside, the black hole horizon. This vicinity is called as the black hole
“throat”, and has the AdS or AdS like geometrical structure. The AdS geometry itself is a
solution to the Einstein’s gravitational equation with a negative cosmological constant [8].
In his very famous paper, Maldacena [9] argued that quantum gravity in the AdS spacetime
is equivalent or holographically dual to a conformally invariant quantum field theory (CFT)
with no gravity in a lower number of spacetime dimensions namely the boundary.

The idea by Maldacena, which later known as the AdS/CFT correspondence, is a con-
crete example of holographic world proposal by 't Hooft [10] and Susskind [11]. The name
“holographic” comes from an analogy to the optical holograms analogy, where the image of

a three dimensional object can be stored in a two dimensional piece of film. The image in



this film can be recreated by using some light technologies, where the image or information
can be rebuilt. According to 't Hooft and Suskind, quantum gravity theory needs that the
degrees of freedom a gravitational object in D dimensions are equivalent to the degrees of
freedom of matter described by quantum theory in D — 1 dimensions. In the context of the
AdS/CFT correspondence, the conformal field theory living on the boundary of AdS can
reproduce the results of computations in the AdS spacetime gravitational theory. A black
hole in AdS spacetime is then simply described by the holographic dual CFT as a thermal
state (gas with a temperature), whose statistical degeneracy explains the black hole entropy.
The AdS/CFT correspondence is found to be such a remarkable discovery, that for about
more than a decade since it was proposed, the main concern of many theoretical physicists,

not only among string theorists, has been around this subject.

Nevertheless, the universe that we live in does not have a negative cosmological constant,
and the evidence of astrophysical black holes that we have now do not hint at the existence
of the highly electrically or magnetically charged ones as in [7]. How then can we get the
benefits of this new holographic or duality ideas to the “real” world, or to be more specific
“real” astrophysical black holes. In a 2008 Physical Review D paper [12], Guica et al propose
that the entropy of an extremal Kerr black hole can be described holographically by a non-
gravitational two dimensional CFT (CFTy). The rotational parameter per unit mass a* for
an extremal black hole is unity. In [13], the authors show that the astrophysical object GRS
19154105, whose mass is about 14 times the mass of the sun, has a* > 0.98. It reflects that

near-extreme rotating black holes, or at least a near-extremal ones, certainly occur in nature.

The argument given by Guica et al is free of string theory, or any other specific quantum
gravity theory. Following an earlier work by Bardeen and Horowitz [14], the authors observe
that an extreme rotating black hole has a near-horizon throat of a certain form that controls
the dynamical properties of low-energy objects orbiting the black hole horizon. Examining
the properties of this geometry, they argue that the quantum theory of gravity in this space
must have the two dimensional conformal symmetry. Guica et al. use this symmetry to count
the microstates of an extremal Kerr black hole, i.e. deriving its entropy. This work later
is called the Kerr/CFT correspondence. The Kerr/CFT correspondence has been studied

extensively for different four and higher dimensional extremal rotating black holes which the



dual chiral conformal field theory always contains a left-moving sector! [15, 16, 17, 18, 19,
20, 21, 22, 23, 24, 25, 26, 27]. For these extremal black holes, the near horizon geometry
contains a copy of AdS space with isometries that could be extended to Virasoro algebra,
hence it may explain the appearance of conformal structure.

However, the standard techniques of Kerr/CFT correspondence for extremal rotating
black holes cannot be applied to non-extremal black holes because there is no simple sym-
metry near the non-extremal black hole horizon that may point to the conformal structure.
Moreover, for the non-extremal black holes, the right-moving sector of dual CFT turns on
and there is no consistent boundary conditions that allow for both left and right-moving sec-
tors in CFT. Nevertheless, as it is noted in [28], there is other conformal invariance, known
as hidden conformal invariance, in the solution space of the wave equation in the background
of rotating non-extremal black holes. This means the existence of conformal invariance in a
near horizon geometry is not a necessary condition, and the hidden conformal invariance is
sufficient to have a dual CFT description. The idea of hidden conformal symmetry in the
solution space of the wave equation for a neutral scalar field in different rotating backgrounds
was explored in detail in [29, 30, 31, 32, 33].

For the class of four-dimensional rotating charged black holes such as Kerr-Newman,
there are two dual CFTs; one is associated with the rotation of the black hole, while the
other one is associated with the electric charge of the black hole. The two different dual
pictures of black hole are called J and @ pictures [34]. The angular momentum and the
charge of a Kerr-Newman black hole are in correspondence with the rotational symmetry of
a black hole in the ¢ direction and the gauge symmetry, respectively. The latter symmetry
can be considered geometrically as the rotational symmetry of the uplifted Kerr-Newman
black hole in the fifth-direction y. By doing so, the original four dimensional spacetime with
coordinates (¢, 7,6, ¢) is embedded into a five dimensional one with y as an extra dimension.
As a result, the combination of two rotational symmetries of uplifted five-dimensional Kerr-
Newman black hole lead to two new CFTs (¢ and x’ pictures [23]). These two pictures neatly
can be embedded into a general picture by using the torus (¢, x) modular group SL(2,7Z).

In CFT,, we are introduced to the left-moving and right-moving sectors that refer to the holomorphic
and anti-holomorphic parts of the theory, respectively.

4



One can easily obtain the CFT results in J or Q pictures for Kerr-Newman black hole [34]
as the special case of CF'T results in either ¢’ or x’ pictures after setting some specific values

to the components of SL(2,7Z) modular group transformation’s matrix.

One other class of rotating charged black hole solutions in four dimensions is Kerr-Sen
geometry [35]. The solution includes three non gravitational fields: an antisymmetric tensor
field, a vector field and a dilaton. The Kerr-Sen solution is an exact solution to the equations
of motion of effective action of heterotic string theory in four dimensions. In [16], it was
shown that for an extremal Kerr-Sen black hole, the central charge of dual chiral CFT
doesn’t get any contributions from the non-gravitational fields. Furthermore, the central
charge leads to the microscopic entropy of Kerr-Sen black hole that is in perfect agreement
with the Bekenstein-Hawking entropy. We also notice that the Kerr-Sen solutions contain
a scalar dilatonic field. However, the solution space of dilaton equation does not show any
conformal symmetry, which is in agreement with previously observation of no contribution

of non-gravitational fields to the central charges of dual CFT in the extremal case [16].

Inspired by the existence of different CF'T pictures for the four-dimensional non-extremal
rotating charged Kerr-Newman black hole, we investigate the CFT results in a general picture
and so the possibility of finding the CFT results in ¢ and x’ pictures for the generic non-
extremal Kerr-Sen black hole. In this regard, we consider the equation of motion for a charged
scalar field in the background of Kerr-Sen black hole and look for the hidden conformal
symmetry in the general picture. The charge of the scalar field appears to be crucial in
determining the existence of the general picture, hence we cannot consider the wave equation
of a neutral scalar field as in [29]. We then discuss the absorption of scalar fields in the
near region of a non-extremal Kerr-Sen black hole. In addition, we find an extended version
of hidden conformal generators [36] that involves one parameter for the class of Kerr-Sen
solutions. These conformal generators in the appropriate limits, provide a completely new
set of conformal symmetry generators for the charged Gibbons-Maeda-Garfinkle-Horowitz-

Strominger black hole, which is the charged black hole solution known in string theory.

The discussion of hidden conformal symmetry for Kerr-Sen black holes is extended to the
extremal case also. Interestingly, the deformed version of hidden conformal generators [36]

can be found in the Kerr-Newman black holes studies. Here we deform the low energy and



near region scalar wave equation in Kerr-Newman background. We find the links between
the conformal symmetries of black holes in Einstein-Maxwell theory, which cannot be seen by
using the hidden conformal symmetry with no deformation for Kerr-Newman black holes. We
find that our studies give us a new method in distinguishing the Kerr-Newman and Kerr-Sen
black holes. We know that the Kerr-Newman and Kerr-Sen black holes are characterized by
the same physical parameters, i.e. M, J, and Q.

Almost for all generic rotating black holes, the hidden conformal symmetry has been found
by looking at the symmetry of the solution space of a scalar test particle. Yet, the higher spin
test particles in Kerr/CFT correspondence also were considered recently in [37, 21], though
the higher spin test particles in the background of black holes had been considered before
[38, 39, 40] with different techniques. Quite recently the authors of [41] found the two-point
function of spinor fields in Kerr/CFT correspondence by variation of boundary action for
spin-1/2 particles. They determined an appropriate boundary term for the spinors in NHEK
geometry and used it to calculate the two-point function of spinors. Moreover, they found
a relation between spinors in the four-dimensional bulk and the boundary spinors living in
two dimensions. The two-point function of spinor fields is in agreement with the correlation
function of a two-dimensional CFT. The variational method in [41] for spinors in NHEK
geometry is in the same spirit for spinors in the context of AdS/CFT correspondence [42]. In
reference [37], the authors show that the two-point function of an operator at left and right

temperatures (77, Tr) and with conformal dimensions (hy, hg), is

2hy, 2hp
o~ 0 (5 Tmm) (arere) (102
that will be useful later in this thesis.

The outline of this thesis is as follows. Chapter 2 contains some reviews on general
relativity and black holes. In this section we discuss the Einstein-Hilbert action, from which
the vacuum Einstein equations can be obtained. Then we show quite thoroughly how to
get the Kerr solution, starting from a general metric with the axial symmetry. Since the
purpose of this thesis is to show that black holes could be studied holographically by using
CFT,, we study in details some properties of Schwarzschild and Kerr black holes. Finally,

the thermodynamical aspects of Kerr black holes are given.



Chapter 3 is divided into two parts, the review of CFT and AdS/CFT. On the CFT
part, we give a review on some basics in conformal field theory. We discuss the symmetry of
conformal field theory, and pay more attention to the two dimensional conformal field theory.
After deriving the partition function for the CFT, defined on a torus, the Cardy formula
which is the entropy formula in CFT5 can be obtained. Furthermore, we also discuss the
scattering computation in CFTy. In AdS/CFT part, we discuss the prescription by Witten
for computing the two point function for scalars and vectors. The AdS/CFT computations
in the vector case become a warming up for the study of the Kerr/CFT correspondence using

the massless vector fields.

In chapter 4, we review the Kerr/CFT correspondence idea. Here we show how to get
the central charge for the Kerr black holes starting from the symmetry of a spacetime in the
near horizon of an extremal Kerr black hole. It turns out that we can recover the Bekenstein-
Hawking entropy for the Kerr black holes by using the Cardy formula in CFTs. In the
Cardy formula, i.e. the entropy formula in CFTy, we use the central charge associated to
the near horizon of extremal Kerr (NHEK) spacetime and the temperature that is measured
by an observer near the black hole’s event horizon. In this chapter we also review the
proposal by Becker et al [18] on the appropriate bulk-to-boundary propagator in Kerr/CFT
correspondence. Furthermore, we also review the hidden conformal symmetry of Kerr black
holes which was first proposed in [28], which would lead us the Kerr/CFT correspondence

for non-extremal Kerr black holes.

In chapter 5, we consider the wave equation of a massless charged scalar field in the
background of Kerr-Sen and Kerr-Newman spacetimes. We show in some appropriate limits of
parameters and using the general SL(2,Z) modular transformation, the equations of motion
can be simplified in the near region of these black holes. Then we show that the radial part
of wave equation in the near region can be rewritten as the SL(2,R); x SL(2,R)g squared
Casimir operators in ¢’ picture. In addition, we find the microscopic entropy of the dual CFT
for both black holes and compare them to their macroscopic Bekenstein-Hawking entropies.
We also compute the absorption cross section of scalars in the near region of Kerr-Sen black
hole and show explicitly that the result is in perfect agreement with the finite temperature

absorption cross section for a two-dimensional conformal field theory. Then we introduce the



deformed equation of motion for the test field and find explicitly two classes of generators that
generate a generalized hidden conformal symmetry for the Kerr-Newman and Kerr-Sen black
holes. In Kerr-Sen case, the generators obtained in the deformed case can be used to find the
hidden conformal symmetry for the charged Gibbons-Maeda-Garfinkle-Horowitz-Strominger
black hole. In this chapter, we also study the hidden conformal symmetry of extremal Kerr-
Sen black holes and discuss their absorption cross section. As we have mentioned previously,
Kerr-Newman black holes also have the deformed hidden symmetry. We will show that the
hidden conformal symmetry generators with x parameter for the Kerr-Newman black holes
can approach to the hidden conformal symmetry generators for Reissner-Nordstrom black
holes after setting an appropriate value for x. Furthermore, these generators can be used to
get the conformal hidden symmetry generators for a Schwarzschild black hole after setting

the black hole’s charge to be zero.

In chapter 6, inspired by Becker et al [41], we derive the two-point function for Maxwell
fields in Kerr spacetime by varying the corresponding boundary action. Unlike the analysis
of spin-1/2 particles where there is no gauge condition, one needs to perform a more careful
treatment for the gauge fields where they are subjected to the gauge condition. In this regard,
we use the wave equation for spin-1 objects in Kerr background given in [46]. We note that
in [46], Teukolsky derived a set of wave equations for spin-0,1/2, 1, and 2 field perturbations
in Kerr background. Furthermore, Chandrasekhar derived the solutions for Maxwell fields
in Kerr spacetime in term of Teukolsky radial and angular wave functions [47]. The gauge
condition that is used in [47] to get the spin-1 field solutions in Kerr background is quite com-
plicated which encumbers the derivation of the two-dimensional CFT correlators of vector
fields. However, we can use (1.0.2) to justify that gauge-independent part of two-point func-
tion for Maxwell fields in NHEK geometry is dual to the thermal CF'T correlators. We start
with the Maxwell action in four-dimensional Kerr background where all four components of
Maxwell fields are taken into account. After explicitly calculating the appropriate boundary
action for the Maxwell fields, the leading terms in the boundary action contain only the
boundary fields corresponding to A; and A,. Interestingly enough, this result provides the
correct number of degrees of freedom for the boundary fields and yields the corresponding

two-point function of spin-1 fields. Both the dimensionless Hawking temperature 74 and the



boundary value of the metric function A = (r — r1)(r — r_) are small numbers that play
an important role to get the appropriate number of Maxwell fields on the boundary. The
smallness of these quantities is a result of considering the near horizon and near extremal
limits of Kerr geometry. All the results of this chapter support the Kerr/CFT correspondence
where the four-dimensional rotating black hole physics is dual to two-dimensional CF'T on
the boundary. Finally in chapter 7, we wrap up where some concluding remarks and future

possible research problems.



CHAPTER 2

BLACK HOLES IN EINSTEIN GRAVITY

John Wheeler, in the mid 1960s, was the first person who coined the name black hole for
a dead star. Before that, this object was known as the collapsed star according to English
literature and the frozen one in Russian. The two later names give us a better picture
about the origin of black hole. When stars run out their nuclear fuel, there is no more
thermal pressure produced by the nuclear reaction inside of a star which balances out the
gravitational attraction toward the center of mass. With a sufficient initial amount of mass,
this “dead” star cannot withstand to collapse into a singularity. At the singularity, a black
hole with a finite mass ceases to fill a volume, therefore the density of mass would become
extremely large.

Without general relativity, the concept of black holes can also be understood from the
Newtonian gravity. The “escape velocity” v, in Newtonian gravity is defined as the velocity
for an object to escape the orbit of a planet or star and reach a point at infinity. The escape
velocity is given by

ve =1/ M4 (2.0.1)

r

where M is the mass of planet or star, and r is the distance from the object to the center
of mass of a planet or star. In equation (2.0.1) we use the natural unit where G = ¢ = 1.
We will use this convention for the rest of this thesis unless we need to restore these units.
In general, the mass M and radius r may vary, and for r = 2M the velocity (2.0.1) becomes
the speed of light. Therefore, when r = 2M, only light rays that can escape. We know
that there is nothing that moves faster than light except for the hypothetical object tachyon.
Nevertheless, we do not consider tachyon as a physical object in this thesis, hence the further
contraction of the planet or star beyond the critical radius r = 2M creates an eternal prison

for any physical objects that fall into it.
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The history of black holes’ prediction begins when Pierre Laplace predicted the invisible
stars. By using the concept of escape velocity in Newtonian gravity, he concluded that a
very dense star does not allow any of its rays to radiate which yields the star to be invisible.
A quite similar argument in predicting the existence of black holes was also given by British
priest and geologist John Michell. Not only a star that may end as a black hole, even our
earth would become one if it is contracted into a size where the corresponding escape velocity
is larger than the speed of light. However, the problem is the huge amount of external energy
that is needed to perform such contraction. For stars with sufficient initial mass, the story is
different. When these stars run out of their nuclear fuel, there is no more thermal pressure
that balances the gravitational attraction towards the center of stars, hence the only dominant
force in these stars is gravity. It is gravity that shrinks these dead stars which finally end at

a singular point.

We understand that the prediction of black holes by using Newtonian gravity would not be
quite comprehensive. Einstein gave us a better theoretical framework regarding gravitational
interaction, namely the general theory of relativity. This theory is built from a very revolu-
tionary paradigm and provides us with some predictions that survive experimental tests so
far. This theory gives a more accurate prediction while Newtonian one fails. Therefore it is
natural to expect that prediction of black holes’ existence by using Newtonian gravity gets
some corrections from the general theory of relativity. Surprisingly, for a collapsing static and
electrically neutral massive object, the critical radius where the light rays will be trapped
forever is just the same as the one given from Newtonian calculation, i.e. r = 2M. All
objects that enter the surface with this radius will never get escape, hence one can imagine

this surface as a one way membrane.

In this chapter, we briefly review the Einstein theory of general relativity. Then we will
show step by step how to obtain the rotating solution of the vacuum Einstein equations,
namely Kerr solution, starting from a general form of axial symmetric solution. Subse-
quently, we review some properties of the static and rotating black holes, and discuss their

thermodynamics. The main references in this chapter are [43, 44, 45].
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2.1 A brief review on Einstein’s gravity

2.1.1 DMetric tensor and isometries

In relativity, the spacetime metric or the metric for short, i.e. ds?, is a squared distance
between two spacetime points, say = = (¢, x,y, z) and z#+dz" = (t+dt, x+dx, y+dy, z+dz).

For example, the four dimensional flat metric can be written as
ds* = —dt* + do* + dy* + d2*, (2.1.2)

where we have used the natural unit ¢ = 1. The metric (2.1.2) is also known as the Minkowski
metric, named after mathematician Hermann Minkowski who was the first to formulate
the four dimensional spacetime which suits the Einstein’s special theory of relativity. The
formula (2.1.2) can be written in a more compact expression by using the Einstein summation

convention !,

ds® = n,,datdz” (2.1.3)

where the tensor 7,,, is known as the Minkowski metric tensor. As a matrix, the metric tensor

N can be read

Moo To1 To2 7o3 -1 0 0 O
0 1 00
n = Mo M1 M2 M3 _ (2.1'4>
20 71 T2 723 0O 01 0
N30 M31 732 7133 0O 0 0 1

As we have mentioned before, the Minkowski metric (2.1.3) describes a flat spacetime
where the associated coordinates are three Cartesian spatial dimensions z,y, z, and one time
dimension t. It is clear that the metric tensor components will vary as we change the coor-
dinate system to describe the spacetime. As an example, if we prefer to use the spherical

coordinates {r, 0, ¢} instead of the Cartesian ones {x,y, z}, then the metric (2.1.2) becomes

ds? = —dt* + dr® + r*d6? + r* sin® 0d¢* . (2.1.5)

IThe repeated indices are implicitly summed over, ay,at =y auat.
“w
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There is no change for the time component in the metric, hence a matrix expression of the

metric tensor 7, associated with the metric (2.1.5) is

-100 0
010 0

(2.1.6)
0 02 0

0 0 0 r2sin?6

When gravity is considered, the special theory of relativity is inadequate. To explain gravity,
Einstein introduced his other masterpiece, namely the general theory of relativity. According
to Einstein’s general relativity, the spacetime is curved by the presence of matter or energy.
Indeed, the concept of metric ds? is still used in the case of curved spacetime, but in a more
general form compared to (2.1.3). We notice that the non-vanishing entries in (2.1.4) are
only in the diagonal parts, and the terms that couple to dt?> and dr? are just some constants?.
It is a natural guess that for a curved spacetime, the corresponding metric tensor contains
several (if not all) non-vanishing off-diagonal entries.

Figure 2.1 illustrates this idea: the curved membrane cartoon represents a slice of curved
spacetime as a result of the presence of matter on it. We denote the metric tensor for
the curved spacetime by g,,. The components of g,, in general depend on the spacetime
coordinates, i.e. g, = g (¢), which can be obtained by solving the Einstein equations. The

metric in a curved spacetime then can be read as
ds® = g, datdx” . (2.1.7)

An important concept that would be useful in the latter discussion is the symmetry of
spacetime. It is possible to perform a coordinate transformation, x# — z/#, that leaves the
metric tensor g, invariant. Such transformation is called an isometry. Accordingly, the
infinitesimal coordinate transformation that keeps g, invariant is known as the infinitesimal

isometry. Consider an infinitesimal coordinate transformation,

ot — 't =t + & () (2.1.8)

2Later we will see that in curved spacetime, the functions in front of dt? and dr? are coordinate dependent.
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Figure 2.1: The illustration of curved spacetime by the presence of matter.

where ¢ is an arbitrary small constant and & is an arbitrary vector. In general, the vector
&" depends on the spacetime coordinates z#. Under the coordinate transformation (2.1.8),

the metric tensor g,, changes as
G () = g (2) + eLegu + O (€7) (2.1.9)

where
LeGu = E“OaGuw + 9us0uE° + 9,50,6° . (2.1.10)

Equation (2.1.10) is known as the Lie derivative of g,, with respect to {. Neglecting the
O (£%) term in (2.1.9), the vanishing of Lie derivative (2.1.10) yields the metric tensor g,, to
be invariant under the transformation (2.1.8). The Lie derivative L¢g,, can also be rewritten

in terms of covariant derivative operator V,,,
Legw = V& + Vil (2.1.11)
When L¢g,, vanishes, we get the equations
V& + Vi€, =0, (2.1.12)

which is known as the Killing equation. The vector £# which satisfies (2.1.12) is called the
Killing vector. In equation (2.1.12), we have used the covariant derivative V, for ¢, that is
given by

V& =08 — 17,80 (2.1.13)
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The followings are some other operations of V,, to some arbitrary scalars and tensors

Vup = 0uo,
V.Y = 9,17 +T%, T,
V. T°% = 9,T* + 19, T + T, T
ViTos = 0.Top—T%.Tos — TV 5T,

V. Ty = 0I5 +T5,T) —T9,T5, (2.1.14)

which is the generalization of 0, in flat spacetime. Christoffel symbol of the second kind,
['§,, is given in (2.1.31).
In general, the Lie derivative of a tensor metric (2.1.11) is not zero. We call the following
mapping
G = Guw + Py (2.1.15)

where

h,uu = Efg,uu . (2116)

as the diffeomorphism of g,, with the diffeomorphism parameter £. In deriving the central
charge for NHEK spacetime discussed in section 4.1, we use the diffeomorphism formula

(2.1.16).

2.1.2 Einstein-Hilbert action

An action is found to be a powerful framework in theoretical physics. From an action, a set of
equation of motions that describes the dynamics of each fields in the theory can be obtained
by using the least action principle. In fact, from an action we can explore the symmetries of
the system under consideration.

Before we discuss an action that describes the gravity according to Einstein, let us review

the action for free scalar fields in curved spacetime. Let us start by writing an action

S:/ L(®(x),0,®(z))d"z, (2.1.17)
R

where L is the Lagrangian density. In the action (2.1.17), we consider the Lagrangian density

is a function of the field ®(z) and its first derivative, 0,®(z). The integration in (2.1.17) is
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/_}’:(f,@,gﬁ)

OR

R x=(t,r,0,0)

Figure 2.2: The illustration of spacetime R with coordinates x and the boundary OR
with coordinates y. To get y, we fix one of the coordinates in x which in the illustration
is the radial coordinate, i.e. r is fixed to be rg.

over some four dimensional spacetime region R. We consider ® and 9,® as two independent

variables, hence the variation of the action (2.1.17) can be written as

(o oL .

In the last equation, we have assumed that the operators 9, and 0 commute with each other.

Furthermore, by using the Leibniz rule, we can rewrite the integrand of (2.1.18) as

§S = /R (g—g -0, (%ﬁb))) 6P + 0, (%5@) d'z. (2.1.19)

surface term

The variation of the field, 0®, vanishes on the boundary of integration region, OR. Thus we

can get rid of the surface term in (2.1.19) after applying the divergence theorem,

/Ra# (%jé)a@) d*r = /{)R (nu%(s@) d*y. (2.1.20)

In the last equation, n, is a normal vector to the boundary OR, and y represents the boundary
coordinates, which is illustrated in figure 2.2.

Now the variation of action (2.1.19) becomes

69 = /R ((g—g — 0, (%)) 5@) d'z. (2.1.21)
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The principle of least action, or stationary action principle, tells us that the action (2.1.21)

must vanish, 65 = 0. It can be fulfilled by the condition

or or
L4, <—a (fh@)) 0. (2.1.22)

Equation (2.1.22) is known as the Euler-Lagrange equation for the field ®. When the La-
grangian density depends on the field differentiations up to the second order, i.e. £ =

L(P,0,P,0,0,P), we can generalize the procedure as shown in (2.1.18) - (2.1.22),

S = gga a(aacq))a (6®) + a(aag 37000 (5@)) d'z
g—g&b d, ( 5@) au< aq))))5q>+a,, <%@L (5@))

L(
Al

(@ <a<88§<1>>) om)) '

| Gere o (zgare) - (o () o (G o0)

N ((ay (%)) 5@) + (aﬂay (%)) 5@) d'z . (2.1.23)

We consider that the field’s variation d® together with its first derivative with respect to
spacetime coordinates 0,0® vanish at the boundary. Hence the vanishing of 4.5 built from

the Lagrangian density £ (®,0,®,0,0,®) is given by the condition

oL oL oL

It is clear that the last equation reduces to (2.1.22) if the Lagrangian density £ does not
depend on 0,0,¢.

As an explicit example, consider the action for free massless scalar in curved space

S = /d%\/—gaucbaﬂcb. (2.1.25)

Here g is the determinant of covariant metric tensor g,,. The corresponding Lagrangian

density for this action is
L =/—90,90"D . (2.1.26)

The Euler-Lagrange equation (2.1.22) for this Lagrangian density gives an equation of motion

for massless scalar fields in a curved spacetime

Oy (V=90"®) =08, (vV—9g"0,®) = 0. (2.1.27)
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This massless scalar equation is discussed quite extensively in chapters 4 and 5.
It is interesting to note that one can build an equivalent action by adding a total derivative

term, 0,Z*, to the Lagrangian density
L'=L+0,Z"(P,0,P) . (2.1.28)

Aslong as 0® and 0,,0P vanish at the boundary, the divergence theorem again tells us that the
extra terms that comes from 9,2" (®, 0,®) give no contribution to the variation of action. In
this sense, we can conclude that the old action S = fR Ld*x and the new one S’ = fR L'd*x
are equivalent.

We now can discuss an action that produces the Einstein equations for gravity. To
avoid some complications, let us restrict to the vacuum case first, i.e. there is no matter or
energy outside of the massive body which curves the spacetime. In this case, the Einstein
gravitational equations can be read as

1
Ruy = 59 R = 0. (2.1.29)

The tensor R, is known as Ricci tensor, defined as

Rag = 0,I%; — 0510, + 7,0, —T7 T, (2.1.30)

af~ po

where I'?, is known as Christoffel symbol of the second kind?,

1
T = 59 (Ougsw + 095, — Opguw) - (2.1.31)

The Ricci tensor is symmetric under the permutation of its indices, i.e. R,3 = Rg,. The

Christoffel symbol I'}, is symmetric under the permutation of lower indices,
=17, (2.1.32)

The action that produces the vacuum Einstein equations (2.1.29) after using the station-

ary action principle is known as the Einstein-Hilbert action,

1
Sgir = — | Ry/—gd'z. (2.1.33)
167

3There are two kinds of Christoffel symbol, the first kind and the second kind. Christoffel symbol of the
first kind is denoted by T'ws, while the second kind has one upper index, I'] 5. Both of these Christoffel

symbols are related each other by a contraction with the tensor metric, I'ng, = gwI‘Zﬁ.
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The action (2.1.33) was first proposed by the German mathematician David Hilbert in 1915.
The scalar R in Einstein-Hilbert action (2.1.33) is called the Ricci scalar, given by R = Rf| =

9" R,,,. The variation of (2.1.33) can be written as

1
0Spn = 1= (V=90R + Ré\/—g) d*z . (2.1.34)

Now our goal is to factor out the variation of metric tensor, dg"”, from the integrand (2.1.34)
to get the vacuum Einstein equations (2.1.29) with lower indices.

The variation of Ricci scalar can be examined in the following way,
dR=10(9"Ru) = g"0R,, + R0g" . (2.1.35)

Before we show the expression for R, it is useful first to discuss the geodesic coordinate

mz
system. In the geodesic coordinate system, one can find a point where all components of
Christoffel symbol I}, are vanishing. To do so, let us consider that originally the Christoffel
symbol has some non-zero components at a point 7 in a coordinate system, I'; (Z) # 0. Then

we perform the following transformation,

e el ~a 1 a (= ~ v ~y
¥ =2%—17 —|—§FW (Z) (a# —z") (¥ — 3") . (2.1.36)
Now by using the relation
oz
_ M
Oz Y
where 0% is the Kronecker delta function
1if p=v
5 = = (2.1.37)
0 if p#v
we can verify following results for the transformation (2.1.36),
a2x/a o -
=TI, (%) . (2.1.38)

Oxtox” |, _-
In the geodesic coordinate system z'*, we can show the transformed Christoffel symbol
vanishes at . The transformation of a Christoffel symbol between two different coordinate

system, say from z* to z'#, is

e _ Ox'™ Oz dx° 5 | O 9a”
we Qa8 ga/k Oxv P QP Qamda

vV vV
1st 2nd

(2.1.39)
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We know that the Christoffel symbol is not a tensor, because it is not transformed in the
way a tensor is. The non-tensorial behaviour of Christoffel symbol can be seen from the
appearance of the second term in the last equation. If only the second term in (2.1.39) did not
appear, then the Christoffel symbol fulfills the requirement to be a tensor. Now we evaluate
the transformation of Christoffel symbol at z according to the coordinate transformation
(2.1.36),

I'0,(&) = 65056010 (%) — 65T, () = 0. (2.1.40)

wOvt po
The result in (2.1.40) can be extended to all points of a curve in the geodesic coordinate
system.

We now compute the variation of Ricci tensor. To make it simple, let us perform the
calculation in the geodesic coordinate system first, where the Christoffel symbol ', 5 vanishes,

but not its derivative. From the definition of Ricci tensor (2.1.30), one can compute
0R,, =V (0l7,) — V,(0T5,) (2.1.41)

which is known as the Palatini identity. The last expression is a tensor relation, there-
fore it should be valid in any coordinate system. By using the equation (2.1.41), the term
V—99""dR,,, in the variation of Ricci scalar (2.1.35) can be written as a total derivative of

a vector,
V=99""0 R, = 0.V, (2.1.42)
where

Ve =y—g (gW(SFZ‘V _ gO‘N&I‘;T) ] (2.1.43)

The total derivative 0,V gives no contribution to the variation of action. Consequently, we
can remove the total derivative term (2.1.42) from the variation of Einstein-Hilbert action.

Therefore, the only term that contributes to the variation of Ricci scalar (2.1.35) is R,,,d¢"",
dR = R, 09" . (2.1.44)

Since g is the determinant of tensor metric g,,, one can show that

og
= gg"”. 2.1.45
5o ( )
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Accordingly, by using g,,9°” = d};, we can write
Gy = —Gualupdg™” . (2.1.46)
Hence, the equation (2.1.45) equivalently can be written as
09 = =99 09" . (2.1.47)

Furthermore, we have
1
o/—qg = —5\/—ggwég’“’. (2.1.48)

By combining the results in (2.1.44) and (2.1.47), we can show the variation of Einstein-

Hilbert action as

1 1
= — —_ — yu g 4
65pm = 75— / V=g (RW 5 gWR> st d'x . (2.1.49)

By looking at the integrand of the last equation, we can see that the vacuum Einstein

equations (2.1.29) ensures the Einstein-Hilbert action (2.1.33) is stationary.

2.1.3 Schwarzschild Black Holes

In order to get some insights about black holes in general, first we review some properties of

static black holes described by the Schwarzschild metric,

2M oM\ !
ds? = g, drtda” = — (1 _ _) dt? (1 — —> dr? 4+ r* (d¢? + sin® 6d¢?) . (2.1.50)

r r
Accordingly, the non-zero components of the Schwarzschild metric tensor g, are
2M ( 2M

-1
gy =—14+", g, = 1——) L Goo =717, gop =1sin’ 0. (2.1.51)
r r

The Schwarzschild metric becomes singular at two points, » = 0 and r = 2M. It turns
out that the singularity at » = 2M is just the incapability of the coordinate system that is
being used to be smooth everywhere except at the origin, i.e. 7 = 0. One can perform some
coordinate transformations to remove the singularity at » = 2M. However, the singularity
at r = 0 is special, and there is no coordinate transformation that can sweep away this
singularity. The singularity at » = 2M is called the coordinate singularity, due to the fact
that it depends on the choice of coordinates. The singularity at » = 0 is called the physical

or curvature singularity, since it always appear in any coordinate system.
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There is analytic way to distinguish the singularity at r = 0 and r = 2M. The Riemann

tensor

Ry, = 010, — 005 + 15, T2y — 5,10 (2.1.52)

aBx o ex’

which is also called as curvature tensor, reflects the curvature of spacetime. According to our
tensor notation, the Riemann tensor expressed in (2.1.52) is a (1, 3) type tensor?. To have
the (0,4) type Riemann tensor, we just to lower one of its indices by using the covariant®

metric tensor g,
Riunsy = gusR2 0 = g5 (957° . — 9.1° , + T 1%, — ¢ ,T° 2.1.53
poBx = Gusdlapy _gH5( B ax xtag T Laxt e ab EX) ' ( o )

The vanishing of all components of R,,s, everywhere is the signature of a flat spacetime. If
the Riemann tensor of a spacetime contains nonzero components, it means that this spacetime
is curved. From the Riemann tensor, we can build some scalar quantities, for example the

Ricei scalar

R=¢"R,, = ¢"R, (2.1.54)

pow )

and the Kretschmann scalar

R* = R, 0 R"" . (2.1.55)

The reason we look at these scalars is because a scalar quantity is unaffected by any coordinate
transformation, while tensors in general change as the coordinates are transformed. We know
already that Schwarzschild metric is a solution of the vacuum Einstein field equation R, = 0,
which means the associated Ricci scalar is also zero. Hence, there would be no difference
between the Ricci scalars at r =0 and r = 2M.

The nonzero components of the Riemann tensor for the Schwarzschild spacetime are

2M (r—2M)M (T—QM)Msin26
Rtrtr = 7 s Rt@t@ = _7”—2 , Rt¢t¢ = — -2 ,
M M sin® 6 .
Rrere - —T’ —9M ) qusrqﬁ — m s R9¢9¢ = —2rM sin“ 6. (2.1.56)

4This tensor has an upper index and three lower ones. In general, a (p,q) type tensor has p upper indices
and g lower ones.

5A covariant tensor has all of its indices as the lower ones, while a contravariant tensor has all of its indices
as the upper ones.
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Then by using the contravariant Schwarzschild metric tensor

oM\ ! oM
9" =~ (1 - _) 9= (1 B _) =T " =T sin g, (2157)
T T

one can compute the contravariant Riemann tensor

ROPXO — gos gBAgxingdvp (2.1.58)
as follows
2M 1 M
Rirtr — : tha _ _ ’ Rt¢t¢ — _ ,
3 i (r—2M) 4 (r — 2M)sin? 6
—2M)M (r—2M)M 2M
prove _ (T R e Ly . 2.1.59
r6 76 sin” @ r7sin? 0 ( )

The Kretschmann scalar for Schwarzschild spacetime can be computed using the formula

(2.1.55), which is

48 M*
R = ——. (2.1.60)
In deriving (2.1.60), we have used the identities
R:‘i/\ul/ = _R)\H}U/ - _Rfi)\u,u 5 RH)\}U/ = R;U/K)\ . (2161)

We can see the Kretschmann scalar (2.1.60) is singular for 7 = 0, but remains finite at
r = 2M. This result supports the statement that for Schwarzschild black holes, r = 0 is the
physical singularity while » = 2M is just a coordinate singularity.

Therefore, the surface r = 2M which is called the event horizon for Schwarzschild plays
an important role in black hole physics. Previously, by using the Newtonian gravity, we
have shown light rays can’t escape from the black hole’s horizon. Now, in the framework of
Eintein’s general relativity, this fact is supported by studying the behavior of light cones in
the Schwarzschild geometry.

Using a light cone as depicted in figure 2.3, we can distinguish the timelike (i), null or
lightlike (ii), and the spacelike (iii) trajectories. A particle has a timelike path if it moves
slower than light. Light propagates in the null or lightlike path, and an object that moves
faster than light has a spacelike path which lies outside of the light cone. Definitely the
latter case has no physical significance in our present discussion, i.e. we have not observed

any object that moves with speed faster than that of light in the laboratory.
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in our

®)

Figure 2.3: (a) Light cone diagram in (2+1) dimensions: (i) inside of the light cone,
(ii) on the light cone, (iii) outside of the light cone. (b) “out” and “in” null paths
represent the outgoing and ingoing photon in (141) dimensions light cone diagram.
In Schwarzschild spacetime, in the case of light rays are moving radially we can set
ds* =df =dp =0. (2.1.62)
Hence the Schwarzschild metric (2.1.50) becomes

r
+dt = . 2.1.
dt (r—2M> dr (2.1.63)

The equation (2.1.63) with (+) sign refers to the outgoing beam of light moving away radially

from the black hole, while the other one with (—) sign refers to the ingoing beam of light
towards the black hole. For the equation with (4) sign, the solution for equation (2.1.63) is

t =7+ 2MIn|r — 2M| + constant . (2.1.64)

Originally, the solution of (2.1.63) does not contain the absolute sign | | as what appears
in the last expression. Without this absolute sign, we understand that this solution applies
only to the region outside the horizon r = 2M, otherwise we would get a complex value for
t which is not physical. The role of the absolute sign in (2.1.64) is to extend the validity of
solution to the region r < 2M. Next for the equation (2.1.63) with minus sign in front of dt,

one can find the solution to be

—t =71+ 2MIn|r — 2M| + constant . (2.1.65)
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Figure 2.4: The structure of lightcones in Schwarzschild spacetime. The dashed lines
represent ingoing photon and the solid lines represent the outgoing one. The shaded
triangles represent the two dimensional light cones.

The curves given by these two functions, (2.1.64) and (2.1.65), represent the outgoing and
ingoing photon respectively, in the sense of “out” and “in” paths in figure 2.3 (b).

Figure 2.4 tells us that the curves representing the ingoing and outgoing photons are
asymptotic at r = 2M, which can be understood from the beginning since the coordinate
system that we choose in the Schwarzschild metric (2.1.50) fails to be smooth at r = 2M.

However, applying the Eddington-Finkelstein coordinates transformation

-
t=v—r—2MI ‘——1 : 2.1.66
v—r |57 ( )
to the metric (2.1.50) gives us a new metric
2 2M 2 2 (102 | 2072
ds* = — (1= =) dv* + 2dvdr + r* (d6” + sin* 0d¢p*) | (2.1.67)
r

which is known as the Eddington-Finklestein metric. In the transformation (2.1.66), v is
called as the advanced time parameter. The Eddington-Finklestein metric (2.1.67) is free
from r = 2M pathology, i.e. it is not singular at » = 2M. Furthermore, the significance of

r = 2M surface can be studied in more details by using the equation (2.1.67). We observe
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Figure 2.5: Lightcones in Eddington-Finklestein spacetime.

that, even though the Eddington-Finklestein metric (2.1.67) does not diverge at r = 2M, we
still find that light rays are trapped once they enter the r = 2M surface.
Figure 2.5 is the diagram for the light cones in Eddington-Finkelstein coordinates, where

the diagram tells us the behavior of light rays moving in the radial motion,
ds* =df =d¢ =0. (2.1.68)

After employing (2.1.68), the metric (2.1.67) becomes an equation

oM
2dvdr = (1 — T)dv2 : (2.1.69)

which has two general solutions. The first one is the constant v, which yields dv = 0. When
v is constant, equation (2.1.66) tells us that r decreases as t increases. Therefore, the straight
dash line (a) in figure 2.5 which represents the solution describe the ingoing light rays.

The second general solution for the equation (2.1.69) is when dv # 0, where we have

2r
= . 2.1.
dv — 2Mdr (2.1.70)
Upon integration in (2.1.70), we obtain
-
— constant 2( oM 1 ‘——1D , 2.1.71
v = constant + 2 (r + |57 ( )
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which solves (2.1.69). The solution (2.1.71) diverges at » = 2M, which is interpreted as
the situation where light will stay forever on the horizon. The lightcone (ii) in figure 2.5
describes the outgoing null path of light rays which coincides with the the curve r = 2M.
In this sense, sometime horizon is viewed as a null surface, i.e. a surface where the radial
light rays neither can escape to infinity or fall into the physical singularity. For the inside
and outside of horizon regions, the solution (2.1.71) describes the ingoing and outgoing light

rays respectively as illustrated by the curved lines (c) and (b) in figure 2.5.

2.2 Black Hole in Kerr Spacetime and Its Thermody-

namics

2.2.1 Kerr Solution

In this subsection, we show how to obtain the Kerr solution starting from a general form of ax-
ially symmetric metric. We have seen that the non-vanishing components for the Minkoswki

and Schwarzschild metric tensors are the diagonal entries only. In fact, the term
r2(d6* + sin? 0d¢?) (2.2.72)

that appears in Schwarzschild metric (2.1.50) as well as in flat spacetime (2.1.5) shows that
these spacetimes are spherically symmetric®. In turns out that the metric for Kerr spacetime
in the Boyer-Lindquist coordinates” does not contain (2.2.72), which indicates that the Kerr
spacetime is no longer spherical symmetric.

Attempts to obtain a solution of the vacuum Einstein equations (2.1.29) which describes
an empty spacetime outside a spinning massive object had been started since the discovery
of Schwarzschild solution in 1916. In fact, it was Kerr in 1963 [48] who first derived an
asymptotically flat solution of vacuum Einstein field equation outside of a spinning massive
object. It is such a quite straightforward idea to generalize the static spacetime solution

to the spinning one. It took about fifty years to achieve an acceptable solution to describe

6 All spherical symmetric spacetime solutions in four dimension must have this term [8].
"Kerr metric in Boyer-Lindquist coordinates reduces to the Schwarzschild metric (2.1.50) after turning off
the rotational parameter.
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Figure 2.6: (a) oblate spheroid, (b) rotation in ¢ direction.

the empty spacetime outside of a spinning massive body. The problem was that the solution
must be asymptotically flat, i.e. the spacetime must be flat at infinity. This constraint comes
from the physical necessity that an observer should not feel gravity when he is very far from
a gravitational source. In this section, we show in details how to obtain the Kerr solution.

Let us start with a general metric proposed by Lewis [49],
ds® = —Vdt* + 2Wdtdg + ((e¥ dz')? + e#(dz?)?) + X dp® . (2.2.73)

The functions V, W, X, Y, and Z are in general x; and x5 dependent. Unlike the Schwarzschild space-
time which enjoys the spherical symmetry and contain no cross terms® in their metric, we
observe a cross term in the Lewis metric (2.2.73), i.e. 2Wdtd$. The cross term appears as
the off-diagonal components of the metric tensor, i.e. gi» = gor = W. The existence of this
off-diagonal component signs the lost of spherical symmetry in the spacetime (2.2.73). The
metric (2.2.73) was first proposed by Lewis in his effort to find a more general solution of
vacuum FEinstein field equation which describes an axial symmetric and time independent
spacetime. An axial symmetry is expected to be possessed by a spacetime outside of a spin-
ning object. In fact, from a simple mechanical picture, we understand that a spinning object
will evolve to have an oblate spheroid configuration provided by its rotation about the minor
axis as depicted in 2.6 (a).

Since the rotation is denoted by the rate of ¢ angle as depicted in figure 2.6 (b), the

stationary and axially symmetric properties of the metric (2.2.73) can be seen by its ¢ and ¢

8The cross term we are mentioning here is f(x)dz*dx” where p # v and f(z) is the corresponding metric
component.
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independence. As a matrix, the metric tensor for the metric (2.2.73) can be rewritten as

-V 0 0 W
0 ¢ 0 0
G = . (2.2.74)
0 0 ¢ 0
W o0 0 X

It follows from (2.2.74) that the contravariant version of (2.2.74) can be read as

X W
T VXFW? 0 0 VX+W2
0 e 0 0
g = . (2.2.75)
0 0 e? 0
W %
VX+W?2 0 0 VX+W?2

We can verify that the covariant metric (2.2.74) and its contravariant version (2.2.75) obey
g,uagay = 6; and g,uuglw =4. (2276)

Since we are hunting the solution for an empty spacetime outside of a massive rotating
body, the explicit expression of each functions V,W, XY, and Z in the metric (2.2.74) is
dictated by the vacuum Einstein equations (2.1.29). By performing a little bit algebra, the

vacuum Einstein equations (2.1.29) can be written as
R, =0. (2.2.77)

Therefore, the functions V, W, XY, and Z can be obtained by solving the equation (2.2.77).
In fact, this task is not easy to be performed. After computing all components of the Ricci
tensor for the metric (2.2.73), one realizes finding these functions by solving (2.2.77) is a
complicated task?. However, some tricks can be performed to reduce the complexities.
Previously, we have discussed the Einstein-Hilbert action where the Lagrangian density
is
L=+—gR. (2.2.78)

In detail, this Lagrangian density can be written as

L=+/=g9" (%Fﬁy o R W F;‘jﬁrﬁa) : (2.2.79)

9We provide the components of Ricci tensor for the metric (2.2.73) in appendix A.
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Interestingly, the Lagrangian density
1 (6] (0%
L= 3 (T8.0y (vV=99"") = T4,0a (vV=399")) (2.2.80)
is equivalent to (2.2.79), in the sense that both (2.2.79) and (2.2.80) give the same equations
of motion after employing the principle of least action. This is due to the fact that the two

Lagrangian densities (2.2.80) and (2.2.79) differ by a divergence term,
L=L -0, (V=g (g*Ty, —g"T%,)) - (2.2.81)

Therefore, both (2.2.79) and (2.2.80) produce the same vacuum Einstein equations after using
the Euler-Lagrange equations.
For the metric (2.2.73), the Lagrangian density (2.2.80) can be written as

o~ (Y=2)/2

L= (31V81X + (81W)2 + 2xO1 X1 Z + 0,V O, X + (GQW)2 + 2X62X62Y> .
(2.2.82)

Here x> = VX 4+ W? and we use the notation 9y = 9/9z" for k = 1,2. The determinant

2x

of metric tensor (2.2.74) is g = —x2e¥*tZ. The Lagrangian density £’ in (2.2.82) gives the

Euler-Lagrange equations for g,
oL’ oL’
—0y——— =0, 2.2.83
Ogas "0 (0r000) (2:2:89)

as

205X — (O1XY — 0ox02Z) — = ((AVOX + (01 W)?) — (VX + (0:W)?)) =0, (2.2.85)

?
.

—V> + 0y (—V> + KF =0, (2.2.86)

X X 2x
al—X> + Oy (—X> + £F =0, (2.2.87)

X X 2x

and

(81W> + 0, ( W) Ly (2.2.88)

X X 2x

where

(D1V) (D1 X) + (9:V) (02X) + (B, W)* + (8,W)?

F = ) +V2(Y +2). (2.2.89)
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The equations (2.2.84) and (2.2.85) are obtained from (2.2.83) for gop = €Z and g; = €V
respectively. The operator V2 is the two dimensional Laplace operator, V> = 0? + 92.
Adding (2.2.84) and (2.2.85) shows that the function x must satisfy the two dimensional

Laplace equation,

Vi =0. (2.2.90)

Furthermore, equation (2.2.90) says that y must be a harmonic function of z; and xo. We
now assign ” to be the axis of rotation z as depicted in Figure 2.6 (b), and 2! is the function
X itself.

Subsequently we multiply equation (2.2.86) by X, equation (2.2.87) by V, and equation
(2.2.88) by 2V, then add all of these three equations to obtain

1 1
Oy (—aXXQ) + 0, (—azxz) = yF. (2.2.91)
X X
Since the left hand side of (2.2.91) is zero, the last equation can be rewritten as
—2°VY =, VO, X + (O W) +8.Va.X + (9.W)* | (2.2.92)

where we have considered Z = Y. By using the last equation, (2.2.86) and (2.2.88) can be
simplified to

RV + 02V +x7'0V = —x "V (0, VOX + (O W)’ +9,VO.X + (0.W)?*) ,  (2.2.93)
and
W + W + x O W = —x W (O VX + (O W)’ + 07V0.X + (0.W)%) . (2.2.94)

We now can use a trick to reduce the number of functions that should be handled. We

have introduced x which is defined as
X =VvVVX+W? (2.2.95)

which can be considered as a constraint equation for V', X, and W. Therefore, only two out
of three functions V', X, and W that are really “free”. Accordingly, we could redefine V', X,
and W as

V=f, W=fw, and X = f1\* - fu?. (2.2.96)
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which satisfy (2.2.95). We now see, instead of dealing with three functions X, V', and W, we
are left with two functions f and w which are really “free”.

Plugging the equations in (2.2.96) into the metric (2.2.73), we find
ds® = f (dt — wdg)® — f7e® (dx* + d2%) + f'x*d¢?, (2.2.97)
where Y = —1In f 4+ 2U. From (2.2.93) and (2.2.94) we can have
PR+ O2F 4+ X710 F) = ((Ouf)" + (0:5)°) + FX T2 ((Ow)” + (0)) . (22.98)

and

F2(Pw + 02w — X 10 f) + 2 (D fOyw + 0. f0.0) = 0. (2.2.99)

Interestingly, the last two equations can be rewritten in terms of V operator in the flat three

dimensional cylindrical coordinates, where

V = &0y + &0, +ésx 0y, (2.2.100)
V2 = & +024+x "0+ x 70, (2.2.101)
V-A = x7'o, (xAy,) + 8.4, (2.2.102)

for A = A, + €A,
We can rewrite (2.2.98) and (2.2.99) as

V2 =Vf-Vf—x2f"Vw - Vw=0, (2.2.103)
and
V- (x?f*Vw) =0. (2.2.104)
Following Ernts [50], the equations (2.2.103) and (2.2.104) can be derived by using the Euler-
Lagrange equation with the Lagrangian density

L= —% (XfVf-Vf—=x"fVw-Vw) . (2.2.105)

Performing the Euler-Lagrange equation for fields f and w from the Lagrangian density
(2.2.105) gives the equations (2.2.103) and (2.2.104) respectively. In this sense, one can say
that the equation (2.2.105) is an effective Lagrangian density to get the equations (2.2.103)
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Figure 2.7: The illustration of the unit vectors in cylindrical coordinates related to
the operator 2.2.100.

and (2.2.104). Unfortunately, from the Lagrangian density (2.2.105), we are unable to get
any information about the dynamics of U with respect to y and z. However, using equations

(2.2.84) and (2.2.85) we can get
20U = f7'of = (407 [fAC ((0uf)” = (8:0)7) = 20 (0wd | — D00 f)
— (fow +wd )" + (fO.w + wd. )] (2.2.106)

and

20.U — f10.f = (20)7 [f 2P0 f0.f + w (O.wdy f — Oyw0. f)
— (fOyw + woy f) (fO.w + w0, f)] . (2.2.107)

which show how U changes with respect to x and z coordinates.

Equation (2.2.104) shows the existence of a vector A which obeys
X 2fPVw=VxA. (2.2.108)

Since w is not a function of ¢, then the vector Vw will be orthogonal to the unit vector é,
as illustrated in figure 2.7. Hence, from equation (2.2.108) we can get
(VxA)-é,=0. (2.2.109)
We shall now find that
Vi A = x (0 A: = 0. (XAL)) e+ (9 (xAg) = DpAy) x4+ (04 A — D.4)) &5 (2.2.110)
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Also it follows from (2.2.109) that we must have
O A, = 0. A, . (2.2.111)
Consequently, in term of a function F, we can write the component of A as
A, =0F, A, =0,F. (2.2.112)
Now we introduce the twist potential
® = 9,F — YA, (2.2.113)
Hence, the curl of A in (2.2.110) can be rewritten as
V x A= x"1(6,0.9 — ¢,0,®) . (2.2.114)
Furthermore, the last equation finally can be read
VxA=x"e,x V. (2.2.115)
In [50], Ernst considered that the function ® is ¢ independent, i.e.
9, =0. (2.2.116)

To guarantee that ® does not depend on ¢, the F function must satisfy

o F = X0 Ay . (2.2.117)
In addition, using the vector relation
Ex(éxé):(ﬁ-é)é—(ﬁ-é)é (2.2.118)
one can verify that
€p X (€p x VO) = -Vo. (2.2.119)

Plugging the result (2.2.115) to (2.2.108) yields

X ' fPVw=¢é, x VO, (2.2.120)
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from which it follows that

—X 'y x Vw = f?VD. (2.2.121)

We have used (2.2.119) to get the last equation. In fact, from the relation (2.2.115) we can
write

V-(x ey x VO) =0 (2.2.122)

which can be seen easily from an identity in vector calculus, V - <V X A’) = 0. Furthermore

the last equation also implies

V- (f?V®) =0. (2.2.123)

The last equation gives some benefits later in deriving the Ernst equation, from which the
solution for the vacuum Einstein equations (2.1.29) can be obtained.
We now arrive at an important step. Following Ernst [50], we introduce a complex

potential £ in term of f and the twist potential @,
E=f+id. (2.2.124)

Recall that f is just the metric component g in (2.2.97). Using this complex potential
(2.2.124), we can verify that the equations (2.2.103) and (2.2.104) are equivalent to

Re (§) V2 = VE - VE. (2.2.125)

Proving the last equation is quite simple. First we need to recall that Vw is orthogonal to

the unit vector in azimuth direction é4. Consequently, by using the vector product identity

(AxB) (ixB)= (4 4)(B.-5)- (1.5)2, we can have
fV2f=Vf-Vf-VD. V. (2.2.126)

We have plugged Vw in (2.2.120) to (2.2.103) to get the last equation. Therefore, by using
the definition of complex potential (2.2.124), we can rewrite (2.2.126) as

fV2f+2iVf - VO =VE- VE. (2.2.127)
From the equation (2.2.123), we can show that

VfVD = V0. (2.2.128)
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By plugging the last formula into (2.2.127), we finally recover (2.2.125).

We may rewrite a new complex potential £ as [50]

—_

g=t-

T (2.2.129)
Related to (2.2.129), the following identities
-1\ & -1
fe (€+1) EDIGES) (22.130)
£—1 -1\ 4 |
V(ZIT)'V<§+1)_(5+U4GK ve) | (2.2.131)
and
o (-1 _ 2 20 2 ,
v (§+1) =TT (vg @3 vg) . (2.2.132)

can be obtained, and are found to be useful in writing the Ernst equation later. Here we
need to recall that £ is also independent of ¢. By using the last three equations, it is easy to

show that the equation (2.2.125) can be rewritten in terms of £ as
(66" — 1) V€ = 26V¢ - V€, (2.2.133)

which is known as the Ernst equation. This equation is quite important in general relativity.
From this equation we can derive some solutions of the vacuum Einstein equations [45]. In

terms of £, we can show several equations related to the functions in the metric (2.2.97)

_pe (&L
f=Re (§+1> : (2.2.134)
2 .
Vo = ﬁ Im ((£* + 1) &4 x V€) | (2.2.135)
Uy [(ocoe ocoE
ox  (¢6r—1)* (& ox 0z 82) ’ (2:2.136)

and

) S (85 ag*) . (2.2.137)

0z (e -1 \ox 02
It is clear that the relation (2.2.129) gives us (2.2.134), and the equation (2.2.135) is related
to the result in (2.2.120). The last two equations, (2.2.136) and (2.2.137), are obtained from
(2.2.106) and (2.2.107).
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For the latter benefits, it is useful to introduce the prolate spheroidal coordinates {z,y}

where the transformation can be read as

X =ky/(22 = 1) (1 —9?2), (2.2.138)

and

z = kzy, (2.2.139)

where |y| < 1 < |z| and k is a constant scale factor. The variables « and y in terms of k, z,

and y obtained from (2.2.138) and (2.2.139) are

T = % <\/(z+k:)2+x2+\/(z—k)2+x2) , (2.2.140)

and

y = i (\/(z + k) X2 - \/(z — k)’ + XQ) : (2.2.141)

In the x and y coordinates, the Ernst equation (2.2.133) can be read as

(€€ = 1) [00 ((+* = 1) 0:) + 0, (1 = 9*) 9,6)] = 26" ((«* = 1) (3:6)* + (1 = 4*) (9,€)°) -
(2.2.142)
The next step is solving the equation (2.2.142) for the complex scalar £. Once we get the
solution for £, the next step is finding the functions f, w, and U in terms of this complex
scalar. Working out the functions f and w is quite straightforward, but dealing with U is quite
delicate since this function is dictated by the two coupled equations (2.2.106) and (2.2.107).
Here we get the benefit of working out the Ernst equation in the prolate spheroid coordinate.

In this coordinate, equations (2.2.106) and (2.2.107) can be respectively rewritten as

U _ (1-y?) o (|67, (oeos oo
Al e Gl G R O i o)

a 2
e (1= ) a_f/ ] 7 (2.2.143)
and
ou (22 —1) ac |
7R (S [ AR
o¢ |? o€ B 0L O¢
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Later we find out that the real part of ¢ is coupled linearly to x while the imaginary part is

coupled linearly to y. Therefore, we can restrict the case where % is completely real and %

is completely imaginary. Now, in general we can write the complex potential £ as
U+ v

= ) 2.2.145
¢ m +in ( )

Hence the equations (2.2.143) and (2.2.144) become

Or A% (22 —2) Ox or" Yor Ox
ou ov on om\ >
— 1=y =n———m—u=— —v—o 2.2.14
( y)(yn oy~ oy Uay)]’ (2:2:140)
and )
ou  y(z*-1) ) ou v om  On
oy A2 (22 —y?) (+*-1) Oz or"~ “ox +U8x
ou v on om\>
R J— 2 — — —_— — —
(1-197) (a n g m g Uay) ] : (2.2.147)

where A = u? 4+ v?2 — m? — n?. The solution for Z after integration of the last two equations

U= %m (ﬁ) . (2.2.148)

Here, C'is an integration constant, and the boundary condition e?V — 1 as z — oo determines

are

both C' and « in equation (2.2.148).

Following Ernst, if the new complex scalar £ is expressed in a linear combination
£ =pr—iqy, (2.2.149)
the equation (2.2.142) can be solved exactly when
P+q¢=1. (2.2.150)

By using this solution for &, we have the explicit expression of each functions in the metric

(2.2.97)
B P22+ ¢ — 1
22 + (pr+ 1)

2q (1 = ¢*) (pr +1)
e (2.2.152)
?y? + pa

(2.2.151)
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and

1 p2l’2 + q2y2 -1
U=-1 . 2.2.153
2 n( (z* —y?)p? ( )

Finally, using the solutions (2.2.151), (2.2.152), and (2.2.153), as well as the transformations
(2.2.140) and (2.2.141), the reading of metric (2.2.97) becomes

2,.2 2,2 _ 1 20 (1 — 22 1 2
PR N +q2y g 20 —y°) (pr + >d¢
(pz +1)" + ¢°y” pa? +q*y® — 1

dr2 dy2 (:L'2—1 d¢2
+ +1)% + g% < + + >?>2154
((px ) qy) p?(x?2—1) p2(1—19?) p$2+qy —1

The metric (2.2.154) is not in the form as originally proposed by Kerr in [48], but we
can map it to the original form by using some transformations. The original form Kerr
metric proposed in [48] is less popular in the literature due to the fact it has no close ap-
pearance to the Schwarzschild metric. The more familiar one is the metric derived by Boyer
and Lindquist which is also the rotating solution of vacuum Einstein equations (2.2.77).
The Boyer-Lindquist metric is used more frequently since it has an appearance like the
Schwarzschild metric. To get the Boyer-Lindquist form from the metric (2.2.154), we need

to perform the following transformations

- M
xr = % , y=cosb, (2.2.155)
—a

where ¢ and t are unchanged, as well as to set the parameters

k
P=77 q:% , K =M —d”. (2.2.156)

The resulting metric now can be read as
2

%) + (?"2 + a2) sin? @dg* +

2M7“

ds® = —dt* + ¢ (d02 + (dt —asin®6dg)”  (2.2.157)

where p = 72 + cos?§ and A = 2 — 2Mr + a®. The mass of black hole is M, and its angular
momentum .J is given by J = Ma where a is called as the rotational parameter. Taking
a = 01in (2.2.157), we recover the Schwarzschild metric (2.1.50) as we have mentioned at the

beginning.
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2.2.2 Kerr Black Holes

In subsection 2.1.3, we studied some aspects of static black holes by using the Schwarzschild met-
ric (2.1.50). A more general case for black holes which are still in the framework of the vac-
uum Einstein gravitational system is the rotating black holes described by the Kerr solution

(2.2.157) in Boyer-Lindquist coordinate,

A — a?sin? 6 AMar sin® 0 2 ¥2sin? 6
g5 = (B =@ s7) o AMarsin dtdé + Zar? + 2de? + =042 (2.2.158)
0 0* A 0
where
A=7r>—2Mr+d*, 0> =r’+a’cos’0 , ¥? = (7“2 + a2)2 — a*Asin?6. (2.2.159)

The components of metric tensor g,, associated to the metric (2.2.158) are

A — a?sin?0 2Mar . 2
g = ———%5 Gt¢p = Gt = — S111 )
02 ¢ ¢ 2
2 2 i 2
p Y“sin“ 6
Gro = K2 90 =P, Gop = — (2.2.160)
and the contravariant version are
4 (r* + a2)2 — a%sin’6 ot i 2Mar
S v
A, 1 b0 A — a?sin® 6
o 2 - = 2> " 2.2.161
g 29 =5 A Zsn?6 ( )

Solving A = 0 gives the locations of event horizons of Kerr black holes, which are
ro=M=+VM —a2. (2.2.162)

The radius 74 and r_ are called the outer and inner event horizons respectively, since r, > r_.
When the rotation of black hole stops, the inner horizon vanishes and the outer one becomes
2M which is the location of Schwarzschild black hole’s event horizon. In fact, only the outer
horizon which behaves like the event horizon of Schwarzschild black holes. The area of Kerr

black holes is the surface at » = r,, which can be computed by an integration over proper

lengths \/ |g‘99‘d9 and 4/ ’g¢¢|d¢,

™ 2m
Ay = EH/dQ sin@/d(b =8t Mr, . (2.2.163)
0 0

40



Here ¥y is the ¥ in (2.2.159) evaluated at the event horizon radius r .

When a? > M?, the outer and inner horizons (2.2.162) become complex functions, which
are considered to be non-physical. In such situation, the naked singularity is created, i.e.
there is not event horizon that covers the physical singularity of black hole. We exclude the
existence of the black hole’s naked singularity, hence there is a constraint for the maximum
value of rotational parameter, i.e. a < M. When a Kerr black hole is rotating with the rota-
tional parameter a = M, the black hole is said to be in the extremal condition. Furthermore,
in the extremal case, the inner and outer horizons of Kerr black holes coincide, r, =r_ = M.

In classical mechanics, we are familiar with some constants of motion associated to the
dynamics of particles such as the energy and momentum. In general relativity, we also can
find the constants of motion related to the dynamics of a particle in curved space. In section
2.1.1, we have discussed the Killing vectors £, which obey the Killing equation (2.1.12). For
Kerr spacetime, the associated Killing vectors are §; and 4. These vectors indicate that the
Kerr spacetime is stationary and invariant under ¢ angle rotation. In other words, an observer
sees no difference when he moves from a point (¢;, 71,01, ¢1) to another one at (t9, 71,01, ¢2).
The stationary behavior of Kerr spacetime is obvious from the fact that the metric tensor
components describing it are time dependent.

Let us consider a particle which is moving along the path x#(7), where 7 is the proper
10

time'”. The tangent vector to this path is u* = dz*/dr. Suppose that the path z* is a

geodesic, thus this path obeys the geodesic equation

dut L dz® dxP

- e 2.2.164
dr Tl dr dr ( )

Therefore, the tangent vector u# satisfies
u*Vaut =0. (2.2.165)

Moreover, we consider the scalar u,£". In the u® direction, the rate of change w,&" is

1
Vo (u, &) = HuVau, + §uau“ (Voéu+ V,&0) - (2.2.166)

0By restoring the speed of light ¢ in the metric, the proper time can be understood from the equation
ds? = c*dr2.
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It is clear that the right hand side of the last equation vanishes provided by the geodesic
equation (2.2.165) and the Killing equation (2.1.12).

We now examine the scalar u,§" for Schwarzschild and Kerr spacetimes. Recall that
both Kerr and Schwarzschild spacetimes have the ¢ Killing vector. Let us focus on the
Schwarzschild spacetime first. A particle that is moving along a geodesic path in Schwarzschild

spacetime has a constant energy,
gt = guélu' = gyu' = E = const (2.2.167)
where we have used &' = (1,0,0,0). Furthermore, from (2.2.167) we can write
w=E. (2.2.168)

We now show the constant of motion associated to the Killing vector £?. For Schwarzschild
spacetime, whose all off-diagonal components in the metric are vanishing, the contraction of

the Killing vector £? and u? can be read as
Egu® = gppt®u® = gysu® = L = constant . (2.2.169)

From the last equation we may write

ug = L. (2.2.170)

Consider a particle which is orbiting around a Schwarzschild black hole on the xy-plane as
illustrated in figure 2.8. Hence, the particle’s rotation is about the z-axis. Since the particle
is moving on the xy-plane where the associated 6 angle would be 7/2, by using u® = d¢/dr
we can get from (2.2.169) that asymptotically

2d9

P =1L (2.2.171)
after plugging g = r?sin® 6.

Equation (2.2.171) reminds us the angular momentum in classical mechanics, mi x .
This fact leads us to the interpretation ug as the angular momentum per unit mass of a
test particle observed at infinity. From the results (2.2.168) and (2.2.170) we learn that the

constants of motion in Schwarzschild spacetime related to the Killing vectors ¢ and ¢% are

the energy u; and angular momentum per unit mass ug respectively.
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Figure 2.8: An illustration of an orbiting particle on the xy-pane in

Schwarzschild spacetime.

We now turn to the problem in identifying the constants of motion in the Kerr spacetime
by employing the similar prescriptions that we have performed in the Schwarzschild case.
The Killing vectors for Kerr spacetime are & and €2, just like in the Schwarzschild case.
Hence, u; and us would be the constants of motion for Kerr spacetime. In fact, there is a
slight difference for Kerr spacetime related to the presence of g4 in the corresponding metric
tensor. Related to the axial symmetry of Kerr spacetime, the constant of motion associated

to the Killing vector £? would be

ug = L, (2.2.172)

where L, is the projection of angular momentum per unit mass with respect to the rotational

axis, i.e. z-axis. The existence of the off-diagonal metric components g;, = g4 leads to

d
£ — uf = g%y + g%y (2.2.173)

Interestingly, from the last equation we observe that it is possible for a distant observer to
measure a vanishing angular momentum per unit mass ug for a freely falling test particle
while u? is not zero. This is interpreted as the frame dragging effect, where a particle with
initial zero angular momentum acquires some angular velocities as it gets closer to the Kerr
black hole. Such effect doesn’t exist in the Schwarzschild spacetime. The illustration of this

process is given in the figure 2.9.
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Figure 2.9: (a) Radially falling photon into a static black hole, (b) Dragging effect
for photons which initially fall radially into a rotating black hole.

2.2.3 Surface gravity of Kerr black holes

Surface gravity of a black hole is the gravitational strength at the horizon measured by an
observer at infinity. It is constant everywhere on the surface of black hole’s horizon. This
behavior resembles the temperature in thermodynamics, which is also constant at all points
of a body in thermal equilibrium. It turns out that the surface gravity and temperature of
radiating black holes are closely related.

In this subsection, we review the computation of Kerr black holes’s surface gravity by
studying the four-velocity and four-acceleration of an observer with zero angular momentum
observed from infinity, i.e. u, = 0. This observer sits at a fixed radial position outside of the
black hole, and also at a fixed 6 coordinate. Recall that this observer may feel the dragging
effect as we have showed in the previous subsection.

Using the rule of lowering indices for a vector in general relativity, we have
Up = g¢¢u¢ + gt¢ut . (2.2.174)

It can be seen if only g:4 = 0, as in the case of Schwarzschild spacetime, then the zero angular
momentum observer in Kerr background will really have no angular speed. The vanishing of

ug in (2.2.174) gives us

wt = eyt (2.2.175)
9oo

44



For the Kerr spacetime, one can verify the identity

g6 __9°

2.2.176)
g¢¢ gtt (

which is obvious from the relation g,,g"* = ¢j. Furthermore, we can define the angular

speed of observer as
p¢
p

Again, by using the rule of raising indices we can do some algebraic manipulations

(2.2.177)

P = 9%pu = 9"'pi + 9**ps (2.2.178)

and
pt — gtﬂpu e gttpt _|_gt¢p¢ . (22179)

However, since pg = 0, it follows that
Q=72 (2.2.180)

The last formula is clearly related the frame dragging effect in the Kerr spacetime. Consider
a test particle that approaches a Kerr black hole from infinity with an initial zero angular
momentum. As the particle gets closer to the black hole horizon, it is dragged in the direction
of black hole’s rotation with the angular velocity is given in (2.2.180).

Explicitly, inserting the components of contravariant metric tensor for Kerr spacetime in
(2.2.161) to the formula (2.2.180) yields the reading of angular velocity (2.2.180) as

2Mar

Q(r,0) = :
(r.6) (A +2Mr)* — a2Asin® 0

(2.2.181)

The last equation agrees with our physical intuition. Taking the limit » — oo, this angular
velocity vanishes, which means an observer does not feel the dragging effect at this distance.
Indeed, the vanishing of this angular velocity at infinity is also due to the asymptotically
flatness of Kerr solution. In fact, the increasing of {2 as the radius r gets smaller agrees with
our classical mechanics picture on the conservation of angular momentum. Finally, at the

event horizon, the angular velocity (2.2.180) becomes

a

Qp = .
a 2M7‘+

(2.2.182)
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Plugging (2.2.181) to (2.2.175) gives u® = Qu'.
For u!, the lowering indices rule reads
¢ é (9¢t)2 ¢
ur = guu’ + gpru® = | g — w u'. (2.2.183)

Therefore, from the fact that u* is normalized as uu, = 1, we can compute explicitly u’,

3
wh= | — 2 ) (2.2.184)
Gtt9od — (9¢t>

Accordingly, combining the results in (2.2.184) and (2.2.175), the four-velocity describing the

zero angular momentum observer being discussed in this subsection reads

u® = (ut,ur,ue,u¢) = (ut,ur,ue,Qut)

1

- (%) 5 (1,0,0,9) . (2.2.185)

9etgse — (9ot)
We now need to verify whether the four-velocity we just derived in (2.2.185) is normal to
a surface of constant time ¢t or not. The displacement on the “constant time” surface can be

read as

dz® = (0,dr,d0,do) . (2.2.186)
Accordingly, the covariant counterpart of the displacement (2.2.186) is
dZo = (G1pd @, grrdr, geadl, geedd) (2.2.187)

The contraction between the displacement (2.2.187) and the four velocity (2.2.185) can be

computed as

diu® = (gwut + gt¢u¢) do
= (g1p + 916Q) u'dg)
= (9t¢ + 9te tt) u'dg

= (gtzzb + 9o ( ti)) u'dg

= 0, (2.2.188)
which leads us to the conclusion that «® is normal to the surface with constant time.
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We now turn to the discussion to obtain the four-acceleration which is related to the
four-velocity (2.2.185),
a® = (Qu® +T%,ut) . (2.2.189)

From the last equation, one can obtain the only non-zero component of four-acceleration,
which is

a" = (u)? (T}, + 205,90 + I7,07) (2.2.190)

where € is given in (2.2.181). Each of the second kind Christoffel symbols which appear in

the last equation are

TT’M
I}, = —QT (r* — a*cos®0) | (2.2.191)
r P A ST S
Iy = Ta sin® 6 (r* — a” cos®6) (2.2.192)
and
7 5 0%
We know that the proper acceleration is given by
g(r)* = a,a" = g,,a'a” = g, (a")? . (2.2.194)
Plugging the last formula to (2.2.190) gives us
MZ

where

[9)>
Z = (£ —4XMa’rsin®6) (r* — o cos® §) — 2Ma*r” sin* 0 (an_ - 2r2) . (2.2.196)

T
We know in Newtonian gravity, there is a relation between the potential energy E and
gravitational acceleration g for a particle with mass m from the center of gravitational at-

traction with distance h,

E =mgh. (2.2.197)

It follows from the last equation we can find the ratio of the gravitational acceleration at a

finite radius from the center of black hole g(r) to the gravitational acceleration at infinity
9(0).
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Consider the following gedanken experiment. Let an observer at infinity is pulling a
particle with unit mass away from a black hole. Initially this particle is sitting somewhere
at the radius r from the center of the black hole. The observer at infinity is using an non-
extensible massless rope and pulls the particle with a distance dr. For the particle, this

pulling yields an increasing local potential energy as
dE(r) = g(r)dr. (2.2.198)
In doing this work, the observer at infinity must provide some energy, that is
dE(c0) = g(oo)dr . (2.2.199)

Equating the last two equations gives

(2.2.200)

We understand, for the unit mass particle we are discussing here, the associated energy is

the “t” component of u* given in (2.2.185). Hence, the ratio E(r)/E(oo) reads

= . (2.2.201)

Plugging (2.2.195) and (2.2.201) into (2.2.200) gives the acceleration observed at infinity

as
MZ
where for r = r explicitly reads
ry —T_
= =K. 2.2.203
olo0) = T = (2.2203)
after we make use of the following equations,
Y (r=ry)=4M*r%, (2.2.204)
and
23 2 2 .2
5 = 8Mri —2a” (ry — M)sin“ 6. (2.2.205)
,
r=ri

The result (2.2.203) is called the surface gravity, i.e. the gravitational acceleration on the

event horizon measured by an observer at infinity. The derivation of surface gravity given
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here is less sophisticated compared to the one performed in [51] which needs some differential
geometry knowledge. In fact, the result (2.2.203) agrees with that which is derived in [51],

and also we find that the method that we use in this subsection is more intuitive.

2.2.4 Eddington-Finklestein coordinates for Kerr

The Kerr black holes have two event horizons instead of one as a Schwarzschild black hole has.
The two horizons, r; and r_, again show the incapability of coordinate system we are using
to allow the non-divergent metric (2.2.157) at all points except r = 0. Again, computing the
Kretschmann scalar for Kerr spacetime is an analytic way to make sure that there are no
singularities in the Kerr spacetime at r, and r_.

Using all non-vanishing components of the covariant and contravariant Riemann tensor,

as given in the appendix B to the formula
K = Rynu RFM (2.2.206)

one can get the Kretschmann scalar for Kerr spacetime, which reads

_ A8M? (r? — a® cos ) (o — 16r%a® cos® 0)

K Q12

(2.2.207)

The Kretschmann scalar for Kerr (2.2.207) reduces to the one for Schwarzschild (2.1.60) when
a = 0 as it should. The finite values of Kretschmann scalar (2.2.207) at r;. and r_ show that
the singularities we encountered in the metric (2.2.157) is just some coordinate singularities,
the consequences of coordinate system we choose in expressing (2.2.157). Interestingly, the
physical singularity provided by K — oo is given by two situations at once, r = 0 and
0 =m/2.

It turns out that the singularity for Kerr spacetime has a form as a circle rather than
a point as in Schwarzschild case. It can be seen from the mapping between the Kerr met-
ric in Boyer-Lindquist coordinates {t,r,0, ¢} and the Kerr metric in Cartesian coordinates
{t,z,y,z}. To get the mapping in a simple way, we can write down the Kerr metric (2.2.157)
at the limit M — 0,

2

ds* = —di* + — i _dr? + %d6* + (r* + a®) sin® 0dg? (2.2.208)
T a
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where ¢* = r? + a? cos? §. The metric (2.2.208) is just the flat Minkowski metric
ds® = —dt* + dz* + dy* + d2* (2.2.209)

in “oblate spheroidal” coordinates. The mapping between the spatial components in (2.2.208)
and (2.2.209) are
x=vr?2+a?sinfcoso,

y=+Vr?+a*sinfsing, (2.2.210)
z=1rcosf.

Setting r = 0 and 6 = 7/2 in (2.2.210) gives us the relation
® +y* =a?, (2.2.211)

which is just the equation for a circle with radius a on the xy plane of Cartesian coordinate.
The Kretschmann scalar for kerr (2.2.207) diverges along this circle which indicates that
the singularity for Kerr spacetime has a form as a ring with the radius a, which yields the
singularity for Kerr spacetime is called ring singularity.

To show that there is no singularities at r, and r_, again we can use the Eddington-
Finkelstein coordinate transformation. The Eddington-Finkelstein transformation for the

Kerr spacetime can be read as

2 2
dv = di + %dr, (2.2.212)
do = do + %dr. (2.2.213)

From equations (2.2.212) and (2.2.213), we can show that

2 2\ 2 2 2
9 .9 r+a 2 4+ a
dt” = dv* + ( A ) dr 2< A >dvdr, (2.2.214)
and
2 72 a’ 2 a 7

Inserting the last two expressions into (2.2.157) yields the reading of Kerr spacetime becomes

4Mra
2

ds?* = (1 — 2MT) dv? — 2dvdr + p*df* + <

Ny _
5 dv + 2ad’r’) sin? Od¢ — - sin? Od¢? .
p p

(2.2.216)
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Figure 2.10: Illustration of an outgoing particle along the rotational axis.

The last equation is known as the Eddington-Finkelstein metric for Kerr spacetime, which is
regular at . and r_.

We now analyze the light cones behavior in the spacetime (2.2.216). In contrast to the
Schwarzschild case, the dragging effect of Kerr black holes yields only the particle that moves
along the rotational axis which is not affected by the black hole’s rotation. We understand
that the dragging effect of Kerr black holes is due to the off-diagonal terms in Kerr metric,

> (2.2.217)

Gt = Gt — —

At 0 = 0, g4y vanishes, thus there is no dragging effect along the § = 0 trajectory, which
coincides with the axis of black hole’s rotation. Therefore, the situation is simpler when
discuss the ingoing light rays along the black hole’s rotational axis. In such case, we can set
df = d¢p = 0. We would like to see the difference between the inner and outer horizons by
studying the phenomena of light around these two horizons.

Consider the purely radial lightlike trajectories, df = d¢ = 0, where the metric (2.2.216)
reduces to an equation

dv (Adv —2 (A —2Mr)dr)=0. (2.2.218)

There are two general solutions to this equation. The first one is dv = 0, and the second one

can be obtained after solving
Adv—2(A—=2Mr)dr=0. (2.2.219)
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Figure 2.11: (a) The sketch of solution (2.2.221) with numerical value setups r, = 4
and r_ = 2. (b) Lightcones behavior in Kerr spacetime.

The last equation enables one to write an integration

v = / (2 o ééw(: — r)) dr | (2.2.220)

which yields to the solution

AMryIn|r—ry|  4AMr_In|r—r_|

Ty —T_ Ty —T_

v=2r+ + constant . (2.2.221)

Figure 2.11 (a) illustrates the solution (2.2.221). Combining the first and second solution for
v gives us an illustration on how light rays behave in a spacetime that contains a Kerr black
hole, as sketched in figure 2.11 (b). From figure 2.11 (b), we understand that only the outer
horizon of Kerr black hole that behaves just like the event horizon of Schwarzschild black
hole. Outside the outer horizon, light rays propagate to the infinity, which is also the case in
the Schwarzschild case. Once the light rays touch or enter the outer horizon, they will never
escape from the black hole. However, the light rays will be infinitely red shifted when they
approach the inner horizon. That is why only the outer horizon of Kerr black hole which
behaves as a one way membrane, analogously to the event horizon of Schwarzschild black

hole.
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Figure 2.12: Schematic of Kerr black holes.

Schematically, some regions of Kerr black holes are described in figure 2.12. Some new
terminologies appear in this figure. They are the ergoregion, inner ergosurface, and outer
ergosurface. To discuss these new three objects, let’s start with a question: are there any
points in Kerr spacetime where it is impossible for a timelike object to stand still?

Suppose that this object is trying to keep its position at
XH = (t,r0,90,¢0) (22222)

where rg, 0y, and ¢y are some fixed 7,0 and ¢ in the Boyer-Lindquist coordinate system.

Hence, the corresponding tangent vector to the position (2.2.222) is

_dxn
o dt

U = (1,0,0,0). (2.2.223)

Since we are using the metric convention (—,+,+,+), the following timelike condition for

the tangent vector must be satisfied,
9, UMU" < 0. (2.2.224)
Plugging the vector (2.2.223) into the last equation gives us an inequality g < 0 which yields

A —a*sin®6 > 0. (2.2.225)

23



Here we have used the gy from the metric (2.2.160). Nevertheless, this inequality is violated

when

r? +a*cos’ 0 —2Mr < 0. (2.2.226)

From the last inequality, one can tell that between the radius

M — VM2 —a2cos2 <r < M+ VM2 —a2cos?f, (2.2.227)

it is not possible for a physical object to stand still. The lower and upper bounds in the
expression (2.2.227), M — /M2 —a%cos?0 and M + /M2 — a?cos? 6, are the inner and

outer ergosurfaces as depicted in figure 2.12. In the region between the inner and outer
ergosurfaces, a physical object must be co-rotating with the black holes. Note that as long as
the object is still outside the outer horizon, it is still possible for this object to escape from
the black hole’s gravitational attraction, including if it has entered the outer ergosurface. The
fact that the black hole “forces” a particle, once it enters the outer ergosurface, to co-rotates
with the black hole becomes a mechanism of the particle to acquire energy from the black

hole. Therefore the region between the outer ergosurface and the outer horizon,

M4+ VM2 —a2<r<M+vVM?—a2cos?0, (2.2.228)

is called the ergoregion. The word ergo is a derivative from the Greek word Ergon which
means work. A particle that can escape from the ergoregion may get some extra energy from

the black hole, i.e. the final energy of particle is larger compared to the initial one.

2.3 Thermodynamics of Kerr black holes

2.3.1 Black Holes Mechanics and Thermodynamics

The area of a Kerr black hole is given in equation (2.2.163)

Apy =87 Mr, | (2.3.229)
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Varying the area (2.3.229) with respect to the changes in black hole mass M and rotation

da gives

SApy = 87 (ry6M + Mor.)

— 87 (<M+\/M2—a2) 5M+M<5M+M)>
M2_a2

_ _ng 5 (VA =2 (M 4+ VP =a?) M + VMZ = EMSM + M?SM — aMsa)
— a
_ 5 <2M <M +VM?— a2> SM — a*dM — aM5a)
M2 _ CLZ
_ & (2Mr 6M — a®5M — aMéa) . (2.3.230)
M2 _ 2

From the definition a = J/M, we have §J = a0 M + Mda. The angular velocity of the black
hole at the horizon is Qy = a/(2Mr,). Consequently, we now can rewrite the variation of

black hole area as
32 Mry

ry —T-

SApy = (OM — QydJ) (2.3.231)

or equivalently

SM = Si(sABH + Qo . (2.3.232)
m

In the formula above, the surface gravity & is defined in (2.2.203), and as usual r, and r_
are the outer and inner horizons of Kerr black hole respectively.
Related to the black hole area Apy, there is a theorem proposed by Hawking which says

that the area of black holes cannot decrease classically,
0ApH > 0. (2.3.233)

For Schwarzschild black hole, it is easy to figure that, classically, this black hole is a perfect
absorber but completely does not emit. When a particle falls into a Schwarzschild black hole,
this black hole acquires mass and consequently it yields the increasing area of the black hole.

The relation between the variation of mass and area of Schwarzschild black holes is given by

M
SApy — 8”2 . (2.3.234)

Equation (2.3.233) applies for all classical stationary black holes. Classically, there is no

mechanism for a black hole to release some parts of its mass. Since the Kerr black holes are
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event horizon
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Figure 2.13: Penrose process.

also stationary, they obey the theorem (2.3.234). Let us collect several important facts about
Kerr black holes:

e The surface gravity x is constant on the horizon.
e The conservation of energy, 6M = (k/87)0Ay + QydJ.
e The non-decreasing area of black holes, dAgH > 0.

However, it is not so easy to see the non-decreasing area theorem works for Kerr black
holes whose changes in area is given in (2.3.231). The negative sign in front of the angular
momentum variation gives a possibility of the the Kerr black hole’s area to decrease. Penrose
proposed a gendaken experiment, namely the Penrose process, which may help to understand
how Kerr black holes obey the non-decreasing of area theorem (2.3.233). The Penrose process,
which is illustrated in figure 2.13, can be described as follows. A particle inside of the
ergosphere with intial energy Fy decays into a particle with positive energy F, and a particle
with negative energy F_. The particle with positive energy escapes to infinity and the one
with negative energy falls into the black holes.

We now show that in the Kerr spacetime, the particle with postive energy has a neg-

ative angular momentum, while the particle with negative energy has a positive angular
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momentum. Let us start by considering the normalized four-velocity,
uut = g™ uu, = 1. (2.3.235)
Plugging the corresponding ¢g" for Kerr spacetime, the last equation reads
gt (uy)? + 29" %ugug + 9" (ur)® + 9% (ug)® + g% (ug)* — 1 =0. (2.3.236)

Furthermore, one may consider (2.3.236) as a quadratic equation for u;, whose solutions are

1
= =y £ [ (06)" = (g7 (0, + 0% (uo)” + 9% ()" — 1). (2.3.237)

In the last equation we have used Q = ¢'/g'. Recall that the constants of motion in Kerr
spacetime are u; = E and u, = L,. Interestingly the factor (¢*)~! in the formula (2.3.237)

vanishes at the event horizon. Hence we may rewrite (2.3.237) as
Ey=-QuL.y. (2.3.238)

We understand the subscripts + and — in the equation above stand for the particle with
positive and negative energy respectively.

It follows from the last equation that
EL—-QL.. <0, (2.3.239)

since outside the outer event horizon, Qg > 2. Moreover, for a particle on the horizon with

negative energy F = —|E_| and L, = |L,_|, (2.3.239) becomes
|E_| > Qu|L.—|, (2.3.240)

and accordingly

SM| > Qu [6.] .. (2.3.241)

Plugging the last inequality into (2.3.234) leads us to a proof that the area of a classical Kerr

black hole cannot decrease,

SApi = % (SM — Qud) > 0. (2.3.24)
K
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Figure 2.14: The relations between some variables of black holes and thermodynamical
systems in equilibrium.

Figure 2.14 illustrates the connections between some physical aspects of Kerr black holes
and some quantities in thermodynamics. The constancy of temperature for equilibrium ther-
modynamics systems is analogous to the constant surface gravity « on the black hole horizon.
The conservation of black hole energy is clearly related to the first law of thermodynamics.
The relation becomes clear when we identify the exact relation between the surface gravity of
black holes and the black hole temperature, and also the black hole area and entropy. Lastly,
the non-decreasing of black hole area, which turns out later to become the non-decreasing of
black hole entropy, is in agreement with the second law of thermodynamics.

To be more specific, the justification that a black hole should radiate at some temperatures
comes from an analogy between the first law of black hole mechanics (2.3.232) and the first
law of thermodynamics,

§E =T8S — P§V . (2.3.243)

The work part PdV in (2.3.243) is clearly related to the angular momentum of black holes,
thus the part 79SS must be related to k0 Apy /8m. Consequently, the following relations must
valid,

R Apn

The constant 7 above is a free parameter to be determined.
Nevertheless, these nice analogies between black hole mechanics and thermodynamics

still have one issue. We have learned that black holes are perfect absorbers, but they do not
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radiate. It is a problem, how can an object that does not radiate can have a temperature?
The black body object in thermodynamics is a perfect absorber as well as a perfect emitter.
Therefore, a black hole must radiate somehow. This is the motivation of Hawking back in
1970s [5, 6] to search a mechanism for black hole’s radiation. Therefore, the concept of a black
hole as an active thermodynamical object is complete. The next two subsections discuss the

derivation of black hole’s temperature by using some quantum mechanical techniques.

2.3.2 Unruh and Hawking temperatures

So far, the discussions about black holes have not included quantum mechanics yet. Hawk-
ing’s works [5, 6] show that incorporating quantum mechanics in the study of black holes
can give us a mechanism for black hole to radiate. Thus, black hole can behave like a black
body; it absorbs and also emits. There are several quantum mechanical ways in showing the
black hole’s radiation, which convince us more that black holes do radiate. Treating black
hole’s radiation semiclassically, i.e. half classical and half quantum, leads one to derive an
explicit temperature Ty of black holes as guessed in (2.3.244). This temperature is called as
Hawking temperature, and the mechanism for black holes to radiate is called the Hawking
process.

In this subsection, we review the derivation of Hawking temperature by obtaining the
Unruh temperature first. Unruh temperature is the temperature measured by an accelerated
observer in flat space. This temperature later can be related to the Hawking temperature
by using the equivalence principle: an observer at rest in an environment with gravitation
feels the same thing with an accelerated observer in a spacetime with no gravity. In the
next subsection, the Hawking process from tunneling picture is given, to convince the reader
that black holes do radiate. There are other several mechanisms for black holes radiations,
interested reader can read [52].

Our starting equation is the massless relativistic scalar field equation in the (1 + 1)

Minkowski space,
0?P B 0*®

= (2.3.245)

Here (1 + 1) means one time and one spatial dimensions. Equation (2.3.245) can be solved
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by using the following separable functions

£ (4, 2) ~ exp (Fiw (z — 1)),

§(t, ) ~ exp (Fiw (2 +1))

O (t,x) = (2.3.246)
where the frequency w is always non-zero positive, i.e. w > 0. The function ® (¢,x) is a
quantum mechanical wave function associated with a specific energy and momentum.

It follows from (2.3.246) that one can write

ofLt

i
ot

= +hwfF) (2.3.247)
Consequently, the dependence on time in the wave function is
FE) ~ exp (Fiwt) . (2.3.248)

Since we are discussing the vacuum for an inertial observer, ®(¢, z) represents a system where
initially there is no any particle at all. Nevertheless, the uncertainty principle allows the field
fluctuations to occur which yields a possibility for the vacuum to have the positive and
negative energy particles excitation. The full expression for a wave function for the particle
with negative energy is

o Z expliwt = o)) (2.3.249)

v 2/ Tw

where the factor 2v/7mw is a normalization factor.

To get the wave equation for an accelerated observer, one can perform the coordinate
transformation

t = psinh (at) , = = pcosh(ar) (2.3.250)

to the equation (2.3.245). Consequently, the resulting metric after using the transformation

(2.3.250) to the (1 4 1) Minkowski space reads
ds* = —a?p*dr® 4 dp? . (2.3.251)

The spacetime (2.3.251) is known as the two dimensional Rindler spacetime. Writing the
wave equation (2.3.245) in the two dimensional Rindler spacetime reads

1 ¢ 199 %0

—_— = —— 4+ —. 2.3.252
a’p? 0t pOp - op? ( )
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The functions
Pl _ &Xp (FiwT) /a

“ 2/ mw

solve (2.3.252), where F5P) s the solution with positive energy and FS ) is associated with

(2.3.253)

the negative energy.
The wave solution for negative energy (2.3.249) can be constructed from the superposition

of the complete set of positive and negative energies wave functions (2.3.253),

S5t ) = / (aw/ (w) FS (7, p) + b (w) FS) (7, p)) du' . (2.3.254)

)

The probability amplitude of a particle with positive energy in the state Fy measured by an

accelerated observer is the coefficient a,. Moreover, the number of particles with frequency

w’ from all the vacuum modes in the inertial frame with frequency w is given by
N (W) = / ()] deo (2.3.255)

The coefficient a,, can be obtained by integrating

/ (Fii))* fede (2.3.256)
ap

and by employing the orthogonality between <Fu(j)> and F u(f) The calculation is
* d * _ * d o
/ (FS) £522 = / (aw B (FS) + 0B (FED) ) dwr 22 = 22

Hence we can have

| o
oy = %,/%/exp (i (7t =) p 5L (2.3.257)

The last formula is obtained after plugging the wave solution (2.3.249) in Minkowski space-

time {¢,x} and the wave solution with positive energy in (2.3.253) in Rindler spacetime

{r,p}.
The Rindler spacetime itself is time-independent, thus allow us to choose any convenient

time to get a,. In such consideration, we set t = 7 = 0, then equation (2.3.257) becomes

1 w! . —1—iw’/ dp
f = — — — wije_T 2.3.2
” gﬂw/w/e"“ iw/p) p ! (2.3.258)
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In the formula above, we have replaced x to p in the exponential. Recall that at 7 = 0 from
the relation x = psinh(ar) we have dx = dp. To simplify (2.3.258), we can get some benefits
by setting z = iwp/a and recall that —i = exp(—im/2). Finally the coefficient a,, is found to
be

1 o —mw’
=Y AW, 2.3.259
¢ 2m wexp( Qa) () ( )
where
AW = /exp(—za) (za)fl*iwl/a w i gy (2.3.260)

Accordingly, the number of particle with the energy w’ is given by

N (W) = |aw (@)|* = W (%) 1A (W), (2.3.261)

while for the negative energy —w’ we have

N (—w') = |a_w W)]* = _exp(mf/a) (u) 1AW (2.3.262)

472 w
It is clear that |4 (w')]* = |A (—w')|?, hence now one can establish a relation between N (w')
and N (—w’),
N (—w'") = —exp (27w /a) N (') . (2.3.263)

A function for N (w') which satisfies the last equation is

1
N (W) = . 2.3.264
() exp (2rw’/a) — 1 ( )
Consequently we can write
dw’

N (W) dw' = 2.3.265
() dov exp (2rw’/a) — 1 ( )

which has a very close form with the Plank distribution in one spatial dimension,

2md

N (v)dv = Ty (2.3.266)

exp (hv/kT) — 1

By matching the last two equations, we arrive at a conclusion that the observers with accel-

eration in flat space feel a thermal distribution or thermal bath of particles at temperature

ha

Ty = :
U™ onke

(2.3.267)
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In the natural units, the Unruh temperature (2.3.267) reads Ty = a/2w. The superscript U
in this temperature stands for Unruh, who is the first person to propose this temperature.
Temperature (2.3.267) is known as the Unruh temperature.

We now use the equivalence principle to “connect” the Unruh temperature and the tem-
perature measured by a static observer sitting in an environment with gravity [53]. Near the
horizon of Kerr black hole, the Boyer-Lindquist metric for Kerr can be written as

¥.2 ~
dst = p}y (—r*2dt® + da® + df) + p—g sin® 0d¢? . (2.3.268)

The metric (2.3.268) is obtained after employing the transformation

2 _ 'y
= ) 2.3.269
v KMy ( )
In the metric (2.3.268) we have used
X% =AM | ph =11 +a’cos’, (2.3.270)

and d¢ = dt — Qpudo.
To match the discussion with Unruh temperature derivation, we need to keep only one
spatial dimension in metric (2.3.268). Hence we choose df = d¢ = 0 and 6 = 0 to avoid the

dragging effect. Let us now consider the conformal transformation

G = Pr Gy (2.3.271)
hence the metric (2.3.268) becomes
ds3 = —k*22dt? + da? . (2.3.272)

One can see that the metric (2.3.272) is just the Rindler metric (2.3.251) after the identifi-
cations a — k, 7 — t, and p — x. Therefore, the temperature associated with the gravity

near the black hole horizon can be read as

K Ty —T_
T —_ ——
= 9r =~ 8aM {

(2.3.273)

where we have replaced the acceleration a in Unruh temperature (2.3.267) with the surface

gravity x and use the result (2.2.203). Recall that the surface gravity is an acceleration at the
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horizon measured by an observer at infinity. From the equivalent principle, replacing a with x
is based on the fact that an accelerated observer in flat space whose acceleration is a will feel
a thermal bath just like a static observer in gravitational environment with surface gravity
k. Hence, both of these observers will measure the same temperature. A more sophisticated
calculation to derive the Hawking temperature can be done by some basic understandings in
quantum mechanics and complex analysis, for example the original Hawking derivation [6].
After having an exact expression for the Hawking temperature, now we have the value of

n =4 in (2.3.244). Thus the black hole entropy is given by the formula

A
Spu = % . (2.3.274)

Consequently, by using the are formula (2.2.163), the Bekenstein-Hawking entropy for Kerr
black hole can be read as

SBH = 27TM7’+ . (23275)

2.3.3 Hawking radiation in the tunneling method

The derivation of Hawking temperature as performed in the previous subsection is one among
several ways in deriving the Hawking temperature for black holes. There is a new method
proposed quite recently which is easier to be digested from the physical and mathematical
aspects, namely the tunneling method. In this method, Hawking radiation is described as a
tunneling of quantum particle through a potential barrier at the horizon.

Let us start by writing the metric
ds? = —f (r)dt® + g (r) " dr® + 12 (d6* + sin® 6d¢”) . (2.3.276)

We then consider a massless particle ' in the spacetime (2.3.276) whose dynamics are gov-
erned by the Klein-Gordon equation (2.1.27).

The general metric (2.3.276) is clearly spherically symmetric, and we consider the incom-
ing and outgoing particles across the horizon would be in the radial direction only. Hence,

we could simplify our discussion from (3 + 1) gravity to (1 4+ 1) case. This can be done by

HThe method is also valid for massive case, shown earlier [54] that ultimately the final expressions match.
Therefore for the sake of simplicity we consider the massless case only.
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taking df and d¢ to be zero, thus only dr and dt sectors of the metric (2.3.276) which are

left. The appropriate semiclassical wave functions that correspond to this scheme is
P(r,t) = e (2.3.277)
Expanding S(r,t) in a powers of h, we find

S(r,t) = So(r,t) +hSi(r,t) + h2Ss(r,t) + ...
= So(r.t)+ Y HSi(rt). (2.3.278)

In this expansion the terms from O(h) onwards are treated as quantum corrections over the
semiclassical value Sy. The equation that we want to solve can be obtained by plugging
(2.3.278) to the Klein-Gordon equation (2.1.27) where only ¢ and ¢"" which matter.

We do not include the quantum correction in our discussion here, as done in [55], so we

neglect all terms in the equation which couple to A. Hence the equation that we need to solve

(%)2 = f(r)g(r) (%)2 . (2.3.279)

Since the metric (2.3.276) is stationary, it has a timelike Killing vector. Hence we look for

solutions of (2.3.279) which behave as

is

So = wt + So(r), (2.3.280)

where w is the energy of particle. The solution is

Tout d
S(r,t) = wt + w S (2.3.281)

rn Vf(r)g(r)

where 7, = rg — ¢ and 7, = rg + . The +(—) sign in front of the integral indicates the
corresponding solution of ingoing (outgoing) particle. In (2.3.281), the integration over r is
a complex one, where we perform an integration over a semicircle contour in the upper half
complex plane where the pole is at horizon radius rg. The nature of both ¢ and r coordinates
as complex variables can be understood from the exchange of metric coefficient’s sign for dt?
and dr? components when we go from outside to inside of a black hole’s horizon. In fact,

the authors of [56] show that one need to do some transformations which involve complex
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variables to relate the Kruskal-Szekeres coordinates in the region of exterior and interior of
a Schwarzschild black hole.

Therefore the ingoing and outgoing solutions of the Klein-Gordon equation (2.1.27) under
the background metric (2.3.276) is given by exploiting (2.3.277) and (2.3.281)

Tout

d
¢+ = exp | —iw ti/—r : (2.3.282)

J I m
where ¢ is the ingoing wave function and ¢_ is the outgoing one. Therefore the correspond-
ing ingoing and outgoing probabilities of the particle, P, and P_ respectively, are given

by12

Py = |64]? = exp [m (2.3.283)

" dr
(Imt:l:lm/o \/W)] :

Since in the classical limit, i.e. h — 0, everything falls into the black hole, the ingoing

probability P, has to be unity. Thus (2.3.283) leads to

Imt=—Im (2.3.284)

/ Fout dr

o N I)g(r)
From (2.3.284) one can easily find that Im ¢t = —27 M for the Schwarzschild spacetime which
is precisely the imaginary part of the transformation ¢ — ¢ — 2iw M when one connects the
outside and inside regions of a horizon as shown in [56]. Therefore the probability of the

outgoing particle is

P = exp[ ~ 4wlm (2.3.285)

Fout dr
/ VF(r)g(r) |

Now using the relation between the emission (outgoing) and absorption (ingoing) probabilities

54, 58, 59

P = exp< - %)PJF = exp( - ;—H> (2.3.286)

we obtain the temperature of the black hole as

h Tout dr -1
TH:Z(Im W) . (2.3.287)

12This complex paths method had been discussed by Landau [57] to describe tunnelling processes.
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Using this expression and knowing the metric coefficients f(r) and g(r), one can easily find
out the temperature of the corresponding black hole.
In the Kerr black hole discussion, again to avoid the dragging effect we restrict the angle

6 = 0, thus we have

fr)=g(r) = ((r )~ T‘)> . (2.3.288)

r2 4+ q2

Plugging this to the formula (2.3.287) recovers the Hawking temperature for Kerr black holes
(2.3.273).

2.4 Waves Scattering from Black Holes

2.4.1 Schwarzschild Case

Approaching the quantum theory of black holes can be done by studying the scattered waves
by a black hole semiclassically. One can be start the discussion from the simplest case, i.e.
the massless scalar ®(¢,r, 0, ¢), whose dynamics are governed by the equation
1
V=g

Plugging the corresponding ¢g"” for Schwarzschild spacetime yields the last equation changes

00 2 MY (| 2M\0% (| 20\
ot? r r r ) or r or?
2M 1 o (. 00 2M\ 0*°®

The ansatz of separable solution

O (V—99"8,®) =0. (2.4.289)

to

D (t,7,0,0) =e “R(r) Y, (9,9) (2.4.291)

solves equation (2.4.290), if the radial part of (2.4.291) satisfies

2 92
CIMVPGR 2 MY (| _2MYOR (. (| aMYIGEDY
T or?2 r r T or r 2

(2.4.292)
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We now introduce a new function
U(r)=rR(r), (2.4.293)
and a new coordinate which is called the “tortoise” coordinate

r. =71+ 2Mlog (ﬁ - 1) . (2.4.204)

Consequently, the radial equation (2.4.292) transforms to

d2
<dr2 +w? = Vg (r)) U=0. (2.4.295)

The last equation is known as the Regge-Wheeler equation. The effective potential Vs in

the above equation is given by

Vi = (1 - ZM) (W U, 2M> . (2.4.206)

r r2 r3

Related to this “tortoise coordinate” r,, one can check that

i d
dr  dr,’

(2.4.297)
Moreover, one can verify that the new coordinate r, covers the exterior of black holes only,

re > +00 as r— 400, (2.4.298)

re — —00 as r— 2M . (2.4.299)

Interestingly, the effective potential V,¢; goes to zero at r = +oo and r = 2M. Therefore, at
r = +oo and r = 2M, the solution of (2.4.295) is

U ~ exp(£iwr,) . (2.4.300)

Now consider the ingoing mode of (2.4.300) at r, — —oo where there is no another waves

emerge from the black hole, where the related wave function can be read as
U ~ exp(—iwry) . (2.4.301)

As in the case of one dimensional wave scattering, knowing the condition of the wave at

r. — —oo allows us to tell the form of the wave solution at r, — “+oo from the wave
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equation. A portion of the ingoing wave (2.4.301) will be absorbed by the black hole, whose
amplitude is denoted by A;,, and another portion will be reflected back to infinity with an
amplitude A,

U~ Ajpe” ™™ + Au€™®™ as 1, — +00. (2.4.302)

It is shown in appendix C that the ingoing and outgoing amplitudes satisfy

|AZ | =1+ A%, - (2.4.303)

Furthermore, we can define the coefficients of reflection and transmission as

Aoy 1
R= Amt and T = ™ (2.4.304)
respectively which allow us to rewrite the equation (2.4.303) as
1=|T?+|R. (2.4.305)

Numerical computations can give us the values of |T'| and |R|. In the special case when
the frequency of ® is very high, i.e. Mw > 1, we can see that the w? term in the Regge-
Wheeler equation (2.4.295) will be the dominant term in the vicinity of black hole r = 2M.
In this situation, the effective potential V¢ can be neglected, hence we can conclude that
the appearance of black holes does not really affect the propagation of a wave with very high
frequencies. In the other hand, when the wave has a very low frequency, i.e. Mw < 1, this

wave is almost scattered back by the black hole potential barrier entirely.

2.4.2 Kerr case

In this subsection, we generalize the analysis that we have performed previously on the
wave scattering of Schwarzschild black holes. After plugging the Kerr tensor metric g*” into

(2.4.289), we have

P+’ 5, \0® 0 (0 1 9 (. 0
( A @ sin®f | =5 or \ 23 ) “smgas \ 0%

2Mar 9*® n a_2 B 1 82_(13
A 0tdo A sin?6
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The ansatz in solving this equation is quite different compared to the one we have used in
Schwarzschild case. We know that the Kerr geometry has an axial symmetry, rather than the
spherical symmetry as in the Schwarzschild discussions. Consider that we fix the rotation
about the z-axis. Hence, the eigenvalue of operator L, = —i0, to the spherical harmonics

eigenfunction Yy, (6, ¢) is m,

0

A general solution for the last equation is
Yim(0, ) = €™S),,(0) . (2.4.308)

The purely 6 dependent function Sy, will satisfy the angular equation derived from (2.4.306).
This line of thought yields the proper ansatz for wave function ® to solve (2.4.307) is

O(t,r,0,0) = e “H M R(r)S(6) (2.4.309)

where the superscripts [ and m for S(6) have been suppressed since these two variables are
not the spacetime coordinates. These indices simply mean that the solution S(#) has the
m and [ components, and clearly this function will be a function of [ and m. The “tortoise

coordinate” for Kerr spacetime is expected to give'?
d A d

—_— = 2.4.310
dr, 1%+ a?dr ( )
Up to an integration constant, the following transformation satisfies (2.4.310)
2M%arctan ( (Z;jﬂ?)
re =1+ Mlog A + ) (2.4.311)

a? — M?

Analogous to the new function (2.4.293), for Kerr spacetime we introduce
U(r) =+vr2+a?R(r). (2.4.312)

It follows from (2.4.310) and (2.4.312) that the radial equation in Kerr spacetime can be

written as
*U  d < rAU ) B { r?A? A(l(l+1)—|—2amw—a2w2)}U
dr?  dr, \ (r2 +a?)? (r2 + a2)’ (r2 + a2)?
2 2 . 2
(taw—am) ;. (2.4.313)
(r2 4+ a?)

I3For a technical reason to simplify the equation of motion.
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Taking the limit » — r in (2.4.311). Hence, at the vicinity of Kerr black holes, i.e. 7 — 74,

we may write the equation (2.4.313) approximately

d*U am
_ =0. 2.4.314
dr? M (w 2M7’+> 0 (24.314)

Obtaining the last equation can be done simply by setting A — 0 approximation in the

equation (2.4.313). Consequently, we have the solution
U~ e2emmmy  as p g (2.4.315)

where the angular velocity of the black hole is Qy = a/2Mr,. A novel feature obtained here

is the relation between coefficients of reflection and transmission is given by

— mQH

1—|RP? =~ T)? . (2.4.316)

Equation (2.4.316), whose derivation is given in appendix C, reduces to the one we have
in Schwarzschild black hole discussion (2.4.305) when Qg = 0, i.e. the non-rotating case.
An interesting outcome from the last formula can be stated as follows. Consider that the
ingoing wave modes are w < mf{)y, hence R > 1. In the other words, the reflected outgoing
amplitude exceeds that of the incoming one. This wave is amplified by the scattering from
black holes, and it mines some energy from the scattering process. This amplification is
called the superradiance effect. This effect is not an exclusive property of scalar wave only,

it also applies to higher spins wave scattering from a Kerr black hole.
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CHAPTER 3

CONFORMAL FIELD THEORY AND AdS/CFT

In early of its development, conformal field theory (CFT) was used in attempts to describe
the critical behavior of systems at second order phase transitions. These systems possess a
unique behavior where near the critical points they are invariant under the scale transfor-
mation, x — Az. It was found in many aspects that these systems at critical points have
one-to-one correspondence with a two dimensional Euclidean quantum field theory. Polyakov
in his seminal work [60] realized the importance of conformal invariance in understanding
the critical behavior. This idea was developed later in [62] where it is shown that in two
dimensions, the conformal algebra contains an infinite number of generators.

Conformal field theory in two dimensions (CFT3) has become one of the main topics in
theoretical high energy physics due to the fact that it is closely related to the string theory;
the most promising candidate for the theory of everything. The development of CFT; started
much earlier before the rise of string theories, mostly related to the model constructions in
statistical mechanics. CFTy is established in [62] where some main ideas were found by
Polyakov in [60]. Since then, CFTy are continuing to develop and new discoveries on the
connections between CFTy and other aspects of theoretical physics are constantly found.
Related to our interest on gravity in this thesis, a very close relation between CFT5 and
gravity is found by Brown and Henneaux [63] and after several decades it becomes a specific
branch of studies in quantum gravity [66].

In this section, we review some concepts in CF'T, and concentrate on CFT,. We derive
the Cardy formula for entropy of a system described by CFT,, which plays important role
in chapter 4. The application of CF'T is given in the context of holography, by showing the
AdS/CFT calculations for scalars and vectors two point functions. The main references for

this chapter are [64, 65].
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3.1 Quantum Field Theory and Poincare Symmetry

3.1.1 Fields and Poincare symmetry

In particle physics, a particle is defined as a quantum excitation associated with a field. The
field is an entity that is defined over all spacetime. Electromagnetic field is the most familiar
example. It is created by an electric charge, extends all over the space-time, and the quanta
related to this field are known as the photon. The electromagnetic field is static when the
charge as a source of this field is not moving. When this charge is vibrating, it produces
an electromagnetic wave. Historically, Planck proposed that the blackbody radiation is a
collection of countable quanta of this electromagnetic fields, namely photons. This is the

origin of quantum theory.

In 19th century physics, waves can only be transmitted by using such a vibrating medium.
Before the advent of relativity, people believed that electromagnetic fields are transmitted
trough a medium which was called the ether. The second postulate of special relativity
ruled out the prediction of the ether, and people began to consider that the vacuum has
the property of producing all kinds of fields, whose excitations are observed as quanta or
particles. Studying the particles and fields in this direction is a branch of theoretical physics
known as quantum field theory (QFT). Quantum Field Theory (QFT) is the mathematical
and conceptual framework for contemporary elementary particle physics. In a rather informal
sense, QFT is an extension of quantum mechanics combined with special relativity. QFT

deals with particles and fields, i.e. systems with an infinite number of degrees of freedom.

An example of QFT, and the most successful one, is quantum electrodynamics (QED).
QED is the quantum theory of electromagnetism. The final and complete form of QED was
proposed by Feynman, Schwinger, and Tomonaga independently, and gave them the 1965
physics Nobel prize. QED explains how matters interact with electromagnetic fields from

the relativistic point of view. One of the successes of QED, for example, is the accurate
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prediction of the g-factor! of muon [61],
(QT_2> = (116584718.10 + 0.16) x 10~ '*. (3.1.1)
n
This number is supported by the experimental verification [61],
(?) = (116592080 + 54) x 107'*. (3.1.2)
n

This is one example, among many others, that QFT gives us a picture on how the universe
works in a great accuracy.

Symmetry is an ingredient in constructing a QFT. Symmetry is the cornerstone of contem-
porary physics. It plays an important role in understanding the fundamental interactions. As
a QFT, QED possesses the Poincare symmetry, i.e. the translation and Lorentz symmetries.

A theory which consists of field ¢(z) is said to have the translation symmetry
' =2%+a%, (3.1.3)
which leads to a field transformation

¢'(x) = Ula)p(x), (3.1.4)

leaves the theory to be invariant. The operator U(a) = exp(ia*p,) is an unitary operator for
a finite translation, and the momentum operator p, = —i0,. To verify this operator, assume
that the translation (3.1.3) is infinitesimal, i.e. a < 1, hence the translation operator U(a)

can be approximated up to the first order in a,
U(a) =1+d"0,. (3.1.5)
Applying this operator to x¥ gives us

Ua)z" = (1+4a"d,)z" =2"+a" =2"", (3.1.6)

which is the translation operation.

'Without taking the relativistic effect into account, g-factor is given by the formula g = 2mwr, /¢B, where
wy, is Larmor frequency, B is magnetic field, m is mass of particle, and ¢ is particle’s electric charge [61].
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Lorentz transformation deals with an anti-symmetric tensor w*” as the transformation

parameter,

/
ot =t =2t 4 wha.

The field transformation related to the coordinate change in (3.1.7) is
U
exp §w Juw

Jw =1 (2,0, — x,0,) .

where

Hence we have

(e 7/ v\«
oz = §w,w(<]“ )s zP

(3.1.7)

(3.1.8)

(3.1.9)

(3.1.10)

Now we would like to see the generators associated with this kind of transformation. Up

to the first order of dx, the variation of the fields can be read as

6 = ¢ (2’ — ) — ¢ (x) = —62%Dp0p () . (3.1.11)
Plugging the “shift” of position (3.1.10) into the last equation, we have
1 o 1 y
S = Wi (J") 70,0 (z) = §wWL“ o(z), (3.1.12)
where
L = — (J")5 2P0, = (atp” — 2¥p") . (3.1.13)
The operator p* above is the momentum operator, p* = —i0*. One can check that the the
operator (3.1.13) satisfies so(3,1) Lie algebra,
(L, LP7) = i (P L — L7 — @ LM 4 " L) . (3.1.14)

The numbers 3 and 1 in the parentheses of this group’s name are related to the signature

of the spacetime under consideration, (—, 4+, +,+), i.e. 3 positives and 1 negative. If only

we are working in the four dimensional Euclidean space, so instead of using the Minkowski

metric 7" in (3.1.13) we have the delta Kronecker 6#”, then the group symmetry is SO(4).
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3.1.2 Squared Casimirs in Poincare group

We have understood that the Poincare group is built of momentum and Lorentz generators,
p, and L, respectively. In quantum mechanics we know that a quantity which is invariant
under a transformation commutes with the generator of the corresponding transformation.
For example the Heisenberg equation of motion,

.dO

— = [0,H
Zdt [07 ]

where H is Hamiltonian of a system, and O is a quantum mechanical operator. We un-
derstand that the Hamiltonian H is the generator of translation in time direction. The
commutativity between O and H reflects that O is a conserved or invariant quantity in time
evolution.

In Poincare group, the generators are responsible not only for the translation in time,
but also the translations in space, and the rotational and boosts transformations as well.
A quantity that commutes with all Poincare group generators is invariant under all of the
transformations contained in the Poincare group.

A squared Casimir operator, or squared Casimir for short, of a group is constructed by the
group’s generators and commutes with all generators in the group. For Poincare group, there
are two squared Casimirs. The first one is squared momentum, p? = p#p,,. It is easy to check
that [p?, p,] = 0. The commutation between p* and the generator of Lorentz transformation

L, =i(x,0, —x,0,) can be computed as
[p? L] = =i [0%0a, (2,0, — 2,0,)] = —i [0%, (2,0, — 2,0,,)] 0o — i0® [Ou, (2,0, — 1,0,)]

= — i [(NapOy — Naw0y) 0% + 0% (MapOy — NawOy)] = 0.

For massive scalars, the invariance of p? under all Poincare transformations can be understood
as the invariance of mass since the eigenvalue of p? for the scalar wave function ¢(z) is m?.
The second squared Casimir in Poincare group is the squared Pauli-Lubanski operator,

W? = WHW,, where the Pauli-Lubanski operator is defined as

1
WH = =e"p, Ly (3.1.15)
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For massive particle at rest, the eigenvalue of this squared Pauli-Lubanski operator is —m?s(s+
1). We notice from this operator, one can identify the mass and spin properties of a parti-
cle. Furthermore, these two properties are expected to be invariant under translations and
Lorentz transformations. Algebraically it means this squared Pauli-Lubanski operator must

commute with all generators in Poincare group.

3.2 CFT in D dimensions

3.2.1 Conformal Group and Algebra

Conformal field theory can be considered as a class of quantum field theory with conformal
symmetry. The conformal symmetry preserves the form of the metric tensor to an arbitrary

scale factor A (z)
v (2) = A* () gy (2) (3.2.16)
where p and v indices run from 0 to (D —1). We assign i, v = 0 to represent time coordinate.

The set of transformations that preserves (3.2.16) in Minkowski spacetime? are

Translation : 2! — 2" +a", (3.2.17)

Rotation : 2 — Mtz”, (3.2.18)

Dilation : 2/ — Azt (3.2.19)

Special Conformal Transformation (SCT) : a* — oo b (3.2.20)

1—2b- x4 b2,

where o and 0" are constant vectors, A is a scaling parameter, and M/ is the Lorentz
transformation matrix. We notice that (3.2.17) together with (3.2.18) are just the Poincare
transformation. We are already familiar with this transformation in the discussions of rel-
ativistic field theory. The expression (3.2.19) is the dilation transformation, which is also
known as the scaling transformation. This kind of transformation is not too bizarre, since

we can check that the free Maxwell equations®

2 20
VzE:a—E and VQB:aB

T T (3.2.21)

“Minkowski spacetime is associated with metric tensor 7, = diag(—1,1,1,1).
31n the absence of electric charge and current.
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xH4/x-x M XU/ x"x!

Figure 3.1: The illustration of a special conformal transformation (3.2.20).

are invariant under the dilation transformation (3.2.19). The vector fields E and B in the
last equation are the electric and magnetic fields respectively. Perhaps, the most peculiar
transformation that build the conformal symmetries is the equation (3.2.20). Figure 3.1
shows how this special conformal transformation works. Transformation (3.2.20) shifts the
point z* to 2’* where between these two points there are two inversions and one translation.

For each of the transformations in conformal symmetry, there is an associated generator.

The followings are the generators of the symmetries in conformal field theory,

Translation : P, = —id,, (3.2.22)
Rotation L, =i(x,0, —x,0,), (3.2.23)
Dilation : D= —ix-0, (3.2.24)
SCT : K,=—i(2z,z-0—2%),). (3.2.25)

We have seen how the generators for translation and Lorentz transformation work in the
previous section. Now we will verify the dilation and SCT generators. We set that the dilation
parameter is «, hence the corresponding finite dilation transformation can be performed by

using the operator

Up = exp(iaD), (3.2.26)
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hence for the infinitesimal o we can expand the exponentiation above up to the first order,
Upa® = (1+ax-0)2° = (1 + a)z® = \a?. (3.2.27)

In the last equation, the dilation parameter A\ has been identified as o+ 1. Hence, we can see
that D in (3.2.24) is really an operator that generates dilation. The generator for SCT can
be verified by using similar way, where the finite SCT can be written as an exponentiation,
Uscr = exp(ib- K). Here 0" is the SCT parameter. The infinitesimal SCT then can be read

as

Usora? ~ (1 +ib'K,) 27 = 27 + V" (22,2"9, — 2°0,) a°

=17 + 2VV'z,27 — 2°b° . (3.2.28)

An algebra of a group is represented by the commutation relations between each of the
group generators. The conformal group generators are given in (3.2.22) - (3.2.25), hence
the algebra of conformal group basically will be constructed by all of these generators. The

commutations between generators in (3.2.22) - (3.2.25) are

D,P,|=iP, , [D,K, =—iK,, (3.2.29)

K. P,] =2i(nuD — L), (3.2.30)

Ko, L] = 2i (75, K, — 10,K,) (3.2.31)

[Po, L] = 2i (o, Py — 0o P) (3.2.32)

Ly, Lps] = @ (MupLio + MpoLivy — upLlive — Mo L) - (3.2.33)

It is not easy to see what kind of group algebra associated with conformal group by looking
at (3.2.29) - (3.2.33). However, in four dimensional Minskowski spacetime, we know that the
equation (3.2.33) is just the so(3, 1) algebra.

Nevertheless, to see what kind of the algebra for conformal group in D dimension, we may
define generators J 4p which is antisymmetric in A and B, i.e. Jap = —Jp4. The indices A
and B have two extra numbers compared to p or v, i.e. A, B = —2 —1,0,1,....(D —1).
The relations between Jyp with the generators in (3.2.22) - (3.2.25) can be written as

J,2’71 =D , J*LH‘ = (P# + Kﬂ) , J*QHU = (P,u — KH) s Jl“/ = L,u,ll- (3234)

N —

79



Thus from the algebra that we already have in (3.2.29) - (3.2.33), we can show the corre-

sponding algebra for J 4p is

[Ja,Jep] = i (MapI e + nBcd ap — nacIsp — nBpdac) - (3.2.35)

We observe that the equation (3.2.35) is very similar to (3.2.33). This signs that they are
the same type of group algebra, but different in “size”. We know that (3.2.33) is just the
Lorentz group which in D = 4 is isomorphic to SO (3,1). Therefore the algebra (3.2.35) is
so (D + 1,1) for the metric tensor nap = diag (—1,+1, ..., +1).

After discussing the group algebra in conformal symmetry, we would like to see the
infinitesimal coordinate transformation associated with this symmetry. Let us start with a

local* infinitesimal transformation,
at = o =gt 4 et (x) . (3.2.36)

We will see that the conformal transformation in D dimensions can constrain the general

form of €# (z). Under (3.2.36), a metric tensor g,, transforms as
G = Gy = Guv + Ouy () + Oy () (3.2.37)
Subsequently, from (3.2.16) we can write

Ouey (x) + Ope, () = B () 9w (3.2.38)

which yields the relation A% (z) = 1+ (z). The equation (3.2.38) can be simplified by taking
the trace on both side. This is done by multiplying both side with ¢"* which yields

%a e=f(x) . (3.2.39)

In the last equation we have used the relation g, g" = D where D is the number of spacetime
dimensions.
Consider the Euclidean spacetime flat spacetime in D dimensions, then the corresponding

metric tensor has the form g¢,, = diag(1,...,1) which is simply the Kronecker delta §,,. In
~——

D—entries
this case we have

2
Ouer + 0,e, = 58 €0, (3.2.40)

4Here local means coordinate dependent.
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and furthermore after applying 0" and 0, successively to (3.2.40) and exchanging the indices

i and v, we can obtain

(D —=2) 0,0, +6,,0)0 -2 =0. (3.2.41)

The last expression is quite important since it tells us that e () depends on z at most in
quadratic term. The number of generators that build a conformal group in D dimension can

be calculated as

N s 1)2(D 2 (3.2.42)

3.2.2 Energy-Momentum Tensor in CFT

Related to the coordinate transformation (3.2.36), the tensor energy momentum 7" can be

defined as
1
59 = / dPxTH9,e, = 3 / dPxTH (9,42, + Oue,) - (3.2.43)

The symmetric behavior of energy-momentum tensor 7}, under its index permutation allow
us to perform the last step in (3.2.43) where the factor half appears. The integrand of (3.2.43)
can be manipulated by using (3.2.40) to be

1 1 1
§TW (Ouew + 0uey) = BTWQ’“’ (0-¢)= ETIjL (0-¢€).

The invariance of action, 6.5 = 0, for the non-trivial € yields the tensor energy momentum

T* must be traceless. This property will play an important role in the next sections.

3.3 Conformal Field Theory in Two Dimesions (CFT5)

3.3.1 Conformal group in 2 dimension

CFT in two dimensions are special. They have an infinite numbers of symmetry generators
[62]. In this subsection we discuss in detail the coformal transformation for 2 dimensional

spacetime. From (3.2.40) where the indices p and v run only from 0 to 1, we have

8050 = 8151 s 8051 = —8180 . (3344)
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The two equations in (3.3.44) remind us on the Cauchy-Riemann equations in complex anal-

ysis. Hence we could introduce the following identifications
z=2a"+izt | z=2"—izl, (3.3.45)
together with the corresponding partial derivatives
Oy =(0.+05) , 0=1(0,—05) . (3.3.46)
In this complex coordinates z and Z, the conformal transformations are
z—2=f(2) and z—7Z =f(2). (3.3.47)
Furthermore one can check under transformation (3.3.47) the metric changes as
df df df |?

2 _ - “ e 5 — | 7. 3.4
ds® = dzdz — 7 dZdZdZ ‘dz dzdz (3.3.48)

According to (3.2.42), for D = 2 there should be only six generators for a conformal group
in 2 dimensions. Nevertheless, it turns out not to be that simple. We already know that in
the original x coordinates, the expansion of € in term of x can be at most in quadratic form.
The existence of (3.3.44) in 2 dimensional conformal transformation allows us to perform the

following expansion

o0 o0

e(z)= > en(=2"T") and £(2)= ) & (") (3.3.49)

which is known as Taylor-Laurent expansion of ¢ (z) at the origin. Then to the first order in

e, the difference of a scalar function ¢ (z, z) before and after transformation is

oo

(szq—¢@jy:@@ﬂa+aaéyﬂaa::}:(%%+a£mw@a. (3.3.50)

n=—0oo

In getting the last expression we have defined the generators
ly=—2""0 , l,=-2""0, (3.3.51)

with @ = 0, and 0 = 9. One can check that the generators in (3.3.51) obey the following

commutation relations

Lyl = (=) by o [lnyln] = (R =) lpie , [lnslm] = 0. (3.3.52)
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The first commutation relation in (3.3.52) is one copy of the Witt algebra, where the
second one is clearly another copy. At this point a question may arise, how can the confor-
mal transformations in two dimensions are constructed by an infinite number of symmetry
generators instead of six as it should be from the formula (3.2.42). Now let us just examine a
copy of the Witt algebra generators {l,}. It is easy to notice that there are some singular [,,’s

at z = 0. We can check that the collection of [,,’s which are singular are those for n < —1.

Furthermore by performing coordinate changing z = —w™!, we have
1 n—1
l,=— <——) Ow (3.3.53)
w

which is not singular for n < 41. Therefore, we conclude that the two dimensional conformal
transformations are globally defined only for the symmetry generators {l_1,lo, 11 }. The Witt
algebra for these three generators is nothing but the sl (2, C) algebra

[lil, lo} = :Fl:tl R [l+7 l_] = 2l0 . (3354)

That is why the presence of SL (2, C) symmetry, or its subgroup SL (2, R), hints the existence

of two dimensional conformal symmetry.

3.3.2 Primary fields and correlation functions in CFT,

A primary field ¢ (x) in 2 dimensional spacetime with planar spin s and conformal dimension

A, under conformal transformations z — w (z) and z — w (2), transforms as

&(2,2) = ¢ (w,w) = dw - 0_1? _hqb(z,Z) : (3.3.55)
0z 0z
In (3.3.55) we have defined the holomorphic (right) and antiholomorphic (left) conformal
dimensions®
h:%(Aw) | B:%(A—s). (3.3.56)

If the fields ¢ transform as in (3.3.55) only for w (z) € SL(2,C)/Z,, then we name this type
of ¢ as quasi-primary fields. We may notice that all primary fields are quasi-primary ones,

but not vice versa.

5In the next chapter, the holomorphic and antiholomorphic conformal dimensions are also called the left
and right conformal dimensions respectively.
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Now we will determine the 2-point and 3-point functions in 2 dimensional CF'T solely

driven by the conformal symmetry itself. From the scale invariance z — Az we have®
(01 (21) b2 (22)) = A2 (g1 (Az1) d2 (M22)) - (3.3.57)
Dicatated by translation and rotating symmetries, the 2-point function must be in the form
(01 (21) 92 (22)) = [ (|21 — 22) - (3.3.58)

Furthermore by combining the conditions in (3.3.57) and (3.3.58), we could write the 2-point

function as

Cra
(91 (1) 92 (22)) = o (3.3.59)
This result for 2-point function can be extended to the D dimensional case,
Cha
(91 (1) P2 (72)) = 1 — 2 (3.3.60)

where x1 and x5 denote the two points in D dimensional spacetime.
Since the special conformal transformation is simply an inversion that is followed by a
translation, then the last constraint that can fix our 2-point function is the necessity to

1

be invariant under an inversion z — —z~ . Finally the 2-point function for 2 dimensional

conformal field theory can be shown to have the following form

Cio |21 — 2|7 for hy=h
61 (2) o () = § 2T 1=t (33561)
0 for hl # hg

In the case of ¢ depends on both z and Zz, it would be straightforward to find the corresponding
2-point function as
hi =hs =h

(01 (21, 21) P2 (22, Z2)) = Cha |21 — 22‘_% |z — 52|_2E if _
hi=hy=h

(3.3.62)

Previously we have encountered the Witt algebra (3.3.52), which is the commutation
relations between generators of conformal transformations in 2 dimensions. Furthermore this

algebra can be extended by introducing the central charge quantity. This extended algebra

5Consider that we are dealing with holomorphic dependent field only. Nevertheless the discussion will be
the same for the anti holomorphic dependence where in addition to h we also have to add h.
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is called the Virasoro algebra and will reduce to the Witt algebra for the vanishing central
charge. There is a tricky way of deriving the Virasoro algebra, which is by looking at some
constraints given by the generator’s indices and the Jacobi identity between generators. The

general form of the Virasoro algebra can be expressed in the following way:
[Lim, Ln] = (m —n) Lyyyn +cp(m,n) , (3.3.63)

where p (m,n) is a function that depends on indices m and n € Z. We could notice from

(3.3.63) that p (m, n) must be antisymmetric in m and n exchange, i.e. p(m,n) = —p(n,m).
Then one can manage such that p(1,—1) = 0 and p(n,0) = 0. This can be seen by
redefining

f}nELn—i—w for n#0 |, EOELO‘FM- (3.3.64)

The next two steps to determine the exact form of p (m,n) are checking the following

Jacobi identities
[[Lm’ Ln] ) LO] + [[Ln? LO] ’Lm] + HLOa Lm] ’Ln] =0, (3'3'65>

Lty Lol s Loa] + [[Lns Lot s L] + [Lers Loyia] , L] = 0. (3.3.66)

From (3.3.65) we can see that only if n # —m which provides a non-vanishing p (n, m). Then
by combining this fact with the previous ones that are supported by (3.3.64), we conclude
that p (m, —m) will be non-zero only for |m| > 2. Finally, by normalizing’ p (2, —2) = 1/2,
(3.3.66) gives us

1 [ m+1 m(m? —1

Finally the Virasoro algebra can be written explicitly as

Ly L] = (m — 1) Lipyn + 1—02 (m® = 1) G0 (3.3.68)

3.3.3 Energy-momentum tensor for CFT,

As a tensor, the covariant (lower indices) energy-momentum tensor is transformed as

, Ox* 02
= D g

(3.3.69)

“This normalisation is taken to provide us the central charge of free boson to be unity.
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for the coordinated change from z* to x2*. We focus on the two dimensional CFT, and
switch from the two dimensional Euclidean coordinate z° and z! to a complex plane with

the coordinates z and z, where the relation between these coordinates are

¥ = % (z4+2) , 2'=—(2-2). (3.3.70)

Hence, the energy momentum tensor components in Euclidean and complex plane has rela-

tions
0z 02 0xY ozt ox! ozt 1 _
Tzz = gngo + 2 82 az TOl + az aZ T11 - Z_l (Too - 22T01 - Tll) y (3371)
0x® 00 0x° Oxt ox! Oxt 1
Ty = ——1T4 2 T, Ty = — (T, 20T —Th) 3.3.72
0z 0z T oz 9z Tz gz 1 Too + 2070 = Tn) ( )
0x° 0xV 0x® Oxt 0x° ozt oz ozt 1
T =T = s 9 Tt e T g s Tt gz g T = g oo ) =0
(3.3.73)

The last equation is understood to be vanished due to the fact that the energy-momentum
tensor in CFT has a vanishing trace. From this last equation we can also conclude that

Too = —T11, thus from (3.3.71) and (3.3.72) we can obtain

1 _ 1 .
1., = B (Too — 1Tho) , Tiz = 5 (Too + iTho) - (3.3.74)

The condition 07}, = 0 obtained from translational invariance can be read in more detail

oy T My 0Tn
T A I (3:3.75)

Now we would like to see the dependence of T,,(z, z) and Ts:(z, Z) with respect to z and Z.

At the moment, we consider that both functions depend on z and z. One can verify that

8jjzz aTZE
0z 70 0z

£0. (3.3.76)

However, it is interesting to find that

or.. 1 ( 0 0 1 (aToo 0Ty 0T aTlo)

i\ (Toy — iTha) = =
83:'0—{_28951)( b — iT10) 4\ 020 T 0t T "ox0 T aad

0z 4

1 OTOO 8T01 8T10 8T1 1

= — —1 =0. 3.3.77
4 | 0z + ox! ! 00 + ox! ( )
_— _—
8#Tu0:0 8“TH1:0
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0T

1
0z 4

( 0 _ zi) (Too + iTh0) = }l (aTOO _ 20w ;9T aTm)

00 ozl 09 ! ox! ! 09 ozl

1| 0Tho OTon .| 0Ty = O1n

=—- | — =0. 3.3.78
4 | 0x° + ox! + 020 + ox! ( )
— —_—
8“‘TM0=0 OrT,1=0

Therefore, from the last two results (3.3.77) and (3.3.78) we can conclude that T, is holo-

morphic function, and 7% is anti-holomorphic function,

T..(2,2) =T(2) , Te(2,2)=T(2). (3.3.79)

3.3.4 CFT on the torus and Partition Function

Before we discuss some properties of a CFT on the torus, we analyze some behaviors of a
CFT on an infinite cylinder. Recall that we are working on the CFTy where the coordinates

are 2° (time) and z! (space). Let us now define w as the coordinate on a cylinder
_ 0 1
W=z +ir, (3.3.80)

with identification

w ~w + 20T . (3.3.81)

Let the time coordinate x° has an infinite range. The identification (3.3.81) can be viewed
as a gluing of the spatial coordinate edges in our infinite strip as illustrated in figure 3.2.

The mapping between a cylinder with coordinate w and a complex plane with coordinate
z is given by

Z=eV =t (3.3.82)

The initial time translation 2° — 2% + a in our new complex plane is identified as a complex

I — 2! + b becomes a rotation z —

dilation z — ez, while the initial space translation x
(cosb+isinb)z. The illustration of this mapping is given in figure 3.3.
Under the mapping (3.3), a primary field transforms as

ey, (w, @) = (2—‘;) - (%) B O (2,2) =27 (2, 2) . (3.3.83)
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Figure 3.2: A cartoon illustration to construct a cylinder from a two dimensional
strip. In the figure we have considered that the edges of our z! coordinate are z! = 0
and z! = 2.
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Figure 3.3: An ilustration for the cylinder to complex plane mapping.
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Here we assign ¢y, (w, W) as the fields defined on the cylinder and ¢ (z, Z) as the fields defined
on the complex plane. To be simple, we can focus on the holomorphic part only, i.e. there is

no dependence on z, which gives us

h
Peyl. (W) = (2—3) b (z) = 2" Z Pz = Z(bnz’" - Z(bne’"w . (3.3.84)

Next we study the transformation of the energy-momentum tensor 7'(z) dictated by the
mapping (3.3.82). In general, the energy-momentum tensor is not a primary field. The

transformation of the energy-momentum tensor under a general mapping z — f(z) is given

by

a2

02\ 20z 9z 3 [82)\°

is called as the Schwarzian derivative. In (3.3.85) one may observe that the energy-momentum

T(2) = (af> T(f)+ 2557 (3.3.85)

where

tensor becomes a primary field with the conformal dimension h = 2 when the theory under

consideration is centerless, i.e. ¢ = 0. For z = €%, the corresponding Schwarzian derivative

is S (z,w) = —1/2. Hence the formula (3.3.85) gives us the energy-momentum tensor on the
cylinder
9z \> c 9 c
TcylA = a—w T (Z) + ES (Z, U)) =z‘T (Z) — ﬁ . (3387)
By plugging the Laurent expansion for this energy-momentum tensor
T(z)=>)» 2""L, (3.3.88)
nez
where
1
L,= 5 dzz"tT (2) (3.3.89)

the reading of (3.3.87) becomes

“n C C “n _n
T =Y Loz = 2= (Ln - ﬂanp) =S (Lep), 2, (3.3.90)

neL nez nez

where
c

(Leyr),, = (Ln - ﬁénO) : (3.3.91)
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Figure 3.4: Cartoon description of a torus.

The zero mode of Laurent expansion coefficient above is shifted due to the presence of central

charge,

C
(Lcyl.)o = LO - ﬂ . (3392)

After discussing some CFT properties on an infinite cylinder, now we perform an analysis
for a CFT on a torus.

To make a torus from an infinite cylinder, we need to cut the cylinder and glue its
edges together. In the complex plane, as depicted in figure 3.5, we can construct a torus
by identifications of each points which differ by a linear combination of the two basic lattice
vectors. Nevertheless, it is possible that our torus gets twisted before gluing, which is reflected
by the presence of real part of modular parameter 7 in the figure 3.5. Hence the modular

parameter which is defined as

T =T +im (3.3.93)

describes the shape of the torus.
We now derive the proper partition function for CF'T on the torus. The path integral over
all paths z(t) with an Euclidean action Sg(z), subject to the boundary condition z(0) = z(5),

gives us a partition function reads
Z = /Dx exp (—Sg (x)) = Trexp (—5H) . (3.3.94)

As usual H in the last formula stands for the Hamiltonian of the system, and (3 is the inverse

of temperature T', § = 1/kgT.
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Figure 3.5: Lattice of a torus.

The Hamiltonian H in (3.3.94) is a generator of time translation. On the torus, the CFT
evolves with respect to the complex parameter 7, whose real part is considered as spatial and
the imaginary part is (Euclidean) time. Therefore, in the absence of translation in the real

part of 7, then the partition function on the torus can be read as®
Z =Trexp (=2 H) . (3.3.95)

When the torus gets twisted, i.e. the real part of 7 presents, the corresponding partition

function now reads

Z =Trexp (—2n(roH — i1 P)) . (3.3.96)

In the field theory, we already know that the Ty, component of energy-momentum tensor
is the energy density, and the Tg; is the momentum density related to the translation along

k. In regard to the CFT on the torus, we can get the corresponding

spatial dimension x
energy-momentum tensor obtained from the one defined on cylinder (3.3.91). Hence the

Hamiltonian and momentum operator can be obtained as

1 1 _
H= 5 / dz' Ty = 7 ]{ (Teyr. (2) dz + Toyp. (2) dZ) (3.3.97)
1 1 i ~ o
P= [ de'To =5 (Teyr. (2) dz — Tup. (2) dZ) (3.3.98)

[19%2]

8The 2 factor appearing in the partition function is the periodicity of the coordinate, and the factor “
comes from the fact we are working in Euclidean time.
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respectively. It follows that, on the torus, one can write the Hamiltonian operator as

c = c
H=Ly— —+Ly— — 3.
0~ 51 + Lo 21 (3.3.99)
and the momentum operator as
c = c
P=Ly———Lo+—. 3.1
0~ o o+ 21 (3 3.100)
This yields the reading of the partition function on a torus becomes
Z (1,7) = Trqlbo—z)7g(Lo=a)7 (3.3.101)

where ¢ = exp (2im) and ¢ = exp (—2im).

3.3.5 Cardy Formula for Entropy in CFT,

In a general treatment, the modular parameter 7 can be shown to be transformed as

ar + b

%—
T cr+d’

(3.3.102)

where

€ SL(2,2)/Z,. (3.3.103)
c d

This transformation is known as the modular transformation. In particular, a modular

transformation that has a specific form
T— —1/T, (3.3.104)

is known as the modular S-transformation. Pictorially, we can depict this mapping as in figure
3.6. The shaded areas in the figures (a) and (b) describe the unit lattice of the same torus.
The invariance of torus with respect to this S-modular transformation restricts the partition
function for a CFT on the torus (3.3.101) to be invariant under the same transformation, i.e.
Z(1) = Z(—1/7). The partition function on the torus of modulus 7, in the absence of the

central charge, reads

Z(T, 7__> — Tr 62mTLo€—2m‘ﬂi0 _ Z ,o(h, B)e2wih76—2nifzf ' (3.3‘105>
h,h
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Figure 3.6: Lattice of a torus.

In writing the last formula, we have used the eigen equations

Lo |h,h)y =h|h,h) , Lo

hh) = h

h.h) , (3.3.106)

and p(h, h) is the density of states with eigenvalues h and h.
To simplify the discussion, we treat 7 and 7 as two independent complex variables. Hence,
q = €™ and ¢ = e ?™7 are also independent each other. Computing the density of state

p(h, h) can be done by performing the integration,

_ 1 dg dq _
plbh) = s [ e 2l (3:3.107)

Another simplification can be performed by considering that the partition function that
depends only on ¢ for a while, and restore apply the result as if it depends on ¢ also at the

end. From (3.3.105) we can do the following trick,

~ 2mic

Z(r) = e Z(7). (3.3.108)

Now we employ the S-modular invariance for the partition function,

2mic 2

Z(t)=e2Z(-1)7)=e

2mic 1 ~

s Z(—1/1), (3.3.109)

Tic
24 Te

which gives us the integration to get the density matrix

2mic 2mic 1

214 T 24 ?Z(—l/T) . (33110)

p(h) — /d76—27rih7'6
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In evaluating (3.3.110), we can apply the saddle point approximation, i.e. separating the
integrand into a rapidly varying phase and a slowly varying prefactor. In the original proposal
by Cardy where he discusses the CFTy on an infinite long strip, the lowest energy of the
system depends linearly on the length of the strip, i.e. Ey ~ [ where [ is the strip’s length.
Accordingly, we are allowed to consider the case of asymptotic h, since we know in the
absence of Ly in the theory, the Hamiltonian of the system is just L,. Hence for large h, the

extremum of exponent in (3.3.110) is obtained when

T~ in/c/24h . (3.3.111)

Substituting the result (3.3.111) back into the integral (3.3.110), we obtain

p(Lo) =~ exp {2#\/ %} , (3.3.112)

which is known as the Cardy formula. Accordingly, by taking into account the contribution

of anti holomorphic part in the theory, the Cardy formula for entropy can be read as

L L
Scardy = 27 <\/CL6 0 4 \/CR6 0) . (3.3.113)

Sometime the holomorphic part is called as the left mover version of the theory, where the

associated central charge is ¢y, and the anti holomorphic part is called as the right mover
one, where the corresponding central charge is cg. Alternatively, since we know that the

Eigenvalue of Lg is energy FE, hence the reading of this Cardy formula can also be

E E
Sardy = 27 <\/CL6 Ly \/CRG R) . (3.3.114)

In the last formula, quantities with subscript “L” which stands for “left” come from the

holomorphic side of the theory. The subscript “R” which stands for “right” represents the
anti holomorphic contribution. These “left” and “right” terminologies are analogous to the
left and right moving of the traveling waves, y = Asin(kz 4+ wt) and y = Asin(kzx — wt)
respectively. Writing 2° = kx and 2! = —iwt allows us to rewrite the left moving wave
solution as a holomorphic function, y = Asin(z), and the right moving wave as an anti

holomorphic one, y = Asin (2).
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In fact, there is a relation between entropy, energy, and temperature,

0s 1
— == 311
oE T’ (3:3.115)
which allow us to rewrite the formula (3.3.114) as
2
SCardy = ? (CLTL + CRTR) . (33116)

The form of Cardy formula for the entropy of a two dimensional CFT as expressed in the
last equation is the one which is widely used in the discussion of Kerr/CFT correspondence,

which is the main topic of this thesis.

3.3.6 CFT, scattering cross section

An amplitude responsible for the emission of a particle with frequency w is written as [67]
M ~ /dt (flO (@) ]i)e ™", (3.3.117)

Using this amplitude, the rate of emission can be obtained by squaring and summing over

all final states

Z |MJ? ~ / dtdt’ (i| OF (t) O (') i) e 1) (3.3.118)
f

where the sum over all final states has given us the identity matrix. We observe that this

rate is proportional to the correlation function

/dt (OT(0)O (t))ye ™", (3.3.119)

where the initial state |i) has been taken to be a vacuum |0) and the intial time ¢’ = 0.
Field theory on a cylinder has been used as a model in describing a system with finite
temperature. Previously, we have discussed in details about the CFT on a cylinder. Here
we will apply it to discuss a thermal system. The temperature is introduced as an inverse of
the circumference of the cylinder. A specific mapping between an infinite flat plane with the

coordinate z to a cylinder with the coordinate w is given by

L 2
w:%lnz : z:exp%. (3.3.120)
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Hence the transformation of two point function (O(z)O(z’)) where O(z) is a local operator
with conformal dimension h can be read
o) - () (£) o0 3:3.121)
w1 Wo = dw . dw s 21 Z9 . ..
Using the transformation (3.3.120) and the two point function constrained by the conformal

symmetry (3.3.59) gives us

2mexp (7 (wg — wz)/L))zh (3.3.122)

(O (w1) O (w2)) = ( (21— 22)/L

from the equation (3.3.121). As we are discussing the finite temperature case, inserting the
temperature T to the formula can be done by considering that the cylinder circumference
is proportional to the inverse of temperature T, i.e. L ~ 1/T. By using the formula of
hyperbolic sine

_ exp(z) —exp(—x)

sinh(z) = 5 , (3.3.123)

we can perform some algebraic manipulations on (3.3.122) which gives us

(0T(0)O (1)) ~ <smh7r(%t)> . (3.3.124)

Our next task is to compute (3.3.119) by using the last equation. Using some complex
analysis, the authors of [67] obtain the result as

YT

o (o) o)
sinh (7T't) 21T

0

This rate is important later in establishing the microscopic dual calculation for absorption

2
(3.3.125)

cross section.

3.4 AdS/CFT proposal

3.4.1 Introduction

In 1993, 't Hooft [10] proposed the holographic world idea, which was pushed further by

Susskind with some more concrete examples [11]. An important finding in this holographic
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world studies is the conclusion where the number of microstates of matter (quantum theory)
in two spatial dimensions (area) is equal with the number of microstates of black holes (grav-
itational theory) in three spatial dimensions (volume). Our best understanding of matter
comes from quantum theory. In the other side, a black hole is an object in a gravitational
theory. The gravitational theory could be the Einstein theory or beyond. This relation
between the numbers of microstates in quantum and gravitational theories, in different di-
mensions of spacetime they are living, becomes a remarkable hint in the search of quantum

gravity theories afterwards.

The AdS/CFT correspondence, or AdS/CFEFT duality, relates a quantum field theory
(QFT) in D — 1 dimensions and a quantum gravity theory in D dimensions. The AdS/CFT
duality is a concrete realization of the holographic world proposal. This duality says, in
some limits, that a string theory on the manifold AdSpy; X M is equivalent to a specific
D-dimensional conformal field theory living on the boundary of AdSp,;. Here M is the
compactification manifold. This proposal was given by Maldacena in his celebrated paper
[9]. Yet, he did not specify how exactly these two distinguished theories are mapped each
other. A detailed proposal on how the quantum field theory is mapped to the gravity theory
in supporting Maldacena’s idea was given by Gubser, Klebanov, and Polyakov [68] and by
Witten [69].

The AdS/CFT duality is a discovery in the context of superstring theory. Superstring
theory itself needs some extra dimensions. Consequently, it is quite natural to suspect in the
context of holography, a quantum field theories that is holographically dual to the gravity
according to superstring theory would live on the hypersurface embedded in a higher di-
mensional space where the superstring theory lives. In the development of this AdS/CFT
duality, studies of this subject has been expanded to several domains. They include the
studies of quantum field theories at the strong coupling, physics of black holes, relativistic
fluid dynamics, and even some applications in condensed matter physics [70, 71, 72, 73, 74].

This reflects how remarkable this idea is.

Witten’s prescription of the precise mapping between a gravity theory in the bulk and a
conformal field theory on the boundary related to the AdS/CFT correspondence [69] has a

close relation to the Kadanoff-Wilson renormalization group approach in the study of lattice
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systems. Let us consider a system where there is no gravity in a lattice with the lattice
spacing a and the Hamiltonian

H =Y Jiz,a) O'(z) . (3.4.126)
In the Hamiltonian (3.4.126), the variable = denotes the lattice sites and the operators O
is coupled to the sources (could be coupling constants) J;(x,a) at the point x of the lattice.
We include the argument a associated with J;, to stress the point that J; corresponds to
a lattice spacing a. In the renormalization group approach, we coarse grain the lattice by
expanding the lattice spacing and by replacing multiple sites by a single site. In this process,
the Hamiltonian (3.4.126) does not change, but different operators are weighed differently.
Accordingly, in each steps of coarse grain, the couplings J;(x,a) change. Suppose that we

double the lattice spacing in each steps, it will affect the couplings J; as
Ji(z,a) = Ji(z,2a) = Ji(x,4a) = Ji(x,8a) = --- . (3.4.127)

In this process we observe the dependence of sources with respect to the scaling which allow
us to write the sources as J;(z,u), where u = (a, 2a,4a, - --) is the length scale of a system
under consideration. The evolution of the couplings with the scale is determined by flow

equations

u% Ji(z,u) = @(Jﬂx,u),u) : (3.4.128)

where f3; is the so-called S-function associated with source .J;. At weak coupling, the (;-
functions can be determined by using perturbation theory.

According to the AdS/CFT proposal, we consider u as an extra dimension. In this point
of view, the succession of lattices at different sizes, i.e. different values of u, are considered
as layers of a new higher-dimensional space. In addition, the sources J;(z,u) are regarded as

fields in a space with the extra dimension wu,
Ji(z,u) = ¢i(x,u). (3.4.129)

The dynamical equations for the sources ¢;’s will be dictated by some action. Specifically
in the AAS/CFT duality, the dynamics of the ¢;’s is coming from some gravity theories.

Consequently, we can consider this AdS/CFT duality as a geometrization of the quantum
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Figure 3.7: Tlustration of the gravity theory lives in the bulk and field theory lives on
the boundary according to the AdS/CFT correspondence.

dynamics described by the renormalization group. The microscopic couplings or sources of
the field theory can be identified to be the values of the bulk fields living at the boundary
of the space with extra dimensions. That is why we mentioned that the field theory lives on
the boundary of the higher-dimensional space, which we call as the bulk, where the gravity

theory lives. Figure 3.7 illustrates this idea.

The same tensor structure must be shown by the associated field theory operator and
quantities in the gavity theory. Therefore, a “bulk” scalar field will be dual to a scalar oper-
ator on the boundary, a “bulk” vector field A, will be dual to a current J* on the boundary,
and a “bulk” graviton field g,, with spin-two will be dual to a symmetric second-rank tensor

T,

w on the boundary. This 7}, will be naturally identified as the energy-momentum tensor

T, of the boundary field theory. In the next two subsections, we show how to verify this
AdS/CFT correspondence by matching the two point functions on each sides of the duality,

for scalar and vector fields.

3.4.2 AdS/CFT two point function for scalar fields

In this section, based on [69, 75], we will review the gravitational two point function for

free massless scalars in AdSp,; background, and match this two point function from the
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prediction of CFTp. Let us start by writing an action for scalar fields in AdSp,1,

S (¢) = % / AP /]910,00" . (3.4.130)

In the action above, and in the rest of this AdS/CFT computation, we will use the measure
V/]g] instead of /=g, due to the fact that one can use the Lorentzian or Euclidean version
of the AdS spacetime. In the case of Euclidean, as the one that we will use in this and next
subsection, all signatures in the spacetime will be positive, hence we do not need the negative
sign inside of the square root. In the case of Lorentzian, as we use in the other sections which
are related to the Schwarzschild and Kerr spacetimes, the negative sign is needed to make
sure the quantity inside of the square root will be positive. The corresponding equation of

motion for ¢ from this action is

\/Llﬂa“ (Viglors) = 0. (3.4.131)

The field ¢(x) has a definite value ¢o(z’) on the boundary, where x € AdSp,, and 2’ € EP.

Here EP is the D dimensional Euclidean flat spacetime. The spacetime metric for an AdSp.q

spacetime reads

D

ds? = (a°) Y (da*). (3.4.132)
k=

0

Now, we would like to find the Green function solution to the equation (3.4.131),

1
ﬁau <\/|g|8“K (z, x')) ~0. (3.4.133)
g
In the AdS/CFT discussion, the Green function or propagator K (z,z’) is called as the bulk-

to-boundary propagator. Once we get the solution for this propagator, the solution for scalar

fields can be written as
o) = [ dPK (wa)on (o). (3.4.134)
ED

Following Witten [69], the integrand in (3.4.134) is evaluated in Euclidean space (3.4.132).
The coordinate z* for k = 1, ..., D are coordinates of the boundary, E”, and the boundary

is placed at 2° = 0. The component of metric tensor for this spacetime then can be read as

G = (2°) 28 Vgl = @)7PF g = (a0)P (3.4.135)
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The solution for K(z,2’) is given as [69]

0 D
K (2°,%:7) = C( ’ ) : 3.4.136
( ) (x0)2 + ’f . ;Z”‘Z ( )

where C' is some constants. This propagator solution satisfies the Laplace equation (3.4.131)
for 2° # 0 and T # 7.

Witten used a trick to derive the propagator solution (3.4.136). Initially, we could discuss
the equation (3.4.131) at 2° = co. Therefore, only the coordinate z° which matters in this

consideration, and the corresponding equation is

9 <\/@80K (xo)) —0. (3.4.137)

Furthermore, since 8° = ¢%°9,, and the propagator K is a function of 2° only, we can rewrite

the last equation as

%((mo)pﬂd%lof( ($0)) -0, (3.4.138)

We can try the ansatz K (2°) = C (2°)" to solve equation (3.4.138), where C' is just some
constants. We can find that this ansatz solves the equation (3.4.138) with P are the roots of

P(P-D)=0. (3.4.139)

The solution P = 0 cannot fulfill our boundary condition at z° = 0, where we are expecting
K (z,2') reduces to a delta function at the boundary z° = 0. Therefore, the accepted solution
is

K (2°,#00) =C (mO)D . (3.4.140)

We add the argument oo inside of the K function’s dependence to show that this solution is

obtained for the condition z° = oco.

However, the boundary where the field theory lives is taken at 2° = 0. Therefore we need

0

to map the solution (3.4.140) from z° = oo to 2° = 0. As can be seen from the appendix D,

the appropriate mapping is
0

O m
- ——. 3.4.141
@ +I7 P R
Hence, under this mapping, the propagator solution (3.4.140) transforms to
20 b
(2°)" + |7 |
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The classical solution (3.4.134) now can be read in detail as

0

¢ (2°,7) = c/de’ ((xO)Q - _fl|2>D¢0 (7). (3.4.143)

+ |2
According to Witten [69], the precise statement of AdS/CFT is
<exp/ ¢OO> = Zgrav (¢O) 5 (34144)
EP CFT
where
Zgrav ($0) = exp (=5 (¢)) . (3.4.145)

Inserting the solution (3.4.143) into the classical action (3.4.130), we have
— CD/dD dD /¢0 )¢0< )

—» _ —»/‘QD :

(3.4.146)

Plugging the action (3.4.146) into the formula (3.4.144)7 and using the quantum field theoretic

prescription to obtain the two point function from a generating functional yield

Py ($0) | _ 5S(9)
6600 (%) 0600 (') |y 000 (7) 060 (7)

(O (%) O (7)) ~

(3.4.147)

we have

(3.4.148)

~,2D
7|
which is what we expect for a two point function in a CFT (3.3.60) with the conformal

dimension D.

3.4.3 AdS/CFT two point function for gauge fields

We now turn our discussion to the gauge field case, where the mapping between the theories

in the bulk and on the boundary is the “vectorial” version of (3.4.144)

<exp/ AOJ> == Zgrcw (Ao) . (34149)
ED CFT

We restrict our problem to the massless Abelian gauge field A, case only. In general, it
can be extended to the massive non-Abelian case, where the associated gauge fields are Aj.
In the formula (3.4.149), J is a vector operator in a CFT. The associated source free field

equation for massless Abelian gauge fields in a curved spacetime is

@(¢EWW):0 (3.4.150)
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Figure 3.8: The illustration of the gauge fields on the boundary.

As usual, the field strength tensor F),, is
Fr = 9rAY — oV A" . (3.4.151)

We continue to follow Witten [69] and Petersen [75] in discussing the gauge fields in AdS
space. The equation (3.4.150) is known as the free Maxwell equation in curved space. In the
same spirit with the previous discussion for scalar fields, the first step here is to seek a way
in constructing a propagator which reduces to a delta function on the boundary, i.e. has the
form § (¥ — 7’) at 2° = 0. The gauge fields in the bulk can be written as a 1-form?, we expect
the propagator solution for equation (3.4.150) is also a 1-form. We are looking for a solution
in the form

A", 7) = a;(T )da" . (3.4.152)

Here we also use the trick as we performed before, getting the propagator first when the
boundary is placed at infinity, 2° — oo. In such case, the propagator will be # independent.
Since the gauge field A, is expressed in a 1-form, the same will apply to the propagator
solution that we are looking right now, i.e. the propagator is a 1-form also.

Hence, as the boundary is placed at infinity (the illustration is given in fugure 3.8 (b)),

we are looking for the 1-form propagator solution A = A;dz* where A, = f (%) and 7 > 1.

9A brief discussions on forms is given in appendix E.
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In general, the bulk 1-form gauge field is A = A,dz", where p > 0. However, since we
are discussing the dynamics of the fields at 2° = oo, we have turned off the degree of
freedom along #. Consequently, the corresponding field strength tensor FW associated with

the propagator A on this boundary is

o= TC) g,
df («°
FO — (ZCO)4 d(;;)
0
V]glF% = (xo)—"”%. (3.4.153)

Since A; is 2° dependent only, then all components of FW except Fy; or Fy are zero. Then

the equation of motion (3.4.150) gives us

d;;lo(\/gﬁm) - dio ((;cO)?"D dfdgﬁ )) =0. (3.4.154)

Xz

The function f(z") which solves this equation is
f(2%) = const. (2°)P~? (3.4.155)

which yields a possible solution for A as

- D—1 .
A=—— 2(x°)<D—2>dxl : (3.4.156)

We have set the constant in (3.4.155) to be (D —1)/(D — 2) for the latter convenient.
The solution A in (3.4.156) applies at 2 = oco. To map this solution to the boundary
2% = 0, we can use the mapping (3.4.141), which gives

_ D—1 0 D—-2 i
A- < L Q) d (1“—2) . (3.4.157)
D=2 \{@ + 7 @ + 17

It turns out that a nice result will be obtained if we remove the “pure gauge” part,

(%) d (((xo()f(:ﬁ;f;)l) (3.4.158)

from the solution for A in (3.4.157). Recall that in the discussion of free Maxwell fields, we

can perform a pure gauge transformation for the field solution

A A =A+da (3.4.159)
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which yields A’ is also a solution. The proof is very simple, since F = dA, then F' = dA’ =
dA which is clearly coming from the fact that d(da) = 0. Subtracting the “pure gauge” part
from the solution (3.4.157) yields

A = gi; (wzxj |:E’|2>D2d <<x°>2ﬁ E |2) D - 2 <<<x°§sz|;I€;D‘l)
1 0\D—2 z* 1
- m{(p”f . <<x0>2+f|2>mdo(gc02>2i+ )
0w () )

1 OND—2 i 1 (z i
= — <z z'd D — dx
53 (<<x0>2+\f12>D1) T

- ((@ngmfw) }

1 1 0yD~2,,.i _ i
- s | (@) + (0

- e ) @) (3.4.160

Therefore, the solution flu can be read from the last equation as

5 o\D-3 i ~ oyD—2
A - @) A= (z7) . (3.4.161)

(202 + [z )" (202 +1717)""
After applying the the transformation ¥ — ¥ — 2, we now have
T (xO)ng (x _ ‘,E/)i s ($0)D72
Ao =— N2 | 1= =n2\P-1 A = 02 e D1 (3.4.162)
((20)° + |7 —2T) ((20)° + |2 —Z7]7)

Now we arrive at the key point in the AdS/CFT prescription. The bulk field A (x°, ) can

be written in terms of the boundary fields a;(%) by using the bulk-to-boundary propagator

A(2° Z; 7') constructed from the solutions (3.4.162),

A7) = /de’A(xo,f;f’)ai(:f’)

D ./ (x())D_Q =/ 3
= d”x a;(Z")dz’
((x0)2 + ‘f — g 2\p-1

)
— (20YD=3 4,0 (v —a)'a;(2")
(27)""d (7 1|7 _fl|2)D1} : (3.4.163)

One way to express the delta function is [76]

. q
0 = lim ——. 3.4.164
(@) = lim ) ( )
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By changing p — 1/¢, the delta function (3.4.164) transforms to

) €
which can be generalized to
B
5(z) =li < (3.4.166)

=0 (2 4+ 17 )"
for 2 — D = 3 > 0. The last formula is singular at #? = 0 and vanishing elsewhere. As
we take the limit 20 — 0, the first term in the equation (3.4.163), i.e. the term that couples
to da', contains the delta function (3.4.166). Therefore, after the integrating over dx’, we
get the result a;(Z)dz’. The second term in equation (3.4.163), the term that couples to
dx®, vanishes as 2° — 0. This is not too obvious, but we can see this by considering the
contribution of (¥ — Z’) term after a delta function §(Z — &) applies to it, and Taylor expand
a;(Z") around Z. Hence, the field (3.4.163) will reduce to (3.4.152) as z" — 0.

We are now instructed to evaluate the classical action for the classical solution (3.4.163).

An action for the free Maxwell fields in the form language can be read as

1

S(A) = 1 / F A <F (3.4.167)
2 Jadspa

where F = dA and the associated equation of motion is dF = 0. By using the Stokes

theorem, this action can be read as

1 1 1
S(A) == dA N xF = — d(AN*F) == A NxF. (3.4.168)
2 2 2
AdSp i AdSp i 0AdSp 11

Hence, the action at the boundary of AdSp,, denoted by 0AdSp1, can be read as
S(A) ~ / APV hA D Fy, . (3.4.169)

In the integrand of boundary action above, n° is the normal vector of this boundary and h

is the determinant of boundary metric tensor

n, = (_E’O’ ., 0); nt=(=2°0,..,0) (3.4.171)



and vh = (2°)~P. Furthermore, the 2-form F = dA can be computed from (3.4.163),

F = (D—2)(ZE0)D—3dx0/\/de/<<x0)2 ji|(§/)_d§/|2)[)_1
2D =)t [ atar

o' — (") a;(2') (2 — (2')
+2(D — 1)<$O)D_3dxz A dxo/dDI,( ((Jfo)g _)f_ ;i z(f/|2)53 R

i /
—(2°)P3da" A da” / dPz’ ai@ ) 5 +-- (3.4.172)
(@7 + | 7 P)P

The dots in the last line of (3.4.172) represents the terms that are not needed in computing

the action (3.4.169). In fact, by using the relation dz® A dz® = —dz* A da®, we can get

a;(x')dz’
(202 + |7 — 7[*)P
a;(x")dx"
(@r+F-aPP
7' - diai(2) (2" — (2')")

F = (D- 1)(.7:0)D_3dx0/\/de'

—2(D — 1)(2°)P~1da" A /dD:E’

_ |7 —
—2(D — 1)(2°)? 3dx0/\/dD ! +--+(3.4.173)
()2 + |7 — @ '[*)P
The boundary action (3.4.169) can be rewritten as
S(A) ~ /de’(xO)_DJ“gAi(:EO, ZFy(2°, 7). (3.4.174)

Therefore, the components of F),, that we need to compute the action above are I,

(20 7Y = (g0)D-3 . D ./ a;(z')
A7) = @ {0 fae et

2D 1) [ @ (a -2y N
+O((x")P7h, (3.4.175)

which is the result in (3.4.173). Only the term with (2°)P=3 survives for 2° — 0, and we find

i - AY}
S) = [ @Prista(@ oy (@) (g - 2 o) — o) ). s
|© — 2| |© — 2|

The corresponding two point from CFT is

PIEIPACD p— {5ij—2<xi‘xi)(xf’|; = (34177

|.T _ f,‘Q(Dfl)
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which can be obtained by taking

02 Z raw (A) _ 2S(A)

(Ji(@)J;(Z)) ~ 57 V07| = B e ) (3.4.178)

a;
Hence, we arrive at a conclusion that the AdS/CFT conjecture works for free massless gauge

fields also.
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CHAPTER 4

KERR/CFT CORRESPONDENCE

In the previous section, we have discussed briefly the AdS/CFT correspondence. Apart
from the fact that it has changed the direction of researches in theoretical high energy physics
in the last seventeen years, it seems this duality proposal has no contact to the real black
holes phenomenon yet. In 2008, the AdS/CFT correspondence idea was extended to the case
of extremal rotating black holes, namely the Kerr/CFT correspondence [12]. This correspon-
dence may explain the real world since astronomical data supports the existence of the near

extremal rotating black holes [13].

In the same spirit with AdS/CFT, according to this Kerr/CEFT correspondence, a lower di-
mensional field theory defined on the boundary of the near horizon of extremal Kerr (NHEK)
can read “holographically” the semiclassical dynamics related to the Kerr black holes. In this
section, we will review the Kerr/CFT correspondence. We will start with the extremal case,
where we can obtain a central charge associated to the extremal Kerr black holes. This
central charge is derived in the same fashion as Brown and Hannaeux did for AdS;3 space
in 80’s [63]. The derivation of central charge for extremal Kerr black holes in this chapter
follows the method in [77]. It is natural to expect that the Kerr/CFT correspondence is not
an exclusive property of extremal or near extremal Kerr black holes. It must be the property
of generic or non-extremal Kerr black holes as well. However, one cannot show the conformal
symmetries of the near horizon of generic Kerr black holes. It turns out that the conformal
symmetry can be seen from the radial wave equation by using the low energy scalar probe in

the near region of black holes, as we will see also in this chapter.
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4.1 Extremal and near-Extremal Kerr/CFT

4.1.1 The NHEK geometry

The study of near horizon geometry [14] of extremal Kerr black holes, in many respects, shows
that a “small portion” of the spacetime in this region is similar to AdS, x S2. The “AdS”
structure that appears in this region of (extremal) Kerr spacetime is the signal for the possi-
bility in showing the conformal property of the near horizon of extremal Kerr (NHEK). Fur-
thermore, this conformal property motivates Guica et al [12] to calculate the corresponding
central charge of NHEK, by using the similar procedure performed by Brown and Henneaux
[63] in getting the central charge of AdS; spacetime.

In this section we will use the notations (f, r,0, (;AS) to represent the time, radius, azimuth,
and altitude coordinates of Kerr (2.2.158), to distinguish with those that represent NHEK,
(t,r,0,¢). Hence the Kerr metric can be read as

sin? 6
2

2
ds? — 2 (df — asin® gdg))Q + (72 +a2) o - ad£)2 + dit + p2ae?, (4.10)

p
where now A = 72 — 2M7 + a? and p* = 7% + a® cos® 0.

In getting the NHEK geometry, Bardeen and Horowitz introduce the transformation[14],

~

t

¢:¢_W’ (4.1.2)

N

t: pr—
o YT i oM

where A — 0 while (¢,y, ¢, 0) are kept to be fixed. The resulting metric after performing this

transformation is

—dt* + dy?

ds* = 2GJQ? ( ;
y

2
+do* + A? (d¢ - %) ) (4.1.3)

which is known as the NHEK spacetime, where

:1+Cos29 2sinf

P=—" A=——
2 ’ 1+ cos?6

(4.1.4)

This NHEK geometry is not asymptotically flat, i.e. taking y — oo of (4.1.3) does not
produce the Minkowski spacetime (2.1.5). One can see this easily from the fact that at the

limit A — 0, the “time” coordinate is restricted only ¢ — 0. We expect that a well defined
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global time coordinate will span —oo <t < oco. To get a set of global coordinates (r, 7, ¢),

we can do the following transformations

1

y = <COST\/1+7’2—|—T)_ : (4.1.5)
t = ysintv1+41r?, (4.1.6)

COST +rsinT
= ¢+In 4.1.7
¢ 4 < 1 +sin7y/1+7r2 ) ( )
This transformations yields the metric (4.1.3) becomes
d§:2Gﬂf(—u+ryh-+l+ 4wwWHVu¢+nh)). (4.1.8)

As it is mentioned in [14], the NHEK geometry has an enhanched symmetries compared
to the original (extremal) Kerr spacetime. We know already that a Kerr spacetime, whether
it is extremal or not, possesses a spacetime symmetry shown by two Killing vectors & and .
The NHEK geometry, instead of having just two Killing vectors, it has four which turn out
to be the representation of SL(2,R) x U(1) isometry group. The U(1) symmetry is generated
by

Co=—0p. (4.1.9)

and the SL(2,R) isometry group is generated by the Killing vectors

Jo = 20, (4.1.10)
~ 2sinT

Ji = 2sinT——=0, — 2cos7V1+r20, + ——0,,, 4.1.11
L ,f—— VT (4.1.11)
~ r 2cosT

Jo = —2008T—=—=0; = 2siIn7TV1 4120, — ——=0,. (4.1.12)

V14 r? V14 r?

4.1.2 The Asymptotic Symmetry Group and Diffeomorphism Gen-
erators

In [63], it is shown that by adopting an appropriate boundary conditions for AdS; spacetime

at spatial infinity, we can get a central term in the Poisson bracket algebra of diffeomorphism

charges. The corresponding central charge for AdS; spacetime is obtained after using the

classical to quantum transition prescription {, } o5 to [,] for the Possion bracket algebra of
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AdS; diffeomorphism charges at infinity where finally one can get the corresponding Virasoro

algebra for AdSs,
3l
- 2G

where the cosmological constant A = [72 and we have restored the Newton Gravitational

C

(4.1.13)

constant G. One of the important steps in getting this AdS; central charge is setting an ap-
propriate asymptotically boundary conditions for the metric components of AdS3 spacetime.
It is allowed to set some boundary conditions or fall-off conditions for such spacetime due to
the fact that this spacetime is not flat at infinity.

The lacking of asymptotically flatness of NHEK allows us to use a set of fall-off conditions
that is appropriate in giving us a non-trivial central charge after performing the Asymptotic
Symmetry Group (ASG) method. The ASG method is defined as the set of allowed diffeo-
morphism modulo the set of trivial diffeomorphism,

ASC — Allowed Symmetry Transformations

. 4.1.14
Trivial Symmetry Transformations ( )

Here “allowed” means the transformation that is consistent with the specified boundary
conditions, and “trivial” means the generator of transformations which vanishes after we
have implemented the constraints and reduced it to a boundary integral.

To determine the allowed difeomorphisms, we need to specify a boundary condition by
assigning the appropriate p € Z in each components of NHEK deviation metric h,,, = O(r7).
We choose the boundary conditions

her = O@?) hrp=0(1) hyg=0(
hor =hry hpp =0(1) hyo =0O(;) her = O(%)
hor = hro  hop =hes hog = O(:) hg, = O
hor =her hop=hyr  hg=he, = 0O(5

) h‘rr = O(i?)

(4.1.15)

S S |= 3=

The diffeomorphisms which preserve the boundary conditions (4.1.15) are of the form
1 1 1
(= [-ré(9) + O]0, + [0+ 0(5)0r + [e() + O3 + Oy, (4116)

where €(p) is an arbitrary smooth function, and C' is an arbitrary constant. The subleading

terms in (4.1.15) are considered as the trivial diffeomorphisms, and the leading terms

Ce = €(p)9y, — ra;(:;)ﬁr (4.1.17)
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is then the ASG of NHEK. By the periodicity ¢ ~ ¢ + 27, it is convenient to define €,(y) =

—e~ ™2 and (,, = ((€,). Therefore the vector (4.1.17) can be read now as
(o = —e M0y — inre 00, . (4.1.18)

It is clear that there is an infinite number of boundary condition that can be assigned, but
using different conditions may lead to the different physics. Under the Lie brackets, the
symmetry generators (4.1.18) obey the Virasoro algebra

i[Gms CalzB. = (M = 1) Gnn - (4.1.19)

The diffeomorphism ¢ is generated by a conserved charge Q¢[g] [12]. The Poisson bracket
between this conserved charges, say Q¢[g] and Q¢[g], is found to be the conserved charge of

commutation between two isomorphisms, Qc¢[g], plus a central term,

{Qc. Qetrp. = Qg+ KI[(. €], (4.1.20)

where the central term K [, ] is given by

Kmﬂzf&@Iw) (4.1.21)

The detail of 2-form k¢ can be read as

N % )
kC (g,uzu Eﬁg,ul/> = ?)Q_ﬂguuaﬁdx A d«rB, (4122)

where

h
Y = (YVHh — "V W+ §V”C“ — WPV M+ (VYR
h
— (Q“V”h — MV ,h"P + §V“C” — PV ,C7 + C,)V“h”") . (4.1.23)
In the last formula, the metric tensor b, is the variation of g,, with the deformation param-

eter &, i.e. hy, = Legu- A detail discussion in getting this central term is given in appendix

F.
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4.1.3 Central Charge

As we have seen in the previous subsection, we will need the Lie derivative of NHEK metric
tensor with the diffeomeorphism parameter is given in (4.1.15). To obtain a central charge
from the central term (4.1.21), let us start by writing the non-vanishing metric elements of
(4.1.8) are

Grr = —2GJQP((1+72) = A*r?) | Gt = Gop = 2GTQ* N1,

2G JO?
= 2GJNA? | Goo =2GJIQ? | G, = T
—+r

(4.1.24)

Jee
Accordingly, the contravariant version of these non-vanishing metric components can be read
as
i 1 B r
I 7 Taqur(ia?) Y T 2GI2(1+12)”
1 r? iy 1 14

Pt _ AT
g =

2GI2A2  2GIR(1+2) Y Taecu2 Y T aquar

—pt __ =ta

=9

(4.1.25)

In performing the computation of central charge, we need the following Christoffel symbols

an = _A—2 ) Ffﬂt = . - A% ) F:r = _L?
® 2(1 4+ r?) 1+72  2(1+72) 1472
A?r 1—172 A2r?
v = ——— 1% =0,T! =0, T¥%= . (4.1.26
» L rf » e y Lt 2(1+T2> + 2(1+T2) ( )

e T (1 +12)

Using the diffeomorphism parameter (4.1.18), the Lie derivative of NHEK metric tensor
hw = Le, G = V& + Vilap (4.1.27)
which equivalently can be read as

Le, G = £h0pGm + GupOu&h + 9o 0,EL - (4.1.28)

Therefore, the Lie derivative = L, g,,, = h,, can be obtained as

o ~ ., 4ine”"P G JO?
hrr = gnaTgrr + 297“T87‘£n - (1 4 7"2)2 ’

B . 2nlre” PG J0?
hrcp = grracpgn = - 1 +T2 )

her = £.0.Gu = 4inr’e ™ GIQ (1 — A?),

how = 200,0,67 = —dine” ™PGJIN*A?. 4.1.29
(2% peeoSn
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The contravariant version of the tensor metric components above are

2ine”"¥
h'f"f’ — =TT *T’T’hr’r - _ ,
g9 2GJO?
nre=¥ 1 r?
R = §TGePh,., = — _(_ _ _> ,
9 e = o0 0 \A2 ~ 1442
n27,.26—in<p

hrt —  FrT 7t<phr —_ _
T 97 e = TG0 1 )
2inrle=n¥

htt — —tt—tth 2—tt—tg0h —t<p—t<ph —
g g tt+ g g t(p+g g wP 2GJQ2(1+T2)27

inre”nY

GJQ2(1+r2)2’

ine”™ (1 r?(2+7?)

— | - —] (4.1
GJO? <A2 1472 ) (4.1.30)

The component of 2-form in the central term (4.1.21) that survives after performing the 6

he = g"g% hy + (3577 + 5957 ) iy + GG hyy =

hee = g7 g% hu + 25797y + §77G i =

integration and taking asymptotic r is

h
Kt o= & Vh— &L VR + §Vt§:n — WPV &0+ &y VNP
h
—& N'h+ &V b — §Vr§fn + PV &l — &y VTR (4.1.31)
In the last equation, we have replaced the diffeomorphism parameter ¢ to &,, in the tensor
k* which is given in (4.1.23). It is related to the case that we are dealing where rather than
having two different diffeomorphism parameters ( and £, we are discussing the central term

that depends on the diffeomorphism parameters which differ in their modes; i.e. K[, &,].

The fact that « is a free parameter in (4.1.38) allow us just to take the term that couple
to m? only after setting m + n = 0 in our k™ calculation. The reason is the terms that
coupled to m can be swept away by choosing an appropriate value of . Hence each terms

in k™ above can be computed as follows

EV B = € (0, + T8 R+ T8 B7) = €0 (1 + O, + 2T W' + 20, b + T% ht7)
imn?r?(r? — 1)e~(m+ne
2GIR(1+12)2
W = —HP(0,€], + TIE0) = —hP0,E, — hT(0,€, + TEL)
imn2r2eimin)e o
%ymu+ﬂy&__>’

n
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WOV & = W(0,6, + Thuér) = (WPTg, + h7'Ty, )E,
imn?r?(r? — 1)e~{m+ne
1GIR(1 + 22
é—mpvthrp _ ﬁlgrr(gttvthrp i gtavahm)

= &9 5" (Ohry — L5 hop — T7 hyo) + 0,97 " (Oalrp — T hap — T2 g )
= &.975"(—T{hor — Dihey) + €557 5900 hrg + £,5" 50 hr

+6,9" 9 (=T 8y — T8 iy

imn2r2e—imin)e (3 —r2 n )
~Y
b

2 —1(1472) \14+72 m
_gmpvrhtp = _gmpgrr<8rhtp + Ff‘ahap + Pfahw) - _gmrgrr(arhtr + Fithtr + Ff‘cph‘pr + F:rhtr)
; 2,.2 ,—i(m+n)e 4
e (1 - —) , (4.1.32)
AG T2 (1 +r?) 1472

where at the final result of each terms above, we keep only those which give m? contributions.
However, the condition m = —n is not applied yet at the moment. As we take the limit of
r — oo, many terms above vanish, where finally we have

i(m — n)nle i mIn)e
2G JQ2

k= (4.1.33)

From (F.0.40) and (F.0.52), we get
f (dPx) k" = ]{ 2(d?x) k™, (4.1.34)
and explicitly one can show
(d?x), = 2(GJQ?)2A\*dOdyp . (4.1.35)

Consequently, the central term (4.1.21) is obtained as

. B 9 ‘
K[fm, fn] — _% ]{ QJGQ2A26—z(m+n)<Pd9dS0
(4.1.36)
; . 2
et DL S (4.1.37)

2
The classical version of the charge ()¢, associated to the diffeomorphism parameter &, is
defined in (F.0.36). Before proceeding to the classical to quantum transition prescription,

ie. {,}pp— 1[,] transition, we redefine

Qe = Lin — iy, (4.1.38)



where « is some constants. From equations (F.0.36) and (F.0.52), it is easy to see that if
&m is scaled by a factor, the right hand side of (4.1.38) also needs to be scaled by the same

factor. Specifically, one has

Qe ) = Q-itm-mnsn = ~i(m = 1) (Lmin = aGnin ) (4.1.39)

Note that we have used the relation (4.1.19) in writing the last equation. Accordingly, from

equation (F.0.38), we can write

[Lm7 Ln] = i{ng 5 an}P.B. = i(Q[Em,En] + K[gma 571])
= (M —n)Lyn — 2m00p iy + iK[En, &) - (4.1.40)

Comparing this result with the Virasoro algebra,

(Lo s Lo] = (m — 1) Ly + 1—02m(m2 )i s (4.1.41)
gives us
. C 9 24«
Kl&m: &l = —zﬁm(m —1+ —)5m+n. (4.1.42)
&

From the last equation, we understand why the value central charge ¢ is controlled by the
coefficient of m? in the central term K|[¢,,,&,]. It is because we can choose an appropriate a
to remove the contribution of linear m in (4.1.42). Using the result for K[¢,,,&,] as obtained

in (4.1.37), the central charge reads

c=12J. (4.1.43)

If we restore the units in the calculation, where from the beginning of this computation we

have set that h = ¢ = G = kp = 1, the central charge (4.1.43) would be
c=2 (4.1.44)

Astronomical data strongly suggests that the astrophysical object GRS 1915+105 is a near-
extremal rotating black hole. It has the rotational parameter bound a > 0.98M [13], where
an extremal black hole has a = M. Therefore, the associated central charge for this object

would be ¢ = (2 £ 1) x 107, which is a large number.
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4.1.4 Temperature

The vacuum state near the Kerr black hole horizon is the Frolov-Throne vacuum [78], which
is a generalization of the Hartle-Hawking vacuum for Schwarzschild black hole. The Frolov-
Throne vacuum takes into account the rotation of black holes, from which a correction to the
Hartle-Hawking vacuum comes. To construct the Frolov-Thorne vacuum for generic Kerr,
starts by expanding the quantum fields in eigenmodes of the asymptotic energy w and angular
momentum m. As an example, we could write an expansion for scalar field ¢ as

® =" Gume " fi(r,0). (4.1.45)

w,m,

After we trace over the region inside the horizon, the vacuum is a diagonal density matrix in
the energy-angular momentum eigenbasis with a Boltzmann weighting factor

hw—QHm

e Tm . (4.1.46)

In the non-rotating case, Qg = 0, (4.1.46) reduces to the Hartle-Hawking vacuum.
A procedure to take the limit of the near horizon region and near extremal black hole [19]

allows us to have

ewitimd _ o= @Mw—m)ttimé _ o—inpttinié (4.1.47)

where

nyp=m, nrg =

(2Mw — m) (4.1.48)

>| =

are the left and right charges associated to 04 and ; in the near-horizon region. In terms of

these variables the Boltzmann factor (4.1.46) is

7hwfﬂHm ny nR

e Ty =e T Tr | (4149)

where the dimensionless left and right temperatures are

M M
T Tp="t—"" (4.1.50)

T, =+~
LT on(r —a)’ B oA,

In the case of extremal limit a — M, (4.1.50) reduce to

T,=—, Trp=0. (4.1.51)



4.1.5 Microscopic origin of the Bekenstein-Hawking-Kerr entropy

In the previous subsection, only one copy of the temperatures which is non-zero, i.e. T7p.
Accordingly, the associate central charge ¢, would be 12J. To get the corresponding black

hole entropy via CFT description, we employ the famous Cardy formula (3.3.116)

E
Sepr = 21/ CLT , (4.1.52)

where F' is the energy. Note that the formula (3.3.116) contains both left and right movers
contributions, where in the last formula we have only the left sector. It is related to the fact
that in the extremal case, there is only a single copy of conformal symmetry that we can read
in the NHEK spacetime structure. This conformal structure which leads to the computation
of central charge (4.1.43).

The first law of thermodynamics dictates that dE/ = T'd.S, so we could have

Cy, dE Cy, T
ds =21y | ——= = 2my | ——=dS, 4.1.53
CFT 6 \/E 6 2\/E CFT ( )

which provides us

E= %W2T2 . (4.1.54)

Hence we can write the alternative form of Cardy formula as

1
Scrr = gWQCLTL, (4.1.55)

after we plug the corresponding 77, rather than 7" in the last expression. Having in our hand
Ty, = 1/2m then (4.1.55) gives us
SCFT =2rJ (4156)

which is exactly what we have for Bekenstein-Hawking entropy of Kerr black holes (2.3.275)
after setting r, = M.

4.1.6 The bulk-to-boundary propagator and the 2-point function

The bulk-to-boundary propagator has an important role in the AdS/CFT correspondence

prescription to the holographic calculation of correlation functions. This prescription may be
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applied to the Kerr/CFT correspondence discussions. As we have briefly reviewed in section
3.4, the bulk-to-boundary propagator can be found by finding the Green function solutions
to the field’s equation of motion in the bulk with some requirements that must be satisfied on
the boundary. Nevertheless, performing the same prescription in Kerr/CFT discussion seems
to be very hard, due to the equation of motion that corresponds to a test particle in Kerr
background, as well as NHEK or near-NHEK, is much more complicated compared to those
in AdS. That is why, rather than deriving the bulk-to-boundary propagator in Kerr/CFT by
using Green function technique, we could simply dictate the form of this propagator. Indeed,
this way is less elegant compared to the case in AdS/CFT correspondence, but it is found
that this method works properly.

In this subsection we will discuss the bulk to boundary propagator that can be used in
Kerr/CFT correspondence. This propagator is proposed by Becker et al [18] where they dis-
cuss the near-NHEK case and employ the ingoing radial solution of the scalar wave equation
in the far or asymptotically region of Kerr geometry. Before we show the corresponding prop-
agator, let us discuss the near-NHEK geometry first, and get the the corresponding radial
solutions around this region. The near-NHEK spacetime is just a slight modification of the
NHEK geometry as we have discussed in the previous subsection. The modification is we
consider a Kerr black hole which is rotating near to the extremal case. Therefore, in this

case Ty — 0 and 7 — ry, but we keep the dimensionless near-horizon temperature

QMTH TH
Tr = = — 4.1.57
AP A7 (4.1.57)
fixed as A — 0. Accordingly, at this near extremality condition,
ry = M+ IM2rTr +O(\), (4.1.58)
a = M—2MO\rTgr)*>+O0(\?). (4.1.59)

In getting the near-NHEK (near horizon of the near extremal Kerr) geometry from the metric

(4.1.1), instead of using the transformation (4.1.2), we employ

~

{
= A— 4.1.
t AQM, (4.1.60)
r—r4
= 4.1.61
PN S (4.1.62)
N 2M o



which gives us the metric

2

ds® = 2JT [ — ArTR)dt® + —
s J ( r(r+4nTg) +r(r—|—47rTR)

+dO* + A* (do + (r + 27TTR)dt)2> . (4.1.63)

The metric (4.1.63) is referred as the near-NHEK metric.
Now we consider a scalar field on near-NHEK Kerr whose modes expansion can be read

as

O = e WM R(7)5(6) . (4.1.64)

We assign the “quantum numbers” ny and nr whose definitions are

1
nL=m, nR:X(2Mw—m) : (4.1.65)
These “quantum numbers” obey
e—inRt-l—inLd) — e—iwf—i—im(f) ' (4166)

w—m$)

The Boltzmann factor associated to the Frolov-Thorne vacuum state ise  7u . Identifying
the “Boltzmann factor” that comes from the microscopic one (left and right movers CFT)

and the macroscopic theory (semiclassical gravity), we may write

_w—mQpy _np nR

e Ty —e T Tr (4.1.67)

The last equation gives us the definition of the temperatures in left and right movers CF'T,

or the left and right temperatures for short

Ty — M ry — M
Thr = . 4.1.68
’ R 27T)\T+ ( )

="
LT on(r, —a)

In this near extremal limit, Tk and ng are kept to be fixed as Ty — 0 and A — 0. From the
definition of near horizon quantum number ng in (4.1.65), as A — 0 we have

m=~2Muw. (4.1.69)

In the other hand, the near extremal condition also tells us the angular velocity at the horizon

may be approximated as

Oy~ — . (4.1.70)



Therefore, we can see only the near superradiant wave modes m — m{ly — 0 which survive
the near extremal limit.

The radial equation of scalar wave in Kerr geometry (4.1.1),

82 2y 12
AR + 2(7 — M)O;R + (W ra X" L L e — KZ> R=0. (4.1.71)
By using the dimensionless redefinition
p="T* (4.1.72)
T+
the radial equation (4.1.71) reduces to
z(x+7y)R"+ 22 +714)R+(V-K,)R=0. (4.1.73)

In the equation above, the prime stands for d,, and the “potential” V is given by

[z(x + 2)m + T (m + 2:{,’?}%)]2 ‘

V=m?+ T p— (4.1.74)
If we consider the far region, x > 7y, the radial wave equation (4.1.73) becomes
2?R" + 2xR + (}lm2(2 +z)? +m® — Kf) R=0. (4.1.75)
The function
Rty = N {Ae_éimxx_éw 1F1(% + B +im, 1+ 20, imx)
+Be zimzy—3—F 1F1(% — [ +im,1 — 20, zmm)} (4.1.76)

solves the equation (4.1.75), where A, B are constant coefficients, and N is the overall nor-
malization to be determined later for convenience. The function | F,(a;b; z) is known as the
confluent hypergeometric function of the first kind whose integral representation can be read

as
1

/ et (1=t (4.1.77)

0

1F1 (asb; 2) =
The parameter /3 in solution (4.1.76) is defined as
2 2, 1
B° =Ky —2m +4—1' (4.1.78)
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Next we consider the near region, given by z < 1. The corresponding wave equation

obtained from (4.1.73) is

2
<;Z:”FR +m(2z + TH)>

R// 2 R/
x(x+71y)R"+ 22 +71H)R + pp P

+m?* - K, | R=0. (4.1.79)

The solutions to this near region equation are

—5(m—g)
=4 1) i
TH

near

Rzn _ Nx‘%(”“‘%) (

1 1
x5 F <§+5—¢m,§—5—z’m;1—z‘(m+QZ;R);—%> :

i ng
—5(m— 27rTR)

Ry = Nx%(er?”TR) (i + 1)
TH

1 . np 1 ngr ngr T
X oI (§+ﬁ+l2ﬂTR7§_6+ o TR l—i-z(m—l— 27TTR) —E> . (4180)

The integral representation of hypergeometric function that we used in the solutions above

is given by

c ! b—1 _p\e—b-1
oFy (a,b;¢;2) = ') /t ((11_ ti))a dt . (4.1.81)

These near and far regions coincide in an area, namely matching region. Therefore, the near

and far solutions will also coincide. In this matching region, the far solution reduces to
Rie — N (Am_%+’8 n B:p—%—5> (4.1.82)

which is obtained after taking the limit < 1 of the far solution (4.1.76). Taking this limit
to the far solution can be considered as the approximation of the far solution to the outer
part of the near region. In the other hand, taking the far limit of near solution can be done

by setting x > 7y of the solutions (4.1.80), which is

1_i(;m4+ R
R N72 et (4.1.83)

D(=28)0 (1—im =iz )7y TEAT(1-im— i) 7
x +

F(%—ﬁ—im)F(%—B—i%TR) F(%"‘ﬂ_i ) ( +ﬁ_i27rTR>

We only consider the ingoing one since we are discussing the wave that will penetrate to

the near-NHEK region. To get the coefficients A and B in (4.1.82), we can match solutions

123



(4.1.82) and (4.1.83), which gives us
T(28)0(1 — im — i)

A - TR Téfﬁfé(mﬂLz:i]T%R)
D(3+8—im)l(§+ 5 —igei) ! ’
['(—=268)(1 —im — 1522 148—i(mt B
B = — (=26) ,< : QWTRgR p2omatmtay) (4.1.84)
(3 =B—im)I(3 —B—izL)

2 2 2nTR

A form of the bulk-to-boundary propagator for scalar fields in Kerr/CFT correspondence
is given [18]

K(rt ¢t ¢) = / dm / dw R emmOmd) gt (4.1.85)
where R;’;ymp. is the asymptotic expansion of the ingoing radial solution in near region (4.1.80)

R™  (rym,w) ~ N[A(r_%w i (9(7‘_3/2“3)) + B(f%—ﬁ + O(r_g’/z_ﬁ))] .(4.1.86)

asymp.

Here, the normalization N is chosen to be A~!. Consequently, the propagator can be read as

K(o,t,r; ¢ 1) = /dm dw (r—§+5 + M r—;—ﬂ) e im(— ) Fiw(t—t) |
A(ng,ng)

B . N ’
~ path Sop—g)o(t—t)+ rm2B / dm dw —AEZ?Z]];; e Tim($=¢)Hiw(t=t)

+ ...
The leading behavior of the propagator
K(9.t,r:0/, 1) = 17 6(6 — ) (¢ — 1) (4.1.87)

is exactly what we expect from a bulk-to-boundary propagator, up to a scale factor to the

scalar field. Inserting the bulk-to-boundary propagator into

<O(t17¢1)0<t27¢2>> ~ / d¢dt \/__ggrr R(T’,t,¢; t17¢1)arK<T7t7 ¢a t2¢2> (45188)

r=rB

with rp is the radius of boundary, one can extract the two-point function behavior appropriate

for the retarded Green’s function:

B . .
(O(t1, ¢1)O(t, o)) ~ contact term + 3 /dm dw Me’m(@’d’l)“w(trm + ...
A(nr,ng)

(4.1.89)
Therefore, after performing the regularization, the retarded Green’s function can be read-off

directly from (4.1.89), and is
B(ng,nr)
A(TLL, TLR) ’

in agreement with the prescription in AdS/CFT [79].

Gr ~ (4.1.90)
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4.2 Non-Extremal Kerr/CFT

4.2.1 Wave equation and SL(2,R) squared Casimir
We start by writing a general form of our scalar wave solution which can be decomposed as
d(t,r,0,0) = e T R(1)S(H) . (4.2.91)

Plugging this ansatz into the massive Klein-Gordon equation

1

\/T_gaﬂ (V=99""0,®) + °® =0 (4.2.92)
gives us
5, (sn09,5 (6)) (&= 5”6 m? | 2a(A = (¢ +a%) mu
S (0)sing " o B Asin2 A
(r2 + a? — Aa?sin® 9) w? s 9 o 1
+ A — (r* +a®cos? ) p* = mﬁr (AOR(r)) . (4.2.93)

Initially, it was not expected that the scalar wave equation in Kerr spacetime is separable.
It was Teukolsky [80] who first showed that the wave equation for field perturbations in
the Kerr background are separable. Interestingly, this fact does not apply only for scalar
perturbation, but also for spins 1/2, 1, and 2. For the massive scalar perturbation equation

(4.2.93), the angular part of the equation is

2

sin sin? 6

[ ! gﬁg(sin 00y) — + (W — p?)a* cos? 0| S(0) = —K;5(0). (4.2.94)

The corresponding radial one can be read as

@Mriw—am)®  @2Mr.w—am)* r w? — p*r?| R(r
{(MA@T%L (r=r)(ry—ro)  (r—r)(ry —7r-) O RN AT | R

The constants K, are the corresponding eigen values on a sphere. Both of the two equations
(4.2.94) and (4.2.95) can be solved by using the Heun functions.

However, we can restrict our discussion to the low frequencies only, i.e. Mw < 1, hence
the last term in the square bracket of (4.2.95) can be neglected. Then the spacetime in our

discussion can be divided into 2 regions,

1
“Near” : r < —, (4.2.96)
w
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“Far” : r> M. (4.2.97)

Expression (4.2.96) means that the wavelength of our test particle is very large compared to
the radius of curvature, and (4.2.97) indicates the very far region from black hole horizon,

i.e. a large number multiple of M. This two regions overlap in the matching region
M<r<w!. (4.2.98)

The wave equation (4.2.95) can be solved both in the near and far regions by using some
special functions. In addition, to get a full solution, one need to match the obtained solutions
in the near and far regions along a surface in the matching region (4.2.98).

In the near region, the angular equation (4.2.94) for the low frequency of scalar field

reduces to

1 2
[. 500 (sin 60y) — m

sin sin? 6

S(O)=—KSO) , l=—m,..,+m. (4.2.99)

This is just the standard Laplacian on 2-sphere, where the separation constant is K; =

[ (I +1). Moreover, the radial one (4.2.95) becomes

2Mriw —am)*  (2Mr_w—am)® = .
[8T(A8r)+ e S B = 10 D RG). (12.100)

which can be solved analytically and the solutions are hypergeometric functions. We know
that an equation that is solved by the hypergeometic functions possesses SL (2, R) symmetry.

This hints us the hidden conformal symmetry that we will explore in the next subsection.

4.2.2 Hidden Conformal Symmetry

To show the SL (2,R) symmetry of the solution space for radial equation (4.2.100), first we

introduce the following coordinates

r—=ry
w+ _ 627TTR¢ ,
r—r_

wo = L genTie—t/2Mm (4.2.101)
r—r_

T~ T+ n(Tp+TL)¢—t/aM
r—r_ ’
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where

ry o Ty —T_
T, = Tgr = . 4.2.102
L dra T 4ra ( )

Accordingly, we can define the vector fields

H1 - Za+ ;
HO = 1 (U)+a+ + %yay) ,
H, =i <(w+)2 Oy + whyd, — y23_) , (4.2.103)

which obey the algebra of SL(2,R) group
[H(], H:I:l] = :!:iH:tl, [Hfl, Hl] = —QiHo, (42104)

and similarly for Hy and Hy,. It turns out the following vectors

Hl - 2(9, y
) 1
HO = 1 (w_a_ + §y8y) ;
A= i((w) o +wyd, - 0. ) (4.2.105)

are also the SL(2,R) generators, where they satisfy the algebra
[Ho, Hil] = :Fiﬁila [ﬁ,l, FIl] = —Qigo, (42106)

Writing the vectors above in {¢,r,0, ¢} coordinates, we can have

1 - M 2Ty, ( Mr — a?
Hoy = ie¥2Tre (iA1/28T+ (r )6¢+ L ( r—a )at) :

1/2 1/2
| . 2nlp \ A Ta \ A (4.2.107)
1 . L
Hy= —— 8, + 2iM L9
07 oy e T, O
and
i t . .
Moy = e 0otaln (£AV29, — S0, — M0, |
A2 A2 (4.2.108)

HO — 22M8t .
In group theory we learn about the squared Casimir, i.e. operator that commutes with all
generators of the group. In subsection 3.1.1, we have seen that p? is a squared Casimir in the

Poincare group. This squared Casimir, applied to the massive scalar wave, has the eigenvalue
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the squared mass of the scalar, m?. This mass is invariant under all fields transformation in
the Poincare group, which is the characteristic of squared Casimir eigenvalue.

The squared Casimir in the si(2,R) algebra, constructed by the vectors in (4.2.103) is

HQ == —Hg‘i‘(Hlel‘i‘Hlel)

1
= 3 (y*02 — y0,) + y*0,0_ . (4.2.109)
This squared Casimir commutes with all generators in (4.2.103),
[H?, Hy] =0, [H>,H_.] =0, [H* Ho| =0. (4.2.110)

From the other copy of SL(2,R) group, built from the generators (4.2.105), the corresponding
squared Casimir can be found to be

H = —H§ + (H1H—1 + Ef—ﬂfll)
1
= 3 (y*07 — y0,) +y*0,0_ . (4.2.111)
As the squared Casimir of the group formed by the generators (4.2.105), H? will commute

with those generators,
[H?, H,] =0, [H*,H_] =0, [H* Ho] =0. (4.2.112)

As we can observe, the expressions of H2 and H? in terms of {y,w™,w™} coordinates are
just the same, which means these two squared Casimir will have the same eigenvalue when
it applies to a corresponding eigen function. It turns out that writing these squared Casimir

in (¢,7,0, ¢) coordinates, we can get

2 2 2Mryw —am)®  (2Mr_w —am)?
HE =T = 0,(80) + T e (4.2.113)

which is just the operator that applies to R(r) in the left hand side of equation (4.2.100).

The eigenvalue of this operator is I(l + 1),
H>® =H* S =1[(1+1)P, (4.2.114)

which is clearly the conserved quantum number in this system. In this sense, we have shown

the hidden conformal symmetry for the generic Kerr spacetime which is read by putting a
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low frequency scalar probe in the near region of this spacetime. It is hidden since we cannot
directly see this conformal symmetry from the spacetime structure as the way we did for the
extremal Kerr case, i.e. we study the near horizon of extremal Kerr that can be shown to
have a conformal structure in subsection 4.1.1. To be more precise, unlike in the extremal
case where we have only a copy of SL(2,R) symmetry, in the non-extremal or generic case
we have two copies of this symmetry, denoted by SL(2,R), x SL(2,R)g. These two copies
of SL(2,R) symmetry are generated by the vectors (4.2.103) and (4.2.105). The symmetry
group SL(2,R); x SL(2,R)g is acting on the solution space of the wave equation, not in the
background geometry.

However, the vectors (4.2.107) and (4.2.108) is not periodic under the identification
¢~ Q+2m . (4.2.115)

This can be interpreted as the spontaneously symmetry breaking of SL(2,R); x SL(2,R)g
by (4.2.115). Hence, under (4.2.115) the conformal coordinates behave as

+ 47r2TRw+ 47r2TLw— 212 (Tr+Tr)

wh ~e , w ~e , yn~e Y. (4.2.116)

The identification (4.2.116) is generated by the element of SL(2,R), x SL(2,R)g group
g= 6747r2iTRH0747r2iTLFIO (42117)

which is the identification for a CFT partition function at finite temperature (77, Tg). So
the SL(2,R), x SL(2,R)g symmetry is spontaneously broken into U(1), x U(1)g subgroup
generated by (Hy, Hy) for ¢ ~ ¢ + 2.

4.2.3 CFT temperature and entropy

At a fixed radius, from (4.2.101) we can write the relation between the conformal coordinates

{w*,w™} and Boyer-Lindquist coordianates {¢,t} is

w = (4.2.118)
where
tJr = 27TTR¢,
i o (4.2.119)
oM~ Tk



This is precisely the relation between Minkowski (w®) and Rindler (¢*) coordinates.
Under the periodic identification of ¢ ~ ¢ + 27, the Rindler coordinates will have the
identifications

tT~tt AR T ~ U — AT (4.2.120)

Observing from Minkowski vacuum by tracing over the quantum state, we will get a thermal
density matrix at temperature (77, Tg). Hence Kerr black holes should be dual to a finite
temperature (17, Tr) mixed state in the dual CFT.

From the extremal Kerr discussion, we have obtain the value of central charge is 12.J.
Assuming this central charge can also be used in general Kerr black holes, so we have ¢, =

cg = 12J. Thus by using Cardy formula

71_2

SCFT = ? (CLTL + CRTR) s (4.2.121)

together with the CFT left and right temperatures (4.2.102), the CFT entropy is

SCFT == 27TMT+ == SBH . (42122)

4.2.4 Scalar absorption

In the near region, i.e. wr << 1, the ingoing solution of equation (4.2.100) is

i (w—mQpr)

_ 47T
R e 2129
AM? — 2Q° 0 —mly) T
x F 1+€—2’—Qw—|—im H,1+€—z'2Mw;1—i(w - H);T -
Ty — T 27TTH 27TTH r—ry

where the Hawking temperature for Kerr black hole is given by

1ry —r_

= — 4.2.124
8 MT+ ( )

H

The outgoing one can be obtained by taking the complex conjugate of the above solution,
Roui(r) = R} (r). The function F(a,b;c; z) in (4.2.123) stands for the hypergeometric func-
tion and Qy = a(2Mr,)~! is the angular velocity at the horizon. In the matching region, a

region where the far and near regions intersect, the ingoing wave behaves as

Rin(r > M) ~ Ar' (4.2.125)

130



with

[(1 — 2528 )11 + 20)
A= : e . . (4.2.126)
Fl14+/¢—i2Mw)(1+ ¢ — bWt 2 M)

r

Accordingly, the absorption cross section can be written as?

Oabs ~ |A|_2
2

— mf)
~ sinh | 2 IT (140 —i2Mw)|
2Ty

4M? '
r 1—|—€—Z w + ! mQH
Ty —T_ 2Ty

To compare the absorption cross section of a near-region scalar field in the Kerr black hole
background with the finite-temperature absorption cross section for the corresponding 2

dimensional CFT, we need explore the first law of black hole thermodynamics
TydS =0M — QudJ, (4.2.127)
where
S =2Mr, (4.2.128)

is the entropy of generic Kerr black hole. We identify w = dM and m = dJ. Then we look
for the conjugate charges  Er and 0 F, such that

Wy oE
_ 0br , OFR

08 = =+ T (4.2.129)

which again the left and right temperatures are given in (4.2.102). The solutions are

2M3
= 7 oM |
4.2.1
2M3 ( 30)
OFER = oM —0dJ,
J
which allow us to identify the left and right moving frequencies
2M3
wr, =0 = w,
7. (4.2.131)
2M
wr =0FR = 7 w—m.

IThe formula where oqps ~ |A|_2 is obtained after taking the ratio between the absorption flux as a

function of near region ingoing radial solution to the incoming flux as a function of far region ingoing radial
. _ Favs(Riltar)

SOI"JthIl7 Uabs — W.
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By using of the above formula, we can rewrite the absorption cross section as

2 2

L (4.2.132)

WR

Cabs ™~ TghL_lTIZ%hR_l sinh (& + ﬂ) ‘F(hL + Z.2WL )

T(hg+i
2T, 2T, )| ([t

)

21TR
which is precisely the finite-temperature absorption cross section for a two dimensional CF'T
in (3.3.125). In the last formula, we have left and right sector since the generic Kerr black
hole is conjectured to be dual to both left and right movers of CFT,. That is why we have

the product of these two CFT’s in the absorption rate formula above.
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CHAPTER 5

HiDDEN CONFORMAL SYMMETRIES OF CHARGED

ROTATING BLACK HOLES

The Kerr/CFET correspondence for generic Kerr black holes is established by showing the
hidden conformal symmetry of the system first. We learned in section 4.2 that the hidden
conformal symmetry appears in the radial part of scalar wave equation in the Kerr back-
ground. The scalar probe must be in the low energy condition and sitting in the near region.
In such case, the radial wave equation can be rewritten as the SL(2, R) squared Casimir eigen
equation. Subsequently, the Kerr/CFT correspondence in non-extremal case is established
by showing the matching of microscopic and macroscopic entropy, and also the agreement
between the absorption cross section computations from microscopic and macroscopic point

of views.

In this chapter, we extend the hidden conformal symmetry discussions to the charged
black holes, namely the Kerr-Newman and Kerr-Sen black holes. We also apply the idea of
deformed hidden conformal symmetry [36] to these charged black holes. For Kerr-Sen black
holes, the discussion of hidden conformal symmetry is extended to the extremal case, but
without the deformation consideration. It is because the deformation procedure works only
in the non-extremal condition. We also show an alternative derivation for the central charge
of Kerr-Sen black holes, where the result matches that of [16]. The materials in this chapter
are based on the paper [90] and preprint [111].
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5.1 Generalized Hidden Conformal Symmetry for Kerr-
Sen Black Holes

5.1.1 Twisted Classical Solution in Heterotic String Theory

Black hole solutions are contained not only in the general relativity theory, but also in the
low energy effective field theory describing string theories, for example the heterotic string
theory. In this subsection, we derive the spacetime solution in the low energy effective field
theory of heterotic string theory. The black hole solutions in the string theory framework may
have some properties which are qualitatively different from the ones that appear in ordinary
Einstein gravity. They may have more charges and fields, associated with the Yang-Mills
fields or the antisymmetric tensor gauge field, and a non-trivial dilaton field as well. When
all of these charges or extra fields vanish, the solutions reduce to the ones known in standard
Einstein gravity.

In [35], Sen constructed an exact classical solution in the low energy effective field theory
describing the heterotic string theory. His solution describes a black hole carrying finite
amount of charge and angular momentum. He used the twisting procedure, which generates
inequivalent classical solutions starting from a given classical solution of string theory. It is
found that the electrically neutral rotating black hole solution in string theory matches the
expression of Kerr solution. Therefore, the twisting procedure can be used to get the rotating
charged black hole solution in the low energy effective field theory of heterotic string theory
starting from the Kerr solution. In this subsection, we show as detail as possible on how Sen
obtained this rotating charged black hole solution in the low energy limit of heterotic string

theory.

Let us start by writing the low energy effective action of heterotic string theory,

1 1
S = / d*z/—ge™® <R — gFw k" + " 0,20,2 — -5 WHW) : (5.1.1)

Here g is the determinant of metric tensor g,,, R is the Ricci scalar, F),, = 9,4, — 0, A, is

the Maxwell field strength tensor for the vector fields A, the dilaton field is denoted by ®,
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and the tensor field with three indices H,,, is defined as
1
Hy = 0xBuy + 0y By + 0, By — 1 (AuF +AF,, +ALE,) (5.1.2)

where B, is an antisymmetric second rank tensor field. The term in (5.1.2) that contains A,
fields is called the gauge Chern-Simons term. In the other literature, the dilaton field may
be rescaled ® — 2®, together with another field rescaling A, — 2\/§Au and B, — 8B, to
give the same equation of motion [81].

In [82], Hassan and Sen show that a set of “new” fields {g/,,, Bl A, ®'} will satisfy the

same equation of motions derived from the action (5.1.1) if the relation between the “new”

and “old” fields are
det ¢’
n
detg’

M =QMQT | & =d 1 (5.1.3)

and each field contained in (5.1.3) is time independent. The matrices M and 2 are given by

(KT'=n) gt (K—n) (K'—n)g™ (K+n) —(K'-n)g'A

M=| (K'+np) gt (K—n) (K'+n)g' (K+n) —(K'+n)g'A |, (5.1.4)
—ATg (K —1n) —ATg (K +1n) ATg 1A
and
I7><7
Q= ... cosha sinha . (5.1.5)

sinha cosh«

The dots in (5.1.5) represent zero components in the matrix, and 77 is the 7 x 7 identity
matrix. The superscript T in the formula above denotes the matrix transposition. Each
of the matrices K, g™, and 1 are the matrix expressions of the tensors K,,, ¢*, and 1,
respectively. Sen shows the flat tensor metric 7, quite differently; the time component is

put at the right bottom corner instead of at the left top as usual,

100 O
010 0
n = (5.1.6)
001 0
000 -1
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It follows that, the matrix K in such convention will have the form

Krr Kr@ Kr¢ Krt

K- Ko Koo Koy Ko | (5.1.7)
Ko Koo Ko Ko
Ky Ky K Ky

whose components are given by

1
Ky = =By = g — 744, (5.1.8)

The associated column vector A, which contains the components of gauge fields A,,, is written

as
A,
Ap
A= . (5.1.9)
Ag
Ay
The fields {g:W, B, A, <I>’} and {g,w, By, A, @} that are obtained from (5.1.3) satisfy

the same equation of motions derived from the action (5.1.1). One can simply understand
the idea behind Sen’s work [35] as follows. We know that the low energy effective action
of heterotic string theory in four dimensions (5.1.1) reduces to the Einstein-Hilbert action
(2.1.33) when all the non-gravitational fields are turned off. It means that the solution to
the vacuum Einstein equations is also a solution to a set of equations of motion derived
from (5.1.1). Hence, by using equation (5.1.3) we may get a set of new solution where the
non-gravitational fields are not vanishing.

Since the Kerr metric (2.2.157) solves the vacuum Einstein equations, this metric is also
a solution of equations of motion derived from the action (5.1.1). To avoid the confusion
among the readers, in regard to our needs in this subsection, we rewrite the metric (2.2.157)
where the black hole mass is denoted by “m” instead of M,
o

d 2
ds® = —dt* + ¢* (d92 + L) + (7’2 + aQ) sin? 0d¢?® + dt — asin® 9d¢)2 . (5.1.10)

A
where o = r? + cos? 6 and A = r? — 2mr + a®. Sen showed from the Kerr solution (5.1.10),
one can use the equation (5.1.3) to get a new solution which contains more fields that appear

in the theory. In the followings, we will show in detail how this works.
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Starting from a set of fields where all the non-gravitational fields are vanishing, and the
gravitational one is described by the Kerr metric, the non-vanishing components of matrix

M in (5.1.3) can be read as

Grr Grr goo goo
My, = 900701 = 29009 = G 919°G00 + 2016" 1 Gro (“ 900 9 + gr” — 1)
— 9o Gt + Gi> ’ — o0 Jit T Grop>
2 2 2
_ — 1
My = 9o 9tt + gue + gt;p Jo¢ | Mg = My G ( oo gt + gt¢2 +1)
—96¢ 91t T Gt —96¢ 9tt T Gt

Mys = Mg = 9ro (=9o0 9+ 916" — 1) , Myy = —210” + 6" Gt — 9o 9t T 2 G Gt — Goo )

—9o6 Git T Gip” —9o¢ Git + Gip”
2 _ 2 o — 1 2 o 1 2
My — 90791 = oo 9u Jggw VA RO M VA U O
—Y¢¢ 91t + Gt Grr 966
— 1% gut + 910> (9o — 2 2(24 gu) — +1)°
Moo — (996 —1)" gu + geo <§¢¢ ) My = %0 (2 + g1) — goo (%tt ) (5.1.11)
—Y¢¢ 9it + Gt —Y¢¢ Gt T Gip

We have used the notation Mj;, where the indices ¢ and j run from 1 to 9, to denote the
j-th row and k-th column component of matrix M. Since the matrix M depends only on the
tensor metric for Kerr spacetime g,,,,, and we know that the metric tensor is symmetric under
its indices permutation, the tensorial notation Mj; of the matrix M is also symmetric under

j and k permutation.

The non-vanishing components of the transformed matrix M’ which obey the equation

(5.1.3) are

/ / / /
Mll == Mll 5 M15 == M15 5 M22 == M22 5 M26 == M26 5

_ Yt (=966 9ut + G1o> + 1) cosh

M; :M337 M; :M34,M/ :M37 M38
33 34 37 ) — oo gtt+gt¢2

Y

sinha (— + g2+ 1

Még _ Yo (—9s6 gut 29t¢ ) ML, = My Mi7 ~ M,
—9¢¢ 9tt + Gto

(916° 91t — 9o Gt + Yos) COSh

— o0 91t + Gis?

(916°91t — Yoo gu” + o) cOsha

My =
® —9op Gt + Gip?

/ P—
aM49_

)

cosh (a) gio (—1 + G062 — Gos ¢
My = Mss , Mg = Mes , Mz = Mrr , Mg = (@) gt ( t¢ - o0 Jtt)
—9¢6 Gt + Gie

ML — sinh (a) gty (=1 + Gro® — G Grt)
— oo Gt + Grg?

Y
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cosh? o (2 gt¢2 + gt¢2gtt — 9o gtt2 -2 9o Git — 9¢¢)

My, = :
™ 0o Git + Gio”
M. — cosh a (2 g16” + 916" 9t — 9oo Gu” — 2 Gos Gut — Jos) Sinh
% —9eé Git + Gtp” ’
i o (2 g2 2 _ 2 _ o9 _
M, = sinh” & (2 916" + Gro” 9t — Yoo Gut 9oo Gt — Goo) 7 (5.1.12)

—9s0 Jit + Gro”
and we find that M}, = M; ;. We now proceed to get the solutions of each fields g;,,, A, B,,

and @' from the transformed matrix M’ above. An explicit expression of M’ in terms of

A, K, g and nis

(K" =) g™ (€ =) (K"=n) g™ (K +n) — (K =p)g "N
M = <K’T+77) g (K —n) (K’T—H]) g K +n) - <K’T+77> g A |, (5113
—ATg (K =) —ATg N (K + 1) ATy A
where the matrices g’ and A" are the matrix expressions of the new metric tensor g, and

vector A, respectively, and the matrix K’ is the matrix expression of

1
- A (5.1.14)

K;/W = _B:J,l/ - g;uz

First, we would like to solve the tensor metric g;,,. The only assumption that we need to
make, as also mentioned in the original paper by Sen [35] where he is looking for an axially
symmetric spacetime, is that the only non-vanishing off-diagonal metric component is g£¢.

Hence, we are looking for a new metric, provided by the formula (5.1.3), in the form

gy 0 0 0
0 : 0 0

g = o0 R (5.1.15)
0 0 Yoo Yot
0 0 9£¢ it

It is quite tricky to get the solution for g’. Since in general the matrix M’ contains not only

9> but also A) and B,

1> we need to perform some operations to this matrix where finally

we can get a set of equations which consists of graviton g, only. In this regard, it would be

useful to show that the matrix M’ is composed by several block matrices, i.e.

A B C
M=|p e F [, (5.1.16)
G H I
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where from (5.1.13) it is understood that

A= (K’T—n) ¢ (K —n), B= (K’T—n) g (K +n), C=- (K’T—n) g A,
D= (K"n)g " (K —n), €= (K"n)g " (K +n), F=—(K"n)g ',
G=-A"g " K-, H=-A"g " (K +n),T=A"g A" (5.1.17)

The components of g’ can be obtained using the following equation,

A+E-B-D=4ng 'n. (5.1.18)

Explicitly, the right hand side of equation (5.1.18) can be expressed as

L0 0 0
gTT
=1 0 gée 0 0
dng’ n = . 5.1.19
g’ 00 e i (5.1.19)
9/¢¢9/tt+9'$¢ gl¢¢gltt+g/?¢
0 0 —__Yw - 49’44 .
9 609 1119 14 9 669" tt19 15

Plugging each components of M’ from the results in (5.1.12) into the left hand side of equation

(5.1.18), we get a set of equations for gj,,, whose solutions can be written as

2mra cosh® € sin? 6 p° + 2mrsinh? & «
/ 2 / 2 2 .
- _ , — y — + 2 S h a
1o p? + 2mr sinh® & T =72 omr+a2 70T F R Y
, (r? + a®) p* 4+ 2mra® sin? 0 + 4mr (r? + a?) sinh® ¢ 4+ 4m?*r?sinh* 2\ | p
= sin” 6 |
9 e p? 4 2myr sinh? S
2 2mr
gy = p . (5.1.20)

a p? 4 2myr sinh? 5

After having all the components of ¢, in our hand, the next job is to get the gauge field

A',,. It can be done by subtracting G and ‘H which gives us a set of equations for A’

G—H=2A"¢"y. (5.1.21)
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Inserting the components of M’ in (5.1.12) into the last equation yields

24! 24,
p = 0, ; =0,
Grr g@&
—Asgy+Argy mrasinh o
—9 569 + 9% (p? (r? + a?) — 2r¥m — 2a®>mr (1 4 sin®4))
—A'yd 1+ A'td 4y _ m?rasinh a (cosh a (a?r + r* — ra*sin®§))
0 091+ 91 p? (p? (r2 + a?) — 2r3m — 2a>mr (1 + sin*6))

(5.1.22)

m?rasinh a (ra?sin®6 +m=" (p*> — mr) (r* + a?))

p? (p* (r? + a?) — 2r3m — 2a®>mr (1 + sin”6))

The solutions to the last four equations for the gauge field Aj, can be obtained as

Al 0
Ay 0
Al B __ 2mrasinh asin? 6
¢ p2+2mr sinh? g
Al 2mr sinh o
| 7t L p2+2mrsinh? s

Now the only unknown fields contained in M" is the antisymetric tensor fields B},

the By, fields can be done by solving the following matrix equation,
D+E&—-A—B=4ng'K'.
It turns out that the only non-vanishing component of B, is

B B 2mra sinh? % sin® 6
tp = ~ Dy =

p? + 2mr sinh? S

Finally, the dilaton field ®’ is given by the formula (5.1.3)

. 2 «
N p? + 2mrsinh® §

¢ =1 >

(5.1.23)

- Obtaining

(5.1.24)

(5.1.25)

(5.1.26)

It is a common believe that a theory describes the real world if it is written in the Einstein

frame. The action (5.1.1) is still in the string frame, which is noticed from the coupling

between Riemann tensor and the exponentiation of dilaton, i.e. e"®R. The Einstein frame

version of (5.1.1) can be achieved by performing the Weyl rescaling of the tensor metric,

B
9w =E¢ 9w
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where ¢ fj; is the metric in Einstein frame, and ¢’ is the metric solution (5.1.20). Plugging

the dilaton solution (5.1.26) into the Weyl rescaling (5.1.27), one can obtain the metric

2_9 2 + 2myrsinh? ¢
prosmr e P 2 2 4 <p2 + 2mr sinh? %) d6?

ds's = —
g p? + 2mr sinh® & r2 4 a? — 2mr

4dmra cosh? 2 sin? 0 «

2 2 2\ 2 2 .9 2 2\ 1.2
— dtd —l—(r +a + 2mra” sin® 0 4+ 4mr (r° + a”) sinh® —
p? 4 2mir sinh? S ¢ ( )r ( ) 2

+4m?r? sinh? 5 ¢*, (5.1.28)

a) sin® @ 4
p? + 2mr sinh® ¢
where we have understood that ds'3, = g’fyd:v“dx”. The metric (5.1.28) describes a black

hole solution with mass M, electric charge ), and angular momentum .J after we redefine

QL 2M+V2Q
m=M oM’ € _—QM—\/ﬁQ' (5.1.29)

The rotational parameter a definition as the ratio of black hole angular momentum J with
respect to the black hole mass M is still unchanged. Hence, in terms of M and @, the metric

(5.1.28) can be rewritten as

2M dr?
ds% = —(1— Z20)df + pres’(—— + d6?)
PKS Aks
4AM 2Mra®sin® 6
— 7“2a sin? Odtdep + {r(r + 2b) + a® + Lszm} sin? 0d¢?,  (5.1.30)
PKS PKS
where
prs® = r(r+2b)+a’cos’0, (5.1.31)
Ags = r(r+2b)—2Mr+a*, (5.1.32)

and b = Q*/2M. Furthermore, the non-gravitational fields can be also rewritten as

1. r(r+2b)+a?cos?6

P = —=1 5.1.33

o r? 4+ a? cos? 0 ’ ( )

A, = %,2@, (5.1.34)
. 29

Ay = TQ“%, (5.1.35)
brasin® 6
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The outer horizon of black hole is located at r, = M — b+ /(M — b)2 — a2, while the

Hawking temperature, angular velocity of horizon and electrostatic potential are given by

V(2M?2 — Q22 —4J?

Ty = ATM(2M?2 — Q2 + \/(2M? — Q2)2 — 4J2) (5.1.37)
J

Qn = M(2M? — Q2 + \/(2M? — Q?)2 — 4J?) , (5.1.38)

Ve = Q/2M. (5.1.39)

For b = 0, all non-gravitational fields (3.2.19)-(5.1.36) vanish and metric (5.1.30) changes
simply to the metric of Kerr black hole. For generic non-zero b, the Kerr-Sen solution
(5.1.30) (along with the non-gravitational fields (3.2.19)-(5.1.36)) is an interesting gravita-
tional system in the context of string theory; quite different from Kerr solution in general
relativity. The Kerr-Sen black hole (5.1.30) approaches to the metric of charged Gibbons-
Maeda-Garfinkle-Horowitz-Strominger (GMGHS) black hole, which is a charged black hole
in string theory [83, 84]. The metric that describes this GMGHS spacetime is

2M oM\ 2
ds? = — (1 — T) dt? + (1 — T) dr? +r (r — %) (d92 + sin? d¢2) , (5.1.40)

where we have turned off the dilaton field. The Kerr-Sen metric (5.1.28) reduces to the
GMGHS metric (5.1.40) by setting the rotational parameter a — 0 followed by a coordinate
transformation r — r — Q*/M. Tt is clear that setting @ = 0 in this GMGHS metric, we
obtain the Schwarzschild solution (2.1.50). Consequently, for the low energy limit of heterotic
string theory, we can conclude that it contains a family of black holes which is tabulated in

table 5.1.

Table 5.1: Black holes families in the low energy limit of heterotic string theory

J=0 J#0
@ = 0 | Schwarzschild | Kerr
Q # 0 | GMGHS Kerr-Sen

It is interesting to note that two out of four members of this family are just the same
as the members of black holes in Einstein-Maxwell theory at the same physical conditions,

static neutral and rotating neutral cases. This may be understood from the fact where in

142



the absence of electric charge @) in this low energy limit of heterotic string theory, all non-
gravitational fields are vanishing, which yields the theory is indistinguishable to the vacuum
Einstein theory. The same fact applies to the Einstein-Maxwell theory, when ) = 0 this

theory reduces to the vacuum Einstein’s gravity.

5.1.2 Central charge for extremal Kerr-Sen from the stretched

horizon technique

In this subsection, we derive the central charge associated with the extremal Kerr-Sen black
holes via stretched horizon technique developed in [85, 24]. Quite recently the authors of
[87] extend this stretched horizon technique to work better in non-extremal case. Our result
here is in agreement with the work in [16]. Let us begin with the extremal Kerr-Sen metric

in Boyer-Lindquist coordinates, written in ADM form as

ds® = —N?dt* + q;;(dz’ + N'dt)(dz? + N’dt)
a2 Zsin?

= —N2%t? + —
Al 5

(do + N%dt)* + 2d6?, (5.1.41)
where ¢;; denotes the spatial metric on a constant time slice, and

E=(r(r+2b)+7r.2)* = (r—ry)*r *sin®6,
s = (r—r+)2, Z:T(r+2b)+r+2(:os20,
_ 2Mrry

—. Y
—
—

——KS  N? ry =2(M —b), (5.1.42)

where the outer horizon! is r, = M — b, M is black hole mass, and @ is black hole electric
charge.

The only nonvanishing component of the canonical momentum is

7‘(1) \/__(HITT( ’T’ N¢ 5 l 43
2N ’ ( o )
2N q 0 : ( e )

!Note that the extremal limit of Kerr-Sen black holes is when a = M — b. The Outer horizon for generic

caseisry =M —b+ /(M —b)? — a2
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Near the horizon, the shift vector N can be expanded as N¢ ~ —),, + ¢, where €, is the

horizon angular velocity and the small parameter ¢ is given by

(r—ry)
€= (T - T+)8TN¢‘T'=T+: _27’+(T+ + b) : (5145)

Under a diffeomorphism generated by a vector field £#, the metric transforms as [85]
0N =0t +EON,
JeN' = 0,6 — Ng 9,6+ + ¢* 9, Net + €19, N |
~  O;NF ~  O;NF 1 = .
0¢Qij = ik (ajfk - JTSL) + Qjk (aifk - Tfl) + Nﬁd_atqij + fkak%'j ) (5.1.46)
where

is a convective derivative, and the quantities (fL,fi) are the “surface deformation parame-
ters”. These surface deformation parameters are related to diffeomorphism parameters &*
as

E-=Ne¢t |, §=¢+N¢. (5.1.48)

One can observe that ¢, is not well defined at the horizon H, as well as the vanishing
N there. As it is suggested in [85], we set a set of boundary conditions at the stretched
horizon H, first, i.e. a surface near the horizon, and then take the limit H, — H. Carlip
[85] mentioned that there is not only one way to stretch the horizon. One way to do so
is choosing the surface with constant angular velocity. This choice is the one that close to
NHEK boundary condition applied in [12]. It can be understood from the fact that the
only metric components that deviate at the boundary of NHEK (fall off conditions) after
performing diffeomorphism in [12] are h,, and hgs. It needs 6¢N? to be vanishing which in
turn gives us

BiEP — N2¢?0,¢ + £9,N? =0 (5.1.49)

where a possible solution can be written as
=108 &=0r-r). (5.1.50)
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The symmetries in canonical general relativity are generated by the quantity
HIE, & = /d3x (éLH + £’H> (5.1.51)

where

1 . ) -
H = 7 (m7m; — ) —a®R,  H' = —2D;x" (5.1.52)
and ¢;; is the spatial metric, 7% is the canonical momentum, D; is the spatial covariant
derivative compatible with g;;, ()R is spatial curvature scalar related to the constant time

slice spacetime denoted by metric tensor ¢;;, H is the Hamiltonian, and H* is the momentum

constraints. After introducing a boundary term? B[¢],

H[¢] = H[§] + B, (5.1.53)

we have a Poisson bracket between two generators as

{H[E), Hinl} = H{& n}so) + K[E,m]. (5.1.54)

The surface deformations {&,n}s, are [86]

{&.n}E = €Dt — i Dt

(&Y = Dy — F D8 + ¢ (€ D™ — ' Digt) (5.1.55)

Bringing expression (5.1.54) into a “Virasoro algebra” form gives us a the central charge
¢ = 12K, n| where from the diffeomorphism (5.1.50) we can have the nonvanishing K&, 7]
as [85]

—_—— d2l’\/—5 nk ﬁkﬂ'manén - gk:ﬂ-manﬁn
&r(G ) \/a ( )

1

A 1
- d2 r " rl = rraqu& TTa A
55 /., /o (n € (2Nq )q 1)

K[ =

AT 1 rr cr
- nr%"rn (ﬁq arN¢> qwatbg >
1

Ny o . . o
- A S a7 LN (r — 1)’ <a¢§¢a§, ¢ a¢n¢a;5¢) , (5.1.56)

167G

2In the canonical general relativity discussions, a boundary term B[] must be introduced to cancel the
boundary term coming from the variation of H[].
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where o is the determinant of metric tensor for the manifold 9. At the near horizon we

have
’ = 2b 2 1
R _ vVE ~ r{r+26) +ry , NP~ —— (5.1.57)
N Al (r—ry)? 2ry(ry +b)
thus we can evaluate
1 - .
Klgm = 1o | dov/o (0,6°0%0° — 0, 026°)
_ 1 Au 205250 5 A28
where Ay = [ d*x\/o = 8nr? is the horizon area.
Finally we have the central charge
1 Ay 3Ag
=BG 2 G 2 (5.1.59)
and by using the Cardy formula to obtain the entropy
7T2 AH
S=—=2n]=— 5.1.60

which matches the Bekenstein-Hawking entropy for Kerr-Sen black holes [16]. In (5.1.60) we

have used Frolov-Thorne temperature for Kerr-Sen black holes

T=_—. 5.1.61
o (5.1.61)

5.1.3 The Charged Scalar Field in Background of Kerr-Sen Space-

times

We consider a massless scalar field ® with charge e as a probe in background (5.1.30). The

minimally coupled Klein-Gordon equation for the massless scalar field ® is
(V,—ieA,) (V' —ieA") P =0, (5.1.62)

where A, is given by (5.1.34) and (5.1.35). We separate the coordinates in scalar wave
function as

O (r,t,0,0) = exp (ime — iwt) S (0) R(r) , (5.1.63)
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where the radial and angular functions R(r) and S(6) are solutions to the radial equation

2
Or (AxsO,-R(r)) + (WA—W) + w?Ags + 20r — a> R(r)=0, (5.1.64)
KS
and angular equation
1 : m? 2.2 .2
SiW@g((sm@) 09S (0))+ | 0 — = 75 W sin 6)S(6) =0, (5.1.65)
sin

respectively. In equation (5.1.64), v = 2Mw — eQ), § = yw, o is the separation constant, and

Agg is given in (5.1.32). We notice the radial equation (5.1.64) can be rearranged to

(ar (Axsdr) + (2Muwry — eQry — ma)2 B (2Mwr_ —eQr_ — ma)2) R(r)

(r—ry) (ry —r-) (r=r)(ry —7r-)

=(c—f(r)R(r), (5.1.66)

where f(r) = (Ags +4M (M + 1)) w? — (2M + 1) 2eQw + €2Q?, and the inner horizon of
black holeis r_ = M —b— \/(M —b)* — a2. To simplify the equation of motion (5.1.66), we

consider the low frequency scalar field w << 1/M and so in the near region geometry defined
by r << 1/w and with assumption that electric charge of scalar field satisfies eQ << 13, we
can neglect f(r) in the right hand side of (5.1.66).

As we notice, the electric charge of scalar field e couples to the black hole charge @ in
the radial equation (5.1.66). The existence of e term in radial equation is necessary to
investigate the dual CFTs in general picture. The lack of eQ) term in the radial equation of
neutral scalar field (as in reference [29]) hinders the general picture of Kerr-Sen geometry.

In fact, the Kerr/CFEFT correspondence calculation in the general picture shows the electric
charge of Kerr-Newman black hole as well as the angular momentum of black hole enters in the
CFT quantities such as the central charges and the hidden conformal symmetry generators
[34]. Indeed to realize the (hidden) conformal symmetry of charged rotating black holes in
the general picture, one must consider a charged scalar field. An immediate result of CFT
calculations in the general picture is that by looking at the dual CFT quantities, one can
observe the presence of electric charge (hair) of the black hole. The authors in [34] proposed

that each macroscopic hair of black holes, may be associated to a dual CFT.

3From the definition of v, we can acknowledge that eQ has the same dimension as Mw.
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In the general picture, we consider the SL(2,7Z) transformation for the torus generated
by ¢ and x coordinates, given by [23] transformation

¢/ (7)), (5.1.67)

X noT X
where the two U(1) symmetries of black hole are associated with ¢ and x coordinates. The
first symmetry is simply the rotational symmetry of the black hole along ¢ direction. The
second symmetry is associated to the rotational symmetry of the uplifted black hole into five-
dimensions (the fifth coordinate is x) and in fact this symmetry is equivalent to the original
gauge symmetry of the four-dimensional charged rotating black hole. Such a transformation
doesn’t change the phase of the charged scalar field (6.1.19) with electric charge e; e/™¢+iex =
e 9 +ieX" which yields m = am’ + ne’,e = fm/ + te/. Consequently, in ¢ picture, the
radial equation (5.1.66) for low frequency massless charged scalar field in the near region of

Kerr-Sen spacetime can be rewritten as

O, (AxsO R (r) + ((2M7“+w —(QriB+a)m’)”  (2Mr_w — (Qr-B + aa) m’) ) R(r)

(r—ry)(ry —ro) (r—r_)(ry —ro)
= I+ 1) R(r), (5.1.68)

where we have chosen the separation constant o = (I + 1). To get the x’ picture, we should
turn off the momentum along ¢’ coordinate. In this case, the radial equation (5.1.66) for low
frequency massless charged scalar field in the near region of Kerr-Sen becomes the same as

equation (5.1.68) by replacing «, 5 and m' to n, 7 and ¢’ respectively,

(r—ry)(ry—ro) (r—r-)(ry—ro)
— I(I+1)R(r). (5.1.69)

0, (Ags0:R(r)) + (QMTW — (QryT +an) e’ (2Mr_w — (Qr_7 + an) e’)Q) R(r)

5.1.4 Hidden Conformal Symmetry of Kerr-Sen Geometry in Gen-

eral Picture

In this section, we find the hidden conformal symmetry of the radial equation (5.1.68) for

the massless charged scalar field in the near region of Kerr-Sen black hole in general picture.
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We define w™,w™ and y as the conformal coordinates in terms of coordinates t,r and ¢’ by

ot o= T exp(2nTRe + 2ngt), (5.1.70)
r—r_

o o= ) exp(2n T+ 2nrt), (5.1.71)
r—r_

Yy = T;__TT_ exp(ﬂ(TR + TL)¢/ + (nR + nL)t) . (5172)

In terms of conformal coordinates, we also define the right and left moving vector fields
Hi=idy, Hy=iw'0,+590,), Ho=i(W'P0 +w'yd,—0.),  (5.073)

and

Hy =i0_, Hy=i(w 0_+=y0,), H,i=i((w)*0_+wyd,—y*0y), (5.1.74)

respectively.

The vectors d,, 0_, and 9, in terms of coordinates ¢, and ¢’, can be written as

a+ — 6_(2TFTR¢/+2nRt) (AK51/2ar + Z¢+a¢/ N Zt—i-at) : (5175)
0, = ¢~ (@(TL+Tr)¢' +(np+nr)t) (ZyyOr + ZyOp — ZiyOs) (5.1.76)

a_ — e_(27TTL¢’+2nLt) (AKSI/QaT + Z¢_8¢/ _ Zt_at> . (5177)

where

7 (nr(ry —r_) —ng (ryo+r_)+2ngr)
¢+ — )
47TAK51/2 (T'I,LTR - nRTL)

2. = (Tr(ry —r_) —=Tp(ry +r_)+2Tyr) |
AAgs"? (npTr — ngTy)
2A ks
\/(7” —r)(ry —r-) 7

Ty —7r_ (np, —ng)
r—r_ 2m (nyTr — ngTy)’

7 Ty —T- (TL_TR)
& r—r_ Q(TLLT’R—TLRT‘L)7

(nr(re +7r-) —ng (ry —r-) —2ngr)
47TAK51/2 (nLTR - TLRTL)

Dy = —

Z¢y =

Zy =

9
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and

(Tp(ry+r_) =T (ry —r_) —2Tgr)
ANk (npTp — npTy) .

The vector fields (5.1.73) satisfy the si(2,R) algebra

th -

[H07 H:I:l] = :!:iH:t17 [H—lyHl] = —QiHo, (5178)

and similarly for Ay, Hy and H_;. The squared Casimir of SL(2,R)g and SL(2,R); groups
with generators Hyq, Hy and Hyq, Hy respectively, are equal and in conformal coordinates

are given by

1
H?> = —HZ + §(HlH,1 + H_\H))
1

= 7(0°0; —y0,) + y°0,0-. (5.1.79)

In terms of r,t and ¢’ coordinates, the H? can be written as

(ry —r)[(Te + Tr)0 — (n + ng)0y?
1672(Tyng — Trnp)?(r — ry)

M = O(r—ry)(r—r)0, —

(5.1.80)
167T2(TLTLR — TRTLL)Z(T — 7",)
The “bar” version of this squared Casimir is
_ _ 1 - _ _ _
H? = —H2 + §(H1H_1 + H_H)) (5.1.82)

which turns out to have the same expression H? in terms of r, ¢ and ¢’ coordinates.
The squared Casimirs (5.1.79) and (5.1.82) reduce simply to the radial equation (5.1.68)
in ¢’ picture,

HER(r) = H2R(r) = (I + 1)R(r), (5.1.83)

after choosing the right and left temperatures T and 717,

ry —7r_ ry+ro
Th = T, = 5.1.84
R draoa O F Aac ( )
and
(ry —r-) BQ (2aa + (r4 +7-) BQ)
_ _ 1.
R SaaM L SaaM ’ (5.1.85)

where « and 8 are the parameters of SL(2,Z) modular transformation (5.1.67).
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As we notice, the temperatures of CFT dual to Kerr-Sen black hole in ¢’ picture depend
only on «, while n;, and ng depend on both v and 5. The dependence of CF'T temperatures
on SL(2,Z) parameters for Kerr-Sen is different than Kerr-Newman black hole. In the latter
case, the CFT temperatures in ¢’ picture depend on both parameters « and 8. The CFT
temperatures (5.1.84), ny, and ng (5.1.85) reduce to the results in J picture when aw = 1 and
g =0 [29].

In x’ picture, the radial equation is given by equation (5.1.68) where one replaces a, § and
m’ to n, T and € respectively. After changing to the conformal coordinates (5.1.70)-(5.1.72)
(with replacing ¢’ to x’), we find the squared Casimir of SL(2,R)g and SL(2,R), reduce to

the radial equation in y’ picture by choosing the right and left temperatures Ty and 77, as

ry—7r_ ry+ro
Th = T, = 5.1.86
R dran drran ( )
and
(ry —r)7@Q (2an + (r+ +r-) 7Q)
_ _ 1.
ngr 8776LM ’ nr 8776LM ) (5 87)

where 7 and 7 are the parameters of SL(2,7Z) modular transformation (5.1.67). We notice
for unit element of SL(2,Z) where n = 0 and 7 = 1, the temperatures are not finite that
indicates the () picture for the Kerr-Sen geometry is not well defined. The same type of
calculation for Kerr-Newman black hole in x’ picture shows taking n =0 and 7 = 1 leads to
the well defined Q picture for the Kerr-Newman black hole [34]. The non-existent Q) picture
for the Kerr-Sen geometry hinders uplifting the black hole into five dimensional spacetime,
in contrast to Kerr-Newman black hole.

We note that equation (5.1.83) signals the existence of SL(2,R), x SL(2,R)x hidden
conformal symmetry in ¢’ picture for the Kerr-Sen black hole. We should emphasize that
SL(2,R);, x SL(2,R)g is only a local hidden conformal symmetry for the solution space
of massless charged scalar field in near region of Kerr-Sen geometry. The local symmetry
is generated by the vector fields (5.1.73),(5.1.74). The reason is these vectors in ¢’ picture
are not periodic under ¢ ~ ¢ + 2ar identification, so they can’t be defined globally. We
may conclude the existence of local SL(2,R); x SL(2,R)x hidden conformal symmetry in
¢’ picture, suggests that we assume the dynamics of the near region can be described by a

dual CFT. To verify this assumption, we try to find the microscopic entropy of the dual CF'T

151



which according to the Cardy formula, is given by

Scrr = %Q(CLTL + CRTR> , (5188)

where Tk and T}, are the CFT temperatures in ¢ picture, given by (5.1.84). The central
charges of dual CFT for extremal Kerr-Sen black holes were obtained in [16] based on analysis
of the asymptotic symmetry group. For the case of non-extremal black hole, we assume that
the conformal symmetry connects smoothly to that of the extremal case; so we consider the

central charges given by
CrR = C = 12aJ . (5189)
We notice in the case of o = 1, (5.1.89) reduces to 12J which is the central charge in the J

picture. The central charges (5.1.89) and temperatures (5.1.84) yield the microscopic entropy
of CFT (5.1.88) in ¢ picture as

SC’FT = 27TMT+ s (5190)
which is in complete agreement with the macroscopic Bekenstein-Hawking entropy of Kerr-

Sen spacetime. The macroscopic Bekenstein-Hawking entropy of Kerr-Sen black hole is given

by [16, 88]

S=n <2M2 - Q*+ \/(2M2 - Q?)° - 4J2) , (5.1.91)

which is equal to Sgpr upon substitution r, = M — b + \/(M —b)?*—a2, J = aM, and
b=Q?/2M.

5.1.5 Absorption Cross Section of Near Region Scalars in ¢’ Pic-

ture

In this section, to further show that the dynamics of the near region can be described by
a dual CFT in ¢’ picture, we consider the absorption cross section of scalars in the near
region of Kerr-Sen spacetime. We find that the absorption cross section could be reproduced

correctly by dual CFT. In this regard, we introduce the new coordinate p, given by [67]

r—=r4

p= (5.1.92)

r—r_
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By using the following relation that is obtained from (5.1.92),
AKS&. = (7’+ — r,)pap, (5193)

one can rewrite the radial part of Klein-Gordon equation (5.1.64) in terms of new coordinate

p as

p(1—p)02R(p) + (1 —p) &R (p) + <%12_022_ Cs

) R(p)=0, (5.1.94)

where the constants C, Cy and C5 are

P
Cy = (QMUu ;in£+ ) m/) , (5.1.96)
Cy = 1(+1). (5.1.97)

The in-going solution for the equation (5.2.267) is
Rin (r) = Cp™ ™ (p— 1) o Fy (=l — i (C, — Cy) , =1 — i (Cy + Cy) ;1 — 2iCy;p) ,  (5.1.98)

where C' is a constant of integration and oF) is the hypergeometric function. The in-going

solution (5.2.269) on the outer boundary of the matching region where r > M behaves as,
Rin ~ Ar', (5.1.99)

where A = F; (=1 —i(Cy; — Cy), =1l —i(Cy + Cy) ;1 —2iCy;1). We should mention in find-
ing the in-going solution, we consider the low frequency condition, w < 1/M in near region,
r < 1/w, along with the assumption of small probe e) < 1. Using the Gauss’ theorem for
Gamma functions, we can rewrite the factor A in equation (5.1.99) as

I'(1—2iC)T (204 1)

r (z E L ) T(I+1+i(2Mw - msQ (1 - B)))

(5.1.100)

A=

Hence, we find the absorption cross section, given by

T(I4+1—iB) T (I+1—iBy)|
21 Cy (T (20 4 1))

Puys ~ |A]7? = sinh (27 C}) , (5.1.101)
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where

B - (2]\4ou—TrL’Qﬁ)(7“++r_)—Qm’aoz7 (5.1.102)

T+—7"_

By, = (2Mw—m'QB) , (5.1.103)

and C and Cy are given by (5.1.95) and (5.1.95), respectively. To find the possible agreement
between macroscopic cross section P, and the microscopic cross section of dual CFT, we
need to identify some parameters of the theories. In this regard, we consider the first law of

thermodynamics for the charged rotating black holes which can be written as
TydSpy = 0M — QpdJ — Vi@, (5.1.104)

where Ty and 2 are given by (5.1.37) and (5.1.38), and Vj is the electrostatic potential.
In the case of neutral rotating black holes, §J can be identified as m and 6M as w [28]. In
addition to these identifications, for charged black holes we identify d(Q) as e.

To find the conjugate charges, we calculate the variation of entropy from gravitational
point of view, 0. Sgy as well as the variation of entropy from CFT, 0S¢ rr. These two variations

should be equal, so we find

OM —QudJ —VydQ _ 0Fy | 0Eg
Ty T, Tp

(5.1.105)

where Qp and Vi are given by (5.1.38) and (5.1.39) respectively. The absorption cross section
(5.1.101) can be written as a thermal CFT absorption cross section if we identify 0E = @&y,

and 0 Er = Wi where

(2Mw —m'QB) (ry +7_)

o = 1.1
wr, a0 3 (5 06)
and
oMw — m! .
G = 2MY m;jg) (retr) (5.1.107)

The variables Wi and @y, are introduced somehow to accommodate three sets of CF'T param-
eters: the frequencies wy, g, the charges qr, g, and the chemical potentials* ;17 z. The relations

between these variables are written as

Wr,R = WL,R — qL,RIL,R ; (5.1.108)

4This chemical potential is just an analogy with the similar terminology that we have in thermodynamics.
A brief introduction to the chemical potential in thermodynamics context is given in the appendix G.
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where
_ 2Mw (ry +72) ,

wr, Y , wWp=wp—m, (5.1.109)
Ty +T_
ML = HUR = Qﬁ(; ) ) (5.1.110)
aq

and q;, = qg = m/. We also notice that for § = 0, i.e. the absence of left and right chemical
potential, and a = 1, the left and right frequencies (5.1.106) and (5.1.107) reduce to standard
left and right frequencies for Kerr-Sen geometry with an electrically neutral test field [29]. In
fact, by equation (5.1.107), (5.1.106), and (5.1.84), the macroscopic cross section (5.1.101)
can be expressed as

2 2
Py ~ T2 72ty (2 CR AP (g 43 P2 VD (i + il
b L R S 2TL + QTR L+ Z27TTL R Z??TTR

Y

(5.1.111)

where we set hy, = hg = [ + 1. Equation (5.1.111) is the well known finite temperature
absorption cross section for a 2D CFEFT [28].

5.1.6 Generalized Hidden Conformal Symmetry with Deformation

Parameter

In sections (5.1.4) and (5.1.5), we considered the propagation of a scalar field in the back-
ground of a generic non-extremal Kerr-Sen black hole and found evidences for a hidden
conformal field theory in ¢’ picture. The metric function of Kerr-Sen black hole has two
roots 7, and r_ where the scalar wave equation (5.1.66) have poles in both locations. We
may deform the wave equation (5.1.66) near the inner horizon r_ since for the non-extremal
Kerr-Sen black hole we can consider r to be far enough from r_ such that the linear and
quadratic terms in frequency which are coming from the expansion near the inner horizon
can be dropped [36]. In this regard we consider the deformation of radial equation (5.1.68)

for the massless scalar filed by deformation parameter  as

(2Mriw — aym’)? ~ (2MEriw — aom’)? - = .
Or (Ags0,) + =) 0= =) (=) R(r)=1(+1)R(r), (5.1.112)

where a1 = QryS+aa and as = Qrry f+aa. The deformation parameter x and r—r_ should

satisfy kM?aam'w < 21/(M — )2 — a2(r —r_) as well as k*?M*w? < 2,/(M — b)2 — a?(r —
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r_) to drop the linear and quadratic terms in frequency from the expansion near the inner
horizon pole while we still keep the near region geometry and low frequency scalar field as
an electrically charged probe. We look now to a new set of vector fields that make sl(2,R)
algebra in such a way that the squared Casimir of the algebra represents the deformed radial

equation (5.1.112) of the scalar field. We consider the set of vector fields Ly and Ly given by

L, — etotEoo <:F4/ SO, + #ST@, + C:/_ ) , (5.1.113)

LO = ’)/(9,5 + (58¢/ , (51114)

which should satisy [Ly, L_] = 2Ly, [L+, Lo] = L as well as making the squared Casimir

(2Mriw—am')®  (2Mkriw — aym’)?

(r=ry)(ry=r)  (r=r)(rp—r)

1
L~ 5 (LyL-+L-Ly) =0, (AksO) +

(5.1.115)
The coefficients of 9, and 9? in (5.2.231) gives two equations
and
1+py+06=0. (5.1.117)
In addition, the coefficient of 93, and 97 yield
—6(r—ry) (r—r_) + C5 —2C50r + 6*r* = a? o= a3 . , (5.1.118)
Ty —T- Ty —T-
and
2 _ .2 2.2 AMEre 2
Cl—7"(r—ry)(r—r) =2Ciyr+~r" = . (r—r2)—&*(r—ry)) . (5.1.119)
+ - —

The last possible term in (5.2.231) that is proportional to the mixed derivative 0,0; is

—CoCy+0rCy = 0ry 4y (r—rs) (r—r-) 8+ Coyr
2M
= _ﬁ (ay (r—r_) —kag (r—ry)) . (5.1.120)
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The two different classes of solutions to equation (5.1.155) (that we show by subscripts a and

b are,
g, =t o are Faary (5.1.121)
Ty —T- ry —T_
P Rl AL i U (5.1.122)
Ty —T_ Ty —T-

These solutions substituted into equations (5.1.119) and (5.2.237) give the corresponding C}

and v, that are given by

2M .
e = 2Mry (k+1) | = 2Mry (kry +12) | (5.1.123)
Ty —T- Ty —T_
— 2M —r_
o 2Mre w2 1) o 2Mrs (e — 7o) (5.1.124)
ry —T_ Ty —T_

So, the generators of SL(2,R) for a—solutions are

Lo = e (Gati sy +27Tr) [q:\/—a + (Qﬁ rodare 2P R) (5 495

Ty —T-

oy Oy r—rg r—(M—b)) 0, }
_ — (M —b _
27TTH (T’ ( ))> VAKS’ + (QWQHO,/ (TL ‘l‘TR) 27TTH AKS ’
and
1 1 QB(1+k)  Qua
_ _ / 1.12
LOa (27TTH 27TQHO[ (TL + TR)> at + ( 87TMTH + 27TTH a¢ ’ (5 6>
where

b QB

L= Mri(1—k) * 2Maa (1 — k) (M1 +r) = rry —r-).

For the second class of solutions, we find

Lj:b :tp2t$ oo +27rTL :F\/—a 2MT‘+QHO€ + Qﬁ/r‘F (K’T+ —r_+7r— K/T) 8¢/
Ty —T_ Aks
(r—ry) %
2M 5.1.127
+ ( 7’+—|— QWQQH (TL+TR> AKS ’ ( )
and
—1 QB (k—1)
Loy, = 0, | Oy 5.1.128
0b <27TaQH (T, + TR)) ¢ ( StTyM )¢ ( )
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where
QB (ry (r- — wry) + Mry (k — 1))
2Mr,aa (k —1)

As we notice, the generators (5.1.125), (5.1.126), (5.1.127) and (5.1.128) of SL(2,R) x

Py = + 27y (Tr+1T7) -

SL(2,R) reduce exactly to the generators of generalized hidden conformal symmetry of Kerr
black hole [36], in the limit where & = 1 and b = 0. The left and right temperatures are
given by Ty, = Tri™2 1*” and T = % respectively. This means the right temperature of
generalized hidden CF'T doesn’t get any contribution from the deformation parameter x and
so is the same as the right temperature of hidden CFT while the left temperature is affected
by the deformation parameter x. Demanding the agreement of microscopic entropy of CF'T

given by (5.1.88) to the Bekenstein-Hawking entropy of Kerr-Sen black hole (5.1.91) requires

the central charges are given by

1 - k) aaM
ey = cp = LU Z W aaMry (5.1.129)

(M —b)* — a2

These central charges reduce to central charges of generalized hidden CF'T of Kerr black hole
where @ = 1 and b = 0. As we mentioned earlier, the charged Gibbons-Maeda-Garfinkle-
Horowitz-Strominger black hole is a special case of Kerr-Sen black hole when the rotational
parameter is zero. In this limit, one can show the solutions to equations (5.1.116) and
(5.1.117) exist only for special values of parameter . In the b-branch, the solutions are

o = 0 along with we get
M —2b B M
M —b)" T T M -2

Consequently, the generators of SL(2,R) for b-solutions (5.1.127),(5.1.128) reduce to
Ly = o arary) (:F\/Ka — QQB —r) (M - b>(9 — 4M(M —r) (M b)at) :

(M—20)VAay ¢ (M—2b)vhay
(5.1.131)

)a¢, (5.1.132)

P (5.1.130)

M(M—b), QM
M —2b M —2b

where Agy = r(r — 2(M —b)). So, these are the generators of SL(2,R) for the Gibbons-
Maeda-Garfinkle-Horowitz-Strominger black hole. The generators (5.1.125) and (5.1.126)

Loy, = —4 Oy —

of SL(2,R) for a-solutions with x = M (M — 2b)~" give the same copy of generators as
in (5.1.131) and (5.1.132) with renaming the generators by Ly — —Lz, Ly — —Lo. We
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also note that generators (5.1.131) and (5.1.132) in the special case of () = 0 reduce to the
generators of SL(2,R)g., for Schwarzschild black hole [89].

5.1.7 Hidden conformal symmetry for extremal Kerr-Sen

In this subsection we show the hidden conformal symmetry of extremal Kerr-Sen black holes,
following the method developed in ref. [31]. In the previous subsection, we find that the non-
extremal Kerr-Sen black holes do not posses the Q picture. In the extremal case, the same
outcome is obtained, where there is also no Q picture for the hidden symmetry of Kerr-Sen
black holes.

Let us start by taking the extremal limit of radial equation (5.1.64), which reads

Or (D50 R(r) + (A= f (r)) R (r) (5.1.133)
_ <(2Mw7’+ — eQmé — ma)’ N 2(2Mw — eQ) 2Mwry — eQry — ma)) R(r) .
=) =
where
f(r) = (Ags +4M (M + 1)) w® — (2M + 1) 2eQuw + €°Q* (5.1.134)

and Ag = (r —r,)?. Again, the near region, low frequency, and weakly couple limits
rw <1, wM < 1, eQ <1, (5.1.135)

are used here, hence we are able to neglect the function f(r) in (5.1.134). Hence, for example

when we consider the J picture, i.e. by setting e = 0, (5.1.134) reduces to

oMwr, —ma)’ N 2(2Mw — eQ) 2Mwry — ma)

(r— 7"+>2 r=Ty

) R(r)=AR(r) .
(5.1.136)

(aT (A% s0r) + (

The corresponding black hole entropy, angular velocity at the horizon, as well as the

electrostatic potential can be written as

SBH = 27TMa, (51137)
Q= — (5.1.138)
H — 2M’ <A1
Q
Dy = 2 1.1
H= 500 (5.1.139)



respectively. Rewriting (5.1.134) in the ¢’ picture gives us

(2Mwry —m/(aa + 6Qry))?

<&~ (AksOr) +

(r— 7”+)2
+2 (2Mw — m’5Q) (2i\4_w::+ —m/(aa + ﬁQH))) R(r)=AR(r) . (5.1.140)

We observe that the set of “conformal coordinates” (5.1.72) doesn’t work properly in extremal
case, i.e. when ry = r_. In regard to this problem, the authors of [31] introduce a set of
“conformal coordinates”, w* and y which suits the extremal case discussion. Adopting the

“coformal coordinates” in [31] to the ¢’ picture provides

wo = <62”TL¢’+2W—3), (5.1.141)
84!
y = |t rTidnst (5.1.142)

2(r —ry)

The vectors (5.1.73) and (5.1.74) for the “conformal coordinates” (5.1.141) in terms of ¢,r

and ¢’ coordinates can be read as

2
H+ = Zé(Qﬂ_TLat — 2nL8¢/) s

HO = 3 (—(T - T‘+)ar - Zi,L (27TTLat - 27’LL8¢/)) s
O
Ho =1 {—Blgb/(r — 1), — m
, 4 1
+ ((Bl(b )2 + m) E@WTL& — 2TLL(9¢/)} , (51143)

and

H+ — 2Z~6—27rTL¢/—2nLt ((7” N 7’+)a7« 4 at 4(7TTL8,5 — nL6¢/)) 7

on; (r—ry)Q
_ , / 0,
HO — Z (_G—QWTL¢ —277,Lt(,r _ T+)a’r —I'_ (1 _ 6—27‘(‘TL¢ —277,Lt)_t
2TLL
26—27rTL¢'—2nLt
+(7’—7")Q(27TTL8t — 2nL8¢/)) 3
-+

(5.1.144)
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— ]_ / /
H_ = 4 {_5 (627TTL¢) +2npt 672TI'TL(;5 727LLt) (T o T+)ar

+ (627FTL¢,+2nLt -9 + 6—27I'TL¢/—2TLLt> i
47’LL
+ <€27FTL¢/+2nLt + 6727TTL¢I*2nLt> (27TTLat — 2nLa¢)/)} ) (51145)
(r—ry)Q
where Q = —2n3;. The squared Casimir
_ 1 1
H2=H>=—H? + §(H1H_1 + H_H) = Z(yQ(?; —y0,) + y*0,0_ (5.1.146)

constructed from the vectors in (5.1.143) and (5.1.145) reads

AnTL0, — Anpdy)\ > (87TLO, — 8npdy)BrOs
> 9, (Agsdy) — (ATTLO — Anidy) ) ? . 1.14
= aai) - (P )0 (114D
Equation (5.1.147) matches (5.1.140) if we identify
aa + pQr 2 1
- _—4af]§ t L h=— Ty=so (5.1.148)

The identification of T, and ny are in agreement with the previous results in (5.1.86) and
(5.1.87) for the J picture setting and after taking the extremal limit. Note that in the extremal
limit T and ng in (5.1.86) and (5.1.87) become zero, which reflects the lacking of right mover
dual CFT, for the system. The absence of T and ng in this hidden conformal symmetry for
Kerr-Sen black holes is in agreement with the extremal Kerr/CFT correspondence proposal,
which is reviewed in section 4.1, where only the left mover of CFTy which is dual to the
extremal Kerr black holes. The fact that we have two copies of SL(2,R) does not mean
that we have left and right movers CFT that dual to the extremal Kerr-Sen black holes, but
rather that they are just the different representations of SL(2,R) symmetry that are belong
to the same CF'Ts, i.e. the left mover one.

Finding that (5.1.147) matches (5.1.140) reflects that we we can also find the hidden
conformal symmetry for extremal Kerr-Sen black holes. In other words, the hidden conformal
symmetry is not an exclusive property of the non-extremal Kerr-Sen black holes only, though
we had such feeling before when we notice that the mapping (5.1.72) is not well behaved
when we take the extremal limit.

In [113], the authors show the hidden conformal symmetry of extremal Kerr-Sen in J

picture only. In contrast to the work we performed in this thesis, the authors of [113] discuss
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the neutral scalar test particle in the Kerr-Sen background. By doing so, there is no basis
to judge the lack of Q picture for the hidden conformal symmetry of Kerr-Sen black holes.
From (5.1.148), aiming to obtain Q picture results by setting a = 0 doesn’t work, from which
we can state that the extremal Kerr-Sen black hole doesn’t have Q picture hidden conformal
symmetry. The situation for extremal Kerr-Newman black holes is different. The authors
of [23] show that the extremal Kerr-Newman black holes possess both the J and Q picture
hidden conformal symmetries.

Setting § = 0 and a = 1 of the results in (5.1.148) gives the hidden conformal symmetry
generators in J picture, which from (5.1.143) and (5.1.145) one can derive the corresponding

generators as the followings

. 1
H+ = Z?MCL <8t+m8¢) 5

2 AM o\’ 1\’ 1
H. =3 (—a¢(T—T+)ar+mat+2Ma<(g> + (T—TJr) > (@—l—m%)) 5
and

¢ 2M 1
H+ = 2i6_¢+m ((T - 7’+) 87n - 2M0t - ;‘) <8t + maqg)) y

(r—ry
_ , e e 2Mae~ i 1
HO = 1 (—6 ¢+ anr (7"—7“+)8T—2M <1—6 ¢+2M>at+w (8t+ma¢>) ,
— 1 t t t t
H. =i (—5 (e‘z”m - e"HW) (r—ry)0, —2M (e‘b’W -2+ 26’¢+W> O
Ma t t 1
—m <6¢7W + 67¢+W) (@ + m@,)) . (51150)

The squared Casimir (5.1.146) constructed from the vectors in (5.1.149) and (5.1.150) is just
the left hand side of equation (5.1.136). It means that these vectors are the generators of

hidden conformal symmetry of the extremal Kerr-Sen black holes in J picture.

5.1.8 An alternative to construct the hidden symmetry

In subsection 5.1.6, we have applied the method by Lowe et al [36] in constructing the

deformed hidden conformal symmetry generators for the non-extremal Kerr-Sen black holes.
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Here, we would like to show that the method proposed by Lowe et al [36] can be used to get
a set of hidden conformal symmetry generators for the extremal Kerr-Sen black holes. Note
that we do not deform the equation of motion, since the deformation technique works only
for the non-extremal case, i.e. we are allowed to consider the case of back holes which are
far from the extremal condition.

As we have seen before, the first step is defining a set of general generators

_ 5
L. — etk <¢\/A/_K58r+ C1A/’Y7’at+ Cy — or )
KS

0
Y/ Vs

where the sl(2,R) algebra [Ly, Lo] = Ly and [L,, L_] = 2L, are satisfied. We now focus
on the J picture only, where the equation of motion that we are considering is (5.1.134) with
e = 0. In this consideration, the squared Casimir of generators (5.1.151) should match the

left hand side of equation (5.1.136), i.e.

1 oMwr, —ma)®>  2(2Mw) (2Mwr, —
L3—§<L+L_+L_L+>=6T<A’Ksa7~>}z<r>+<< wry Zma)”  2(2Mw) (2Mur, m“>).

(r— 7”+)2 r=Tyt
(5.1.152)

Matching the coefficients of 9, and 9? from the left and right hand sides of equation (5.1.152)

gives
pC1+0Cy+ M =0, (5.1.153)
and
14+ py+06=0. (5.1.154)
Furthermore, from the coefficients of 95 and 97 in (5.1.152) we can have
20501 + 26%rry — 6°r2 + C3 = a”, (5.1.155)

and

—2Cyr + 27rry — ¥°ri + CF = 4MPry (2r — 1) . (5.1.156)
Finally, the mixed derivative 040, in (5.1.152) gives us
205,C1 + 4~orry — 2757"?Ir —20rCy — 2Cyyr = 4Mar . (5.1.157)
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By using (5.1.153), (5.1.154), (5.1.155), (5.1.156), and (5.1.157), we obtain two set of solutions
of C1,C Cy, 6, v, o and p as tabulated in table 5.2.

Table 5.2: Solutions in J picture

+) | (=)

o |0 0

Cy | a —a
Cy |0 0

v o =2M | 2M
P law |~
o | -% | %

Consider the generators (5.1.151) constructed from the (4) family coefficients as the LT and
Ld, and the (—) family coefficients as the Ly and L,. We can show that there is a mapping

between the two set of generators,

Li=-L7 , L =—Lg. (5.1.158)

It is just a reflection of the invariance of squared Casimir

1
L3 — §(L+L, +L_Ly) (5.1.159)
by the transformation

Interestingly, in extremal case the generators (5.1.151) can reveal only a single copy of
SL(2,R) symmetry of the system. It agrees the previous conclusion that there is only a
single dual CFT for extremal Kerr-Sen black holes. Explicitly, these generators (5.1.151) for

extremal Kerr-Sen can be read as
Lt = etam¥e ( VA O+ 2, 29 ) ,
: H R/ Y

(5.1.161)

It is not easy to see how the generators (5.1.161) can be mapped to those in (5.1.149) or
(5.1.150). Nevertheless, the mapping should exist since the generators in (5.1.161), (5.1.149),
and (5.1.150) describes a single copy of the conformal symmetry that is hidden in the equation
(5.1.136).
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5.1.9 Macroscopic absorption cross section

The radial equation can be written as
K? Ky
O, N O R —1 R R(r) = \R(r), 5.1.162
ksthB() + o R 2R () = AR(r) (51.162)
where
Ky =2Mwr, —eQr, —ma
' - el (5.1.163)
Ky =202Mw — eQ) 2Mwr, — eQry —ma)
Introducing z = %ﬁl, we get the Whittaker equation
" ]_ k l - 2
R(2)+ (-7 + 7+ " VR(z) =0, (5.1.164)
z
where
E=i2Mw —eQ), m*= -+ ) (5.1.165)
This equation has the solution
R(Z) = 01R+(Z) + OQR_(Z) s (51166)
(5.1.167)

where
p 1
Ri(2) = e_iz%imF(§ +m—k,1+£2m,2)

are two linearly independent solution.
At the near horizon where we have a very large z, the Kummer function F(a,7,z) in

(5.1.167) could be expanded asymptotically as
I'(v)  iar—a , T . o
Fla,v,2) ~ —————e "“Tz7% 4+ —Le*2%77. 5.1.168
@1 ) (o) L0

To cancel the outgoing mode in the solutions, we need to have
ra+2
(1 +2m) (5.1.169)

I'(1—2m)
C, =— C, Cy=
T —m—k) 2T Tl +m—k)
to thus the ingoing modes only that left.
When r goes asymptotically to infinity, 2 — 0, F'(«, v, 2) — 1, the solution has asymptotic
(5.1.170)

behavior
R~ OlT_h + CQTl_h,
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where h is the conformal weight of the scalar

1 1 1
h=— = — — 4+ . 1171
2+m 2—1— 4+ (5.1.171)

The retarded Green’s function could be read directly [79]

C,  D(1—20D(h—Fk)
G CT@h—D)IA—h—Fk)

Gr ~ (5.1.172)

5.1.10 Microscopic point of view

As it is mentioned in the original extremal Kerr/CFT proposal [12], only one copy of CFT,
that dual to the black hole at the near horizon. It is surprising that by using prescription
by authors of [31], that we still can uncover the SL(2,R);, x SL(2,R)g hidden conformal
symmetry for extremal black holes which was discussed in section 5.1.8. The discussions
in section 5.1.9 seems to be more natural in describing extremal black holes, because it is
consistent with what we expect that only a copy of SL(2,R) exists. However, at the end we
still have one C'F'T temperature left, i.e. 7. Now by using the Cardy formula (3.3.116) we

can obtain the entropy of extremal Kerr-Sen black holes
2

S = %CLTL = 2nJ, (5.1.173)

which is in agreement with the macroscopic Bekenstein-Hawking entropy.
The first law of thermodynamics tells us

M — QudJ — B6Q

05 T,

(5.1.174)

which in [28] can be used to match the microscopic and macroscopic parameters. At extremal
condition, we know that

TH =0
as well as
OM — QpdJ — P6Q — 0.
A little bit work on this equation gives us a separation in 6.5,

(2M2 — Q2)6M —adJ — QMQ
2\/M2—a2—Q2 ’
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0SS = 2w (2MoM — Q0Q) + 4w

(5.1.175)




where the second term in (5.1.175) vanishes when M — b = a, which also means 2MJM —
Qo(Q) = dJ that would be useful to show

0S =2m(2MoM — Q6Q) . (5.1.176)
Then we find that the identifications
0Q=¢e, OM=w, 6E;, =wp—qriiL, (5.1.177)

with

wr =2Mw, pup=0Q, qL=ce, (5.1.178)
yield the equation (5.1.137) can be rewritten as

0EL _ WL —qLpr

5 =
o 17, 17,

(5.1.179)

The retarded charged scalar Green’s function in the extremal Kerr-Sen black hole could be

rewritten as

T(1— 20T (h —i(2Mw — eQ))

Gr T(2h — DI(1 — h — i(2Mw — eQ))
(5.1.180)
r(1-2n) b (h - i—“L2;¥”L>
= - : (5.1.181)

I'(2h —1) T <1 _h_ Z“'JL_QLHL)

2Ty,

where the conformal wight is given in (5.1.171).

In a two-dimensional conformal field theory, the two-point functions of the primary op-
erators are determined by the conformal invariance. The retarded correlator Gr(wr,wr) is
analytic on the upper half complex wr, r plane and its value along the positive imaginary

wr,r axis gives the Euclidean correlator:
GE(WL,E>WR7E) == GR(Z'OJLyE,Z'wR,E), WL .E,WR,E > 0. (51182)
At finite temperature, wy, g and wgr g take discrete values of the Matsubara frequencies

WL.E = 27rmLTL, WR,E = 27T7TLRTR, (51183)
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where my, mg are integers for bosonic modes and are half integers for fermionic modes. For
an operator of dimensions (hp, hg), charges (qr,qr) at temperatures (Ty,Tg) and chemical

potentials (pr, ir), the momentum space Euclidean correlator is given by[67]

G~ T2he=1 o e/2Ter (o Wr,E LA WLE 5.1.184
E L € L 27TTL L + 27TTL ' ( )

with the Euclidean frequency
WrE = WL,E — WLiL, WLE = WL . (5.1.185)

The absorption cross section can be read from the retarded Green’s function

2
: (5.1.186)

. w .
o ~ ImGp  sinh (ﬁ) 'F(hL +1

wr
27TTL

)

which agrees with the finite temperature absorption cross section for a 2D chiral CF'T

2

1 . w .
o~ TzhL lslnh (ﬁ) ‘F(hL +1

wr,
2’/TTL

) (5.1.187)

Unlike the absorption cross section in the non extremal case, we have only a copy of CFT
represented in the last result. The reason is, as it appears also in the computing the central
charge for extremal black holes, one of SL(2, R) symmetry breaks when the system in extreme

case.

5.2 Deformed Hidden Conformal Symmetry for Kerr-

Newman Black Holes

5.2.1 Einstein-Maxwell Theory

We discussed the vacuum Einstein gravitational system in section 2.1. In such system, a mass
curves the spacetime where the spacetime outside of the mass is literally empty, i.e. not even
electromagnetic radiations exist. Nevertheless, we know that the gravitational interaction
is not the only long range interaction in the universe. Since our discussion is still classical,
the interactions that we need to consider are the long range type, i.e. the gravitational

and electromagnetic interactions. Taking into account the electromagnetism in the Einstein
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gravitational theory framework can be done by adding a term in the Einstein-Hilbert action

(2.1.33) which represents the electromagnetic contribution, which can be written as

_ 1 4 — _1 2
SEM = 167 d T —g (R 4F ) . (52188)

The superscript “EM” in action above stands for Einstein-Maxwell, not to be confused with
Electro-Magnetic. A theory that is described by (5.2.188) is called the Einstein-Maxwell
theory.

We observe the presence of F? term in (5.2.188),

F?=F,F" = g"¢""F,,F.z, (5.2.189)

that represents the contribution of the electric field E and magnetic field B in the theory,

0O E E, E.

~E, 0 -B, B,
o _ (5.2.190)
~E, B. 0 -B,

~E. =B, B, 0

In terms of the gauge fields A, the field strength tensor F),, in a curved spacetime is given
by
F,=V,A, -V,A,. (5.2.191)

However, since Christoffel symbol of the second kind I'f,, contained in the covariant deriva-
tive V,
VA, = 0,4, —T,A;, (5.2.192)

is symmetric in its lower indices permutation, the reading of the field strength tensor F),, in

a curved spacetime would be just like the one in the flat spacetime,
F,=90,A,—0,A,. (5.2.193)
The field strength tensor F),, is invariant under the gauge transformation
AL =A,+0,A, (5.2.194)

where scalar function A is called the gauge parameter.
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In the form language, one can reformulate the Maxwell theory in such a more elegant

way. The gauge fields can be expressed as a 1-form,

A= A,da". (5.2.195)
Accordingly, the gauge transformation (5.2.194) can be rewritten as

A=A +dA, (5.2.196)

and the corresponding field strength tensor Fj,, is replaced by a 2-form F which is defined
by
F =dA. (5.2.197)

Clearly the last formula reminds us a relation in the form language where one can obtain a
2-form by performing an exterior derivative “d” to a 1-form. Furthermore, by using the form

language, the action for Maxwell fields in curved spacetime can be read as
1
Sy = §/F A% (5.2.198)

As one can see from the action (5.2.188), there are two kinds of fields in the Einstein-
Maxwell theory, i.e. the graviton g, and the gauge field A,. Performing the variations of
the Einstein-Maxwell action with respect to each of these fields yield a set of equations of

motion which rule the dynamics of g,, and A,. Using the identities,
OR = R,,0¢" and 09 = —gg,.09"", (5.2.199)

the variation of Einstein-Maxwell action (5.2.188) with respect to g"” can be written as

V=g 5 (R—1grg"F,,F,
5Sm 1/d4x{(5 g)(R_iF2)+\/_—g( 199" F, B)}

ogrv 167 ogHv ogH

1 1 1 1
— d*z {—5\/—99,“, (R — ZF2> +v/—g (R,W —= MQF;“) } (5.2.200)

167 2

The principle of least action requires that the integrand in the last formula vanishes, hence

we have an equation

1 1
R, — zguR= 3

5 T, (5.2.201)
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where the energy momentum tensor 7}, is given by

1
Ty = FuoFS — Z—lgu,,FZ. (5.2.202)

The nonzero of right hand side in equation (5.2.201) signals the non vacuum property of the
spacetime in Einstein-Maxwell theory. The energy momentum tensor 7}, does not appear in
the vacuum Einstein gravitational system.

The variation of the Einstein-Maxwell action (5.2.188) with respect to the gauge field A,
gives another equation of motion in the theory. Since the gauge field appears in the action in
its first order derivative, it would more convenient to perform the Euler-Lagrange equation

in deriving the equation of motion for A,. The associated Lagrangian density is

L= —V16_7f <R - iﬁ) . (5.2.203)

It follows from the Lagrangian density (5.2.203) that

oL
— =0. 5.2.204
Therefore, the Euler-Lagrange equation with the Lagrangian density (5.2.203) becomes
oL
V= =0. 5.2.205
"9 (V,A) ( )

Using the equation (5.2.191), from (5.2.205) one can show that

V. (V=gF") =0 (5.2.206)

which is known as the free Maxwell equation in the curved spacetime.

At this point we have obtained two equations, i.e. (5.2.201) and (5.2.206), which describe
the behavior of graviton and gauge field in Einstein-Maxwell system. In subsection 2.2.1 we
have encountered a quite tedious derivation to rediscover the Kerr solution. Indeed, we will
face some more complexities in deriving the tensor metric together with the corresponding
gauge fields which obey the equations (5.2.201) and (5.2.206). Therefore, we just write down
the solution, which was first found by Ezra Newman [91, 92|. The solution for g,, in the

Einstein-Maxwell theory is

(2Mr—Q?)asin? 0 ? dr? oAy sin? 0

Agy — a®sin0
_ SN @ 8 dp| + o~ +o0d6®+

ds® = dt+

0 Agn — a?sin?6

d 2
AKN —a? sin2 0 ¢ ’
(5.2.207)

AKN
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where

o=r1r?4+a’cos’0, (5.2.208)

Agy =1° —2Mr +a* + Q*. (5.2.209)

The metric (5.2.207) is known as the Kerr-Newman solution, which describes the spacetime
outside of an electrically charged rotating massive object. The gauge field associated to the

solution (5.2.207) is

A= —% (dt — asin® 6dg) . (5.2.210)

In the limit of a = 0, the Kerr-Newman metric (5.2.207) reduces to the Reissner-

Nordstrom solution,
oM Q? oM Q*\ !
ds® = — (1 i + %) dt* + (1 - + %) dr® 4+ r* (d6* + sin® 6d¢?) , (5.2.211)

which describes the spacetime outside of a static and electrically charged massive object.

The associated gauge field to the Reissner-Nordstrom solution is

A= —@dt, (5.2.212)
0

which is the a — 0 limit of (5.2.210). Furthermore, taking ) = 0 from the equation (5.2.211),
we recover the Schwarzschild spacetime (2.1.50). It is clear that in the limit of @ = 0, the

gauge field A, does not present.
In the Einstein-Maxwell theory, we have seen some solutions which are connected each
other, i.e. the Kerr-Newman, Reissner-Nordstrom , and Schwarzschild solutions, and all of
them may describe black holes. It shows the existence of a family of black holes in the

Einstein-Maxwell theory, which is tabulated in the table 5.3.

Table 5.3: Black holes families in Einstein-Maxwell theory

J=0 J#0
@ = 0 | Schwarzschild Kerr

@ # 0 | Reissner-Nordstrom | Kerr-Newman
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5.2.2 The hidden conformal symmetries for Kerr-Newman black

holes

The inner and outer horizons, r_ and 7, respectively, can be expressed as
re =M+ -/ M?—a?— Q2. (5.2.213)

For the extremal Kerr-Newman black holes, M? = a? + (Q? which provides r, = r_ = M.
The Bekenstein-Hawking entropy, Hawking temperature, angular velocity and the electric

potential at the horizon of the black hole (5.2.207) can be read as

Spr = n(rl +a%), (5.2.214)
Ty —T_
Ty = —— 5.2.215
" 4m(r? +a?)’ ( )
a
Qr
Sy =——— 5.2.217
H 1/_3_ + a2 ) ( )

respectively.
We consider a massless charged test scalar field in the background of the Kerr-Newman

black hole. The minimally coupled equation of motion for the scalar field is
(Vo —ieAy) (VY —ieA%)D =0, (5.2.218)

where e is the electric charge of scalar field. There are two Killing vectors d; and 9, for the
Kerr-Newman black holes (5.2.207). We separate the coordinates in the solutions to equation
(5.2.218) as

d(t,r,0,0) = e T R(r)S(9). (5.2.219)

Using (5.2.219) in equation (5.2.218) leads to two differential equations for angular function
S(0) and the radial function R(r),

2

%ag(sin 00yS(0)) — [a2w2 sin® @ +

Sin

- Kl} S@) =0, (5.2.220)

sin @
[(r* + a®)w — eQr — ma)?

AKN

O (AgNO-R(1)) + { + 2maw — Kl} R(r)=0, (5.2.221)
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where K is the separation constant. Furthermore, the radial equation (5.2.221) can be

rewritten as

. [(r2+a*)w — am — QT+Q]2 _ [(r? +a*)w — am — QT—Q}Q ,
O (AxnO-R(r))+ r—r )y — 1) (r—r_)(ry—r_) Rlr)

+f(r)R(r) = KiR(r), (5.2.222)

where f(r) = w?r? + 2(wM — eQ)wr + w?a® — wW?Q* + (2wM — eQ)?. To simplify the radial
equation (5.2.222) and find the hidden conformal symmetry, we consider the low frequency
scalar field wM < 1 where the non-extremal condition guarantees wa < 1 and w@ < 1.
Moreover, we assume small electric charge for the scalar field e() < 1. These conditions in

the near region geometry wr < 1, lead to neglect the function f(r) in the radial equation
(5.2.222). So, we find
(M7, — Q¥)w —am — Qree]”  [2Mr_ — Q*)w — am — Qr_e]?

9 (AxNO,R(r))+ r—r)(ry —7_) a (r—r)(ry —r-) )

— (I +1)R(r), (5.2.223)

where we set the separation constant K; = I(l + 1).

Considering a charged probe in the background of a rotating charge black hole in Kerr/CFT
correspondence leads to new features that are quite distinct for rotating charged black holes
[34, 90] . As the first example, there are two different individual C F'T, that are holographi-
cally dual to the Kerr-Newman black hole. The twofold hidden conformal symmetries are in
J picture where the charge of probe is neglected and in Q) picture where the probe co-rotates
with the horizon. In J picture the electric charge of probe is set to be zero while in Q picture
the scalar wave expansion is restricted to be in the m = 0 mode. Each of the two pictures
provides the hidden conformal symmetry and so establishes the correspondence to the C'F'T;
(34].

Therefore, one may expect the twofold hidden conformal symmetries must exist for other
four-dimensional rotating charged black holes. However, the Kerr-Sen black hole which is a
rotating charged black hole in four-dimensions doesn’t possess the twofold hidden conformal
symmetries. More specifically, the four-dimensional Kerr-Sen black hole as the solutions to

the low energy limit of heterotic string theory don’t have the hidden conformal symmetry
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in a well defined Q picture [90]. One may consider the absence of Q picture for the Kerr-
Sen black hole as a counterexample to the “microscopic hair conjecture” that only exists in
Einstein-Maxwell theory [34].

In revealing the twofold picture of hidden conformal symmetries for the Kerr-Newman

black holes, the scalar wave function can be expanded as
d = e WIHMITIEX R(1)S(0) (5.2.224)

where the internal dimension x has the same U(1) symmetry as the coordinate ¢. The ex-
istence of two coordinates with U(1) symmetry leads the twofold hidden symmetries for the
Kerr-Newman black holes. We note that the twofold hidden conformal symmetries of the
Kerr-Newman suggest the unique central charge in each picture. In J picture, the central
charge depends only on the angular momentum J while in Q picture, the central charge
depends only on the black holes charge ). In both pictures, all the results for microscopic
entropy, absorption cross section, and real time correlators are in favor of Kerr/CFT corre-
spondence. In the next following sections, we confirm that the deformed hidden conformal
symmetry for Kerr-Newman black hole exists in both J and Q pictures, as well as finally can

be collected in a single picture namely general picture [23].

5.2.3 Deformed hidden conformal symmetry in J picture

The radial equation (5.2.223) has two poles on outer horizon r; and inner horizon r_ where
the Kerr-Newman metric function A gy (5.2.209) vanishes. For the Kerr-Newman black holes
far from the extremality, we note that r is far enough from r_. As a result of this, we can
drop the linear and quadratic terms in frequency [90, 36]. These terms are coming from the
expansion near the inner horizon. So we deform the radial equation (5.2.223) near the inner

horizon r_ by deformation parameter x as

(M7, — Q¥)w — am — Qre]’ _ [@2MEry - Q¥w — am — Qrre]’ .
(r—r)(rs — ) =) =) Rir)

= —0,(AxnO.R(r)) + (1 + 1)R(r) . (5.2.225)

where x satisfies
(2M?*k — Q*)amw <K 24/ M? — a? — Q2(r —r_) (5.2.226)
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as well as

(2M?k — Q*)2w® < 20/ M2 — a2 — Q2(r —1_). (5.2.227)

These two constraints on x guarantee that equation (5.2.225) is still in low frequency
limit and so one can neglect the linear and quadratic terms in frequency that come from the
expansion near the inner horizon. Moreover, the constraints do not change drastically the
near region geometry of the black hole. We note that physical justification for the deformation
in the radial equation near the inner horizon is related to the fact that the solutions to
the exact radial equation (5.2.222) (before going to the near region and considering the
low frequency limit and small electric charge for the scalar field) are singular at the inner
horizon. However, it is shown that the back-reaction of the field on the internal geometry of
black hole replaces the inner Cauchy horizon by a null curvature spacelike singularity that
covers the inner horizon of the black hole [93, 94, 95]. As a result, the region behind the null
spacelike singularity that includes the inner horizon is not the physical region of interest in the
solutions of the radial equation (5.2.223). In other words, one can consider the deformation
of the radial equation near the inner horizon only, given by (5.2.225), as the radial equation
describes the dynamics of the test field outside of the null spacelike singularity. The other
interesting feature of deformation of the inner horizon is that it doesn’t change the location
of other singularities of the radial equation (5.2.223) that are located on the outer horizon
and far infinity.

Let us consider first the deformed equation (5.2.225) in the J picture that can be written

as
(M7, — Q¥)w —am]®  [(2Mkry — Q?)w — am)’
O (AnO-R(1T))+ — R(r) =1l([+1)R(r).
(Brnth i) [ (e — ) | EURD
(5.2.228)
We consider the following vector fields
Ci—nr Cy — or
L. = %% (£ /Apno, + L0 ) 5.2.229
o = e (rBea s G Gt e
Lo = 70+ 60,, (5.2.230)

that make the sl(2, R) algebra given by [Ly, Lo] = £Ly and [L4, L_] = 2L, [90, 36]. Further-

more, we require the squared Casimir of SL(2,R) represents the deformed radial equation
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(5.2.228). Hence we find

- % (Lil_+L_L,)
B (M7, — Q?)w — am)’ _ (@MEry = QYw — am)®
— 0, (Agend,) + T Ty (5.2.231)

We notice that the following automorphism for the generators L. and Ly,
L:t — _L:I: , LQ — L(), (52232)

does not change the sl(2,R) algebra and so the squared Casimir is invariant.

We get the following two equations for the coefficients of 9, and 92 in (5.2.231)
pCy+0Ce+ M =0, (5.2.233)
and
1+py+06=0. (5.2.234)

In addition, the coefficients of 97 and 07 in (5.2.231) give two other equations as

—8%(r—ry) (r—r_)+ Cs — 2C50r + §*r* = a*, (5.2.235)
and
Ot = (1) (=) 20y et = OO oy ) -
(ry—r-)
—% (r—r-—r(r—ry)+Q". (5.2.236)

Finally, we get the following equation which is the coefficient of 9,0; in (5.2.231)

—CyCy 4+ 0rCL — 6y +y(r—ry) (r—r_) 6 + Coyyr =

= _% (r—r_)—r(r—ry))+2aQ*. (5.2.237)

From equation (5.2.235), we find two classes of solutions,
2 -
ol 2 gy ot (5.2.238)
ry —T- Ty —T-
5/ =0, Cj=a. (5.2.239)
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Substituting (5.2.238) and (5.2.239) into equations (5.2.236) and (5.2.237), we find C} and ~y

that are given by

ZMT_,_ (I‘i + 1) — 2@2

v = ,  Ci,=
Ty —T_ ry —T_
g 2Mry (k—1) o7 2Mr, (kry —r_)
W= 1 =
Ty —T— ry —T_

2Mr, (kry + 1)

T’++T_

(;

_Q2_

) (5.2.240)

ry —T_

(5.2.241)

Solving (5.2.233) and (5.2.234) for o and p gives all the conformal generators (5.2.229) and

(5.2.230) where all the constants are given in table 5.4.

Table 5.4: Solutions for deformed conformal generators in J picture

branch a branch b
2
5| 2 0
2Mry (k+1)—2Q2 2Mr4(k—1)
i Ty—T— Ty—T_
2Mry (kry+r_) 2 [ ry+r_ 2Mry (krp—r_) 2
Ol T4—T— Q <7‘::: 7L> Ty—T_ B Q
02 a(ry+r-) a
Ty—T—
rTL—Tr—
p |0 DM,
(r——ry) 2Mry (kry —r——M(k—1))=Q(rq —r_)
o 2a 2aMry(k—1)

We note that multiplying all the coefficients in table 5.4 with —1 also are solutions to equa-
tions (5.2.233), (5.2.234), (5.2.235), (5.2.236) and (5.2.237). However, these solutions corre-
spond to the invariance of the squared Casmir L2 —

fields as

$(LyL_+ L_Ly) by renaming the vector

Lo— —Ly , Ly - —LF. (5.2.242)
We also note that in the limit of @) = 0, the vector fields in the J picture reduce correctly to
the generators of deformed conformal symmetry for the Kerr black holes [36].

Furnished by the explicit expressions for the deformed conformal generators in branch a

. B i 1 r—r
Li e:FQ Tro |::F \% 8 27rTH \/7 (QH8¢ + at) 21Qu (T +TR) \/AI:N 8t:| ’
1 1
Lo b 9 _ P 5.2.243
0 27Ty Q0 + 0) 21Qy (T, + Tr) ( |
and branch b
. B - - 2Mr T
Li —  oE2rQUTLATR)IF2rTLe [q; /A N0, + \/L (Q(% -+ at) QwQH(ilfL-i-TR) \/AK+N at] !
1
Lg B 9. (5.2.244)

_27TQH<TL + TR)
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where Ty and Qg are defined in (5.2.215) and (5.2.216) and the left and right moving CFT

temperatures are given by

Ty — T Tr(1+ k) Q*Tg
Tr = T, = — : 5.2.245
i dmta L 11—k Mr, (1 —k) ( )
One can verify that taking the left and right central charges
6aMr, (1 —
ep =y = SMri(1=r) (5.2.246)
M2 — a2 — ()2

leads to the exact Bekenstein-Hawking entropy for Kerr-Newman black holes (5.2.214), if we

use the Cardy formula
2

m
SCardy = ?(CRTR + CLTL) . (5.2.247)

We notice that for the special case of deformation parameter given by x = r, /r_, we find
the generators of hidden conformal symmetry for the Kerr-Newman black holes [34]. In fact,
for kK = ry/r_, the deformed generators L% and L§ (up to automorphisms (5.2.232)) reduce

to conformal generators Hy and Hj in [34] according to
Ly = —iHy, (5.2.248)

where k = +, —,0. The generators in branch b for k = r, /r_ reduce to the other copy of

conformal generators Hy in [34] by the mapping
LY =if,. (5.2.249)

The left and right temperatures (5.2.245) as well as central charge (5.2.246) reduce to the
corresponding results in [34] after setting x = r_/ry. An interesting open question is to

derive the deformed central charges by using either ASG or stretched horizon techniques.

5.2.4 Deformed hidden conformal symmetry in Q picture
The deformed radial equation (5.2.225) in the @ picture is

[(2M7ry — Q*)w — QT+€]2 _ (M kry — QYw — QW+€]2
O Brn ORI+ | = o =) )y | B0

= 1I(l+1)R(r). (5.2.250)
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Matching the squared Casimir of sl(2,R) algebra to Laplacian in equation (5.2.250) gives
the same equations (5.2.233) and (5.2.234) for the coefficients of 9, and 9 in J picture.
However, the other equations are different and their solutions again provide two branches.

The solutions are represented in table 5.5.

Table 5.5: Solutions for conformal generators in Q picture

branch a branch b
5 Qry(1+k) Qry(r—1)
T4 —T— T4 —T—
2Mry (k+1)—2Q2 2Mry (k—1)
’y r4—Tr— T4 —T—
2Mry (kry—+r_) 2 [ rytr_ 2Mry (kry—r_) 2
Oy | Bmleratr) _ 2 (1) | Mnlnor)
Qry(kry+r_) Qry (kry—r_)
02 r4—r— rT—Tr—
re—r_ M(k—1)—kKry4r_
P | "2 L
o | —Mlry—r-) (re—r_)(Mry(s+1)—Q%)
Q3 T4 (k—1)Q3

In fact, we note that multiplying all the solutions in table 5.5 by —1 also satisfy the full set
of equations. It is similar to what happens in the J picture case, these solutions correspond
to invariance of the squared Casimir under renaming (5.2.242). Considering the right and
left temperatures to be proportional to ¢ in branches a and b as

M(ry —r_)
2m(Q)3 ’

(1—'—/'{) _ TRQ2
(1—k) Mri(l—k)’

Tp = T, = Tx (5.2.251)

one can produce the correct Bekenstein-Hawking entropy of the Kerr-Newman black holes

using the Cardy formula by the central charges

3Q%r (1 — k)

Cr, = CR = —MQ_(Z?_Q2.

We note that the dependence of T}, in (5.2.251) to Tk has exactly the same form as the

(5.2.252)

left temperature in J picture (5.2.245). We notice that for special value of Kk = r_/r,, the
mappings (5.2.248) and (5.2.249) show that deformed conformal generators correctly reduce
to conformal generators of the Kerr-Newman black hole. The temperatures (5.2.251) and
the central charges (5.2.252) reduce to the left and right temperatures and the central charge
of CFT dual to Kerr-Newman black hole [34]. We note that in Q picture in which the

coefficients of conformal generators are given in table 5.5, the deformed hidden conformal
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symmetry generators are (5.2.229) and (5.2.230), replacing the coordinate ¢ with the internal

coordinate .

5.2.5 Deformed hidden conformal symmetry in general picture

As it was mentioned in introduction, the Kerr-Newman black holes have two conformal
pictures as ¢’ and Y’ pictures. These pictures correspond respectively to two separated
U(1) symmetries with respect to coordinates ¢ and x. The third conformal picture (general
picture) can be obtained by using the modular group SL(2,Z) of the torus (¢,x). In this
picture, the SL(2,7Z) transformation for the torus is given by [24, 23]

/
a
) = P s (5.2.253)
X noT X
a B
where is any SL(2,Z) group element. Under transformation (5.2.253), the phase
n T

factor of the charged scalar field (5.2.219) with the electric charge e is invariant; e™#Tiex =
e ¢ +ie'X" which yields

m=am +ne , e=pm +71e. (5.2.254)

In ¢’ picture, we set ¢/ = 0, hence the deformed radial equation is

Or (ArNOR (1))
. (((QM”_QQ)“‘(Q”M@m'f <<2Mm~+—Q2>w—<@m@+aa>mf>2> RO

(r=ry)(ry =) (r—=r)(ry—7r-)

—I(I+1)R(r) . (5.2.255)

Similar to J and Q pictures, we match the squared Casimir of SL(2,R) to the left hand side
of equation (5.2.255) and solve for the coefficients of the vector fields (5.2.229) and (5.2.230).
We find there are two classes of solutions for 9, v, Cy, and Cs that are given by

ai + as CL17”7+0J27”+

6% = ,  Cf=—Tr =T (5.2.256)
ry —T- Ty —T-

§¢ = d2 — &1 : S = w, (5.2.257)
ry —T_ ry —T_
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a Y

o IMr, (k+1) — 2Q? 6 = 2Mry (kry +72) 0> (ﬂ) (5.2.258)
ry—T_ [ r

2M -1 2M —r
G = ry (K )’ 0% = ro (kry —r-)

Ty —T- ry —T-

where
ay=Qryf+ax , ay=Qkrr f+ax. (5.2.260)

Table 5.6 shows the full set of solutions for branch a and b.

Table 5.6: Solutions for conformal generators in general picture

branch a branch b
5 | Zeat(stDBGr, (--1)5Qr
ry—T_ TL—T_
2Mr i (k+1)—2Q2 2Mr4 (k—1)
f}/ A T —T_—
2Mry (kry+r_) 2 [ retr_ 2Mry(kry—r_) 2
Oy | B - @2 () | M) - Q
o | @rotertr ) raatrytr ) QBro (nrs—r ) taal(rs 1)
2 ry—T_ ry—T_
QB(re—r-) " aalra—r)-QBr (M(s—1)—nrs +7_)
p 2(2Maa+Q38) (k—1)r+ (2Maa+Q3pB)
R Y (re—r (D) M4 Q)
(2Maa+Q3B) (k—1)r4 (2Maa+Q3p)

In this picture, the left and right CF'T temperatures are given by

My —r) L (1+R) TrQ?
= m@Maa+ 03B T IRATY T M a—r) (5.2.261)

The agreement between microscopic CFT entropy and the Hawking-Bekenstein entropy re-

TR

quires that the central charges are
3(1 = k)ry(2Maa + QPB)
/M? — a2 — (2 '

We note that the right temperature of generalized CFT is independent of deformation param-

Cf, = CRr = (52262)

eter k. However, the left temperature non-trivially depends on the deformation parameter
k. Moreover, we should note that the deformed hidden conformal symmetry generators in
general ¢’ picture are given by (5.2.229) and (5.2.230), replacing the coordinate ¢ by ¢'. The
solutions for coefficients (tabulated in table 5.6) reduce to the corresponding coefficients in
table 5.4 in J picture where we set « = 1,8 = 0, and reduce to the coefficients in table 5.5
in Q picture where a« = 0,5 = 1. As a result the generators in the ¢’ picture reduce to the

corresponding generators in J and Q) pictures respectively.
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5.2.6 Scattering of charged scalars in the Kerr-Newman back-

ground based on deformed radial equation

In this section, we consider the absorption cross section of the scalar fields in the background

of Kerr-Newman black holes in different pictures.

5.2.7 J picture

We rewrite the deformed equation in J picture (5.2.225) as

(97)* (re =) (g2)* (ry — 1)
- (AgNO, - - K, = 2.2
0 ( KN@ R(T))+( (T—T_|_) (T’—T_) l R(T‘) 0 (5 63)
where
7 2Mr, — Q*)w —am
g, = : (5.2.264)
Ty —T-
—0O? —
g = BMery = Q)w=am (5.2.265)
Ty —T-
We define the new coordinate [67]
p=—"*, (5.2.266)
r—r_
and so the deformed equation (5.2.263) becomes
2 gi J K _
p(1=p)0,R(p)+ (1 —p)9R(p) + o T, R(p) =0, (5.2.267)
where we used the following identity
AgnO, = (r4 —r_) po,. (5.2.268)

The in-going solution for the equation (5.2.267) is

Ry (r) = Const.p™9% (p— 1) "o Fy (=1 —i (g1 — ¢7) , 1 —i (¢ + ¢7) ;1 = 2igl;p) |
(5.2.269)

where o F) is the hypergeometric function. The in-going solution (5.2.269) on the outer

boundary of the matching region where r >> M behaves as,

Rip ~ Art, (5.2.270)



where A = 5 F} (—l —1 (gi — gi) ,—l—1 (gi + gi) 11— 2ig_{; 1). We should mention in find-
ing the in-going solution, we consider the low frequency condition, w << 1/M in near region,
r << 1/w. Using the Gauss’ theorem for hypergeometric functions, we can rewrite the factor

A in equation (5.1.99) as

I (1—2ig])T (20 +1)

A= ) (5.2.271)
r (l +1-2 <<M’“+<1+*’")—Q2>“—“m)) r (z F1—2 (w))
rT—Tr— T4 —T—
Hence, we find the absorption cross section, given by
T(+1—iB))IT(+1—iBy)|?
2rgl (T (20 + 1))
where
Mr, (1 —Qw—
B, = 2<( el - Qw “m), (5.2.273)
ry —T-
Mry (1 —
B, = 2 ( e ”W) . (5.2.274)
Ty —T_

In supporting the Kerr/CFT duality in this scattering process, we need to associate the
absorption cross section (5.2.272) with the results from 2D CFT. In other words, we want
to match the absorption cross section (5.2.272) computed from gravitational side to the
corresponding cross section in the dual 2D CFT in J picture,

2 2

J J J
Pa L~ TJQthlTJ2hRfl inh ﬁ ﬁ T h, . Wy,
bs L koS oy T o7 Ly

Wi
T .
(hR —+ ZQWT]%)

(5.2.275)

which is known as the finite temperature absorption cross section in a 2D CFT [67]. To
match and find the possible agreement between (5.2.275) and (5.2.272), we consider the first

law of thermodynamics for the charged rotating black holes
TydSpy = M — QgdJ — PydqQ . (5.2.276)

where Ty Qg and @y are given by (5.2.215), (5.2.216) and (5.2.217). For a 2D CFT with

E E
Sepr = 2 <\/CL6 Ly \/CRG R) , (5.2.277)
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the variation of entropy can be read as

SE, OF
§Scpr = TLL + T_j (5.2.278)

Matching the variations of entropy (5.2.276) and CFT entropy (5.2.278) gives

oM — QyuéJ — ®y6Q  SE] SE}
Ty ST T

(5.2.279)

In the last equation and also in (5.2.275), the superscripts J show the corresponding quantities
in the J picture. We can identify M as w, §.J as m, 0Q as e, 0E} ; = w in (5.2.279).
Therefore a set of left and right frequencies that satisfy the equation (5.2.279) are

M 1) - Q?
pl 2 @M (RE ) =9 g, (5.2.280)
a

For k = r_ /r, these left and right frequencies definitely reduce to the left and right frequen-
cies in J picture for the Kerr-Newman black hole [34]. The fact which supports the existence
of dual 2D CFT for the deformed Kerr-Newman/CFT correspondence is the agreement be-
tween (5.2.275) with (5.2.272) if the wy , are as in (5.2.280). In the formula (5.2.275), the left
and right conformal weights hy r are equal to [ + 1. We notice that these conformal weights

are the same in the other Q and general pictures that we discuss in next two subsections.

5.2.8 Q picture

In Q picture, the charged test particle is co-rotating with the black hole horizon, thus we can
turn off the rotational parameter a. The absorption cross section and the deformed radial

equation are given by (5.2.272) and (5.2.263) with replacing g’ to g? where

OMrs — Q?)w —
g0 - BMre—@QJuw=Qree (5.2.281)
T+—T_

@ = BMery = Qw = Qrrie (5.2.282)

ry —T—

Thus we find the corresponding absorption cross section, given by

‘F <l+1—zBQ>‘ ‘F(l—i—l—zBQ)‘
omg! (U (20 + 1))

Pups ~ |A|7? = sinh (2mg?) : (5.2.283)
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where

B9 ((2M7‘+ (1+k)—2Q*)w—Q(1+ /i)me) ’ (5.2.284)
T+ —Tr_
BY = <2MT+ (1-r)w _TQ“ - “)”6) . (5.2.285)
Ty —T_

In this picture, to match and find the possible agreement between the cross section (5.2.283)
and the finite temperature absorption cross section of CFT, we again consider the first law
of thermodynamics for the charged rotating black holes. The matching of microscopic and

macroscopic entropy variations in Q picture now can be read as

SM — QudJ — ®6Q  JE? . SEY

- : 5.2.286
Ty ¢ TR ( )

We identify 0 B, r with the left and right frequencies @S r that are related to three quantities;

the left and right frequencies wg’ r» charges qr g, and chemical potentials i, r where

2Mw
w? =wh = g (Mry (1+£) — Q%) , (5.2.287)
Mry(1+k
pr=pr+1= % : (5.2.288)
The frequencies wy, g are given by
(DCLQ,R = ng — qL,RUL,R » (5.2.289)

where the charges gqr g = e. Substituting equations (5.2.287), (5.2.288) and (5.2.289) into

~Q
U hp+i “’RQ
27TTR

(5.2.290)

the 2D CFT absorption cross section

- - -Q  ~Q -Q
Puys ~ T 1@ iy (“’—L + “’—R) |r (hL i )
R

2 2

Y

)

shows that the CFTy cross section agrees with the absorption cross section which is derived
from gravitational point of view in Q picture (5.2.283). Also as it is expected, when k =
r_/ry, the left and right frequencies for the deformed CFT; as well as the chemical potential

reduce to the corresponding quantities in [34].
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5.2.9 (General picture

The SL(2,7Z) transformation between (¢, x) and (¢, x’) yields the relations (5.2.254). The
¢’ picture under consideration is given by setting ¢/ = 0. The deformed radial equation

(5.2.255) in ¢’ picture can be rewritten as,
O, (AxnOR (1)) + ((gfr (s _>r> - <g§22 (rs _)T) - Kl) R(F) =0,  (52.201)
r—T4 r—r_

where gf and ¢¢ are

gf _ (2M’I”+ - Q2) W — (QT+6 + aa)m/ : (52292)
Ty —T-
O = (2Mrry — Q*) w — (Qkry B + aa)m/ ' (5.2.203)
T+ —Tr_
The absorption cross section is given by
T (14+1—iBY) | (1+1—iBS)|
Paps ~ | A% = sinh (274%) P+t —iBn)[ L —— ) , (5.2.204)
2mg¢ (T (21 + 1))
where
_ 2 _ /
BG — ((2MT+ (14+ k) —2Q*)w— (Q(1 + K)ry S + 2ac)m ) | (5.2.205)
Ty —T_
_ . - /
BS — (2M7"+ (1—r)w—Q(1—kK)ryfm > . (5.2.296)
ry —T_

Matching the macroscopic and microscopic entropy requires that we introduce the gen-

eralized frequencies @% , in terms of three quantities; frequencies w¢ 5, charges ¢ 5, and

chemical potentials /Lg R

o p=wfp—qf s s (5.2.297)
In (5.2.297),
2Mw (Mry (14 k) — Q?)
a +
_ 5.2.298
“L.R 2aMa + BQ? ’ ( )
Mr, (1 - Q?
y6 - M@aat BOr (14m) o BQ(Mrs(1+1) - QY (5.2.299)
2aMa + Q3 2aMa + pQ?

and ¢¢ » = m/. Substituting the relevant quantities in the CFT absorption cross section
4dr.r g q p

~G ~G ~G ~G
Ppe ~ TE G et (L2 R NV ip (g, 4 YL T hg+i—k
b L O TR LG BTG
(5.2.300)

2 2

shows exact agreement between the CFT absorption cross section (5.2.300) and the corre-

sponding cross section from gravitational side (5.2.294).
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5.2.10 The (deformed) hidden conformal symmetries of Kerr and

Reissner-Nordstrom

We notice that the deformed conformal generators L&*, n = +, —, 0 in (5.2.243) and (5.2.244)
reduce to the deformed conformal generators L,, n = 4+, —, 0 for the Kerr black holes when
we set Q = 0 [36]. Furthermore, setting the rotation parameter a = 0 with special value of
deformation parameter x, we find the conformal generators of Schwarzschild black holes in
agreement with [36] and [89].

Plugging the results for C, Cy, d,~, p and o for branch a from table 5.5 in Q picture along

with a = 0, we find the deformed hidden conformal generators for Reissner-Nordstrom black

holes as
a + (TR ) 15 (2T, r
LY = e ("% )t (2nTR)x (+Q22_7:'TR (kry —r— —1r(1+K)) Oy (5.2.301)
vV ArNO, + M (kry +7r_—r(1+k))+ @’ (2r—ry—r_)) 0
+ RNOr 2, + - 47T7“i + - t ] s
2M Mry (k+1)
Ly = — (M 1) — @Q? —r .2.302
i 27TQ3TR( re(k+1)— Q%) 8 + 70T, Oy, (5.2.302)
where Agpy = r? — 2M7r + Q2. The right temperature Ty is given by
(ry —r_ )M
Th = ——— 2.
R m 07 (5.2.303)

Solving Ary = 0 gives the outer and inner Reissner-Nordstrom black holes horizons are
ry =M+ \/m and r_ = M — /M? — ? respectively. This right temperature T
in (5.2.303) matches the right temperature in [97] after considering the unit length for the
uplifted extra dimension.

The second copy of deformed hidden conformal symmetry generators for the Reissner-
Nordstrom black hole can be obtained from the branch b generators for the Kerr-Newman
black hole in appropriate limit of a = 0. We notice that ¢ = —277T}, and so the deformed

hidden conformal generators for the Reissner-Nordstrom read as,

+ (EEOTOTR )y (T, Mr
LY = e (U )T (4_6222—7:7}5 (kry —r_ —r(k—1)) 0y (5.2.304)
M Q?
FVAgNO, + <27W+ (kry —r_+r(l—k)) — g (ry — r)) 8t) :

M2r+(/§—1)a Mry (k—1)
7TQ3TR ¢ 27TQ2TR

LS - (5.2.305)
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We also note that for the special value of deformation parameter k = r_/r,, the previously
obtained generators (5.2.301), (5.2.302), (5.2.304) and (5.2.305) reduce to the hidden confor-
mal generators for the Reissner-Nordstrom black hole [97] after setting the unit length for
the uplifted extra dimension.

Nevertheless, we notice that the hidden conformal generators (5.2.301), (5.2.302), (5.2.304)
and (5.2.305) with k = r /r_ for the Reissner-Nordstrom black holes do not simply reduce
to the conformal generators for Schwarzschild black holes [89] by setting @) = 0. In this limit,
as it is clear from table 5.5 | the coefficients p and ¢ do not have any finite values, though
the other four coefficients are well-defined. The situation is similar in reduction of hidden
conformal generators of Kerr-Sen black holes to hidden conformal generators of Gibbons-
Maeda-Garfinkle-Horowitz-Strominger black holes [90] or reduction of conformal generators
for Kerr black holes [28] to Schwarzschild black holes by setting a = 0. To overcome this
problem, as it was noticed in [90, 36], we set o = 0 for the neutral black holes and so the

equations (5.2.233) and (5.2.234) become
pCL+M=0, 14+p7=0. (5.2.306)

We note that p, C, and v contain the free deformation parameter x. In branch b, we choose
rk = —1 and our deformed conformal generators reduce exactly to those derived in [89] by
the mapping

Ly=—iHy, , L) =iHy. (5.2.307)
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CHAPTER 6

VECTOR FIELDS IN KERR/CFT

The materials in this chapter are based on our paper [112]. In this chapter, the discussions
are based on the wave equation for spin-1 objects in Kerr background given in [46] together
with their solutions by Chandrasekhar [47]. After reviewing the equations and solutions of
vector fields in Kerr spacetime, we will show the appropriate boundary action for the Maxwell
fields in this spacetime. From this boundary action, we derive the two point function for
vector fields by borrowing the AdS/CFT prescription (3.4.144). We will show that the non
gauge dependent part of the two point function computed in gravitational theory and CFT

sides agree each other, which support the Kerr/CFT correspondence proposal.

6.1 Spin-1 fields in the background of Kerr black holes

6.1.1 Construction of solutions in Newman-Penrose formalism

In this section, we briefly review the derivation of solutions to Maxwell equations in the
background of Kerr black hole [47] and fix the notation in the article !. In Boyer-Lindquist
coordinate, the Kerr metric read as

sin? 6

2 _
ds* = =

A 2
—F (dt — asin® 9d¢)2 + pzdrz + p*do* +

where p? = r? + a%cos?6 and A = r? 4+ a? — 2Mr. For later convenience, the corresponding

(adt — (r* +a2) d¢)”,  (6.1.1)

contravariant components of the metric tensor for (6.1.1) are given by

220 (.2 2\2
A » 1 . <Aa sin“ 0 — (r +a)>

!There is a slight difference on some notations in constructing the solutions to Maxwell’s equations in the
background of Kerr black hole in literature such as [98] and [47]. In this chapter, we mainly follow [47].
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gtd> _ —2Mra g¢¢ _ (A — a?sin® 0)
Ap? Ap?sin®

Stationary and axisymmetric properties of the Kerr black hole suggest that the solution to

(6.1.3)

Maxwell equations in this spacetime can be written as a superposition of waves with different
frequencies w and different periods 2mm, m = 0, 1, 2, ... for coordinate ¢. Thus, the existence
of Killing vectors 0, and 0, for Kerr spacetime (6.1.1) enable us to write down the dependence
of spin-1 field solutions to t and ¢ coordinates as e~ “i+ime,

In his seminal work [46], Teukolsky showed that the equations of motions for the fields
(with different spin weights) in Kerr background are separable in radial and angular direc-

tions. In Newman-Penrose (NP) formalism, the real null-vectors {# and n* and the complex

null-vector m* for Kerr spacetime (6.1.1) are given by [47]

" =A"1 (7"2 +a%, A, 0, a) , (6.1.4)
1
nﬂ:zﬁoﬂ+a{—Aﬁﬂ), (6.1.5)
mt = 1 iasind, 0,1 o (6.1.6)
2 " 7 sing )

in (t,r,0,¢) coordinate system where p = r +iacosf and px = r —iacosf. Contracting the

vectors {#, n* and m* by 9, we get the following differential operators

=Dy , n=—-—D}, (6.1.7)

m=—L). (6.1.8)

We also consider the operator

(6.1.9)

The differential operators (6.1.7), (6.1.8) and (6.1.9) act on any function that its dependence

on coordinates ¢ and ¢ is given by e !¢ The operators Dy, D}, Lo and L] are special

cases of
0 1K r—M 0 1K r—M
-~ 4 o2
D, 8T+A+2n< A > , D! e A—|—2n< A ), (6.1.10)
L —£+Q+nc0t9 U—E—Q—i—ncotQ (6.1.11)
T ’ T ’ o
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where K and @) are given by
K = —(r2+a2)w+am,

and

Q = —awsinf + m (sinf) ™"

(6.1.12)

(6.1.13)

and n € Z. As we notice, the operators D,, and D] are purely radial dependent operators,

whereas £,, and L are purely angular dependent operators.

Contracting the field-strength tensor F),, with the basis vectors (6.1.4) - (6.1.6) yield three

complex scalars @y, ®; and ®, which can be read as
q)[) = Ewlﬂmy )

o, =L

E,, (I"n” +mtm")
and
®y = 2(p*) Fmin” .
The Maxwell’s equations in the background (6.1.1) are given by
gV, F,,=0,
along with the Bianchi identity

Vqup‘i‘vaﬂy—i—vap“:O.

(6.1.14)

(6.1.15)

(6.1.16)

(6.1.17)

(6.1.18)

Equation (6.1.18) indicates that there is no source for Maxwell fields in the gravitational back-

ground (6.1.1). Inserting all the spin coefficients and directional derivatives into Maxwell’s

equations gives a set of four equations in NP formalism

(6.1.19)

(6.1.20)



L sin 0
(LI—W;D )(1)2

I

|

>
/7~

3.

_l’_

| =
~—

©

(6.1.21)

and

*

0 sin 0 ]
<£$ + Zaf;*n ) P, = -A (DJ{ - _—> D . (6.1.22)

The equations (6.1.19) - (5.1.65) can be decoupled to two differential equations for ®, and

®, by noticing that two operators

Y,, = D+m(p")", (6.1.23)

Zy = L+imasind (°)7", (6.1.24)

commute, i.e. [Y;,, Z,] = 0. In (6.1.23) and (6.1.24), D can be either D,, or D} and L can be

either £,, or LI respectively. The two decoupled differential equations for & and ®, are

[(ES + msine) <£1 - MSI*I“)) +A <D1 + i) (DI - 1)] Dy =0, (6.1.25)
p p p p

Kﬁo + msine) <£I - mStM) +A <Do + i) (Do - i)} Py =0. (6.1.26)
p p p p

We notice that to obtain equation (6.1.25), we have used the identity DyA = AD;. Using

and

the identities,

1 1 2K
A (Dl + —*) (DJ{ - —*> == AID1,DJ{ - Z,_* ) (6'1'27)
p p p
(58 +2 Si*ne) (cl - iasin9> = fhe, 4 Qe (6.1.28)
p P
and
1 1 2K
p

(6.1.30)

% % * ’

. . 9i0u i
<£0+ZCLSIH9) (ﬁi_zasme) _ ool - ZQCfsmﬁ

where K and @) are given by (6.1.12) and (6.1.13) respectively, we can simplify equations
(6.1.25) and (6.1.26) to

(ADlDI 4 L0+ 2iw (5 + dacos 9)) By =0, (6.1.31)
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and
(Apgpo + Lol — 2w (r + iacos 0)) Dy =0. (6.1.32)

The equations (6.1.31) and (6.1.32) are clearly separable in 7 and € and called the Teukolsky

equations for the massless particles with spin weight 1. For convenience, we set
Qp=V,, Py=V_| (6.1.33)

where W, = Sy () Ry(r) and Ry (r) and Sy (0) are functions of r and 6 only, respectively.
The functions W contain the  and # dependence of Teukolsky wave functions ﬁ/i for Maxwell

field perturbation with spin weights +1

Uy = e @HHmOR (1) Sy (0) = e ™Moy, (6.1.34)

Plugging (6.1.33) into equations (6.1.31) and (6.1.32) we obtain a set of equations

(ADJDI ¥ 2m) Ry = AR, (6.1.35)
(cg,cl — 2aw cos 9) S, = —AS,, (6.1.36)
and
(ADOD(T) - 2w> R_=AR_, (6.1.37)
(ﬁoc{ + 2aw cos 0) S_=-\S_, (6.1.38)

for the radial Ry and angular S4 functions where \ is the separation constant.

The radial solutions to Teukolsky equations have been found in reference [99]. The radial
solutions also have been obtained for near horizon near extremal Kerr in reference [37] by
taking near and far region limits of a generic Teukolsky equation [46]. Applying the operator

(Lo +iap*~tsinh) to (6.1.19) and (Do + p*!) to (5.1.63) and adding them up, we find

(/30 N zas_ine) <£1 B zas_1*nQ> By — <D0 n _l*) (Do _ é) D, . (6.1.39)
p p P P
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Furthermore equation (6.1.39) simplifies to
LoL1®y = D3P, . (6.1.40)

As we notice from (6.1.33) and (6.1.34), the complex scalars & and @5 are separable functions
in terms of coordinates r and . Plugging the identifications (6.1.33) into equation (6.1.40),

we get the equation

LoL1S. AD2R_
= 1.41

that leads to
Di:R_ =CR,, (6.1.42)

which is one of the Teukolsky - Starobinsky identities [47].
The proof of this identity can be given in the following way. We apply the operator D3
to the left hand side of equation (6.1.37),

Dp (ADgDOR_> —2iwD; (rR.) = Dj(ADy — 2iK)DyR_ — 2iwrDiR_ — 4iwDyR_
= DyADD{R- — 2iDy (KDiR_ — 2wrDyR_)
—2iwrDiR_ — 4iwDyR_
~ D, (AD} + 2@'K> D2R_ — 2Dy (KD2R_) + 2iwrD2R_
- (ADJBI + 2m> DIR_. (6.1.43)

In the first line of equation above, we have used the relation between D, and DS, derived

from the definitions of both operators in (6.1.10),
AD! = AD,, — 2iK , (6.1.44)

and

AD, 1 = DyA. (6.1.45)

The same operator D3 must be applied also to the right hand side of equation (6.1.37), which

finally gives us an equation
(ADJDI + 2m> D2R_ = AD?R_. (6.1.46)

195



Interestingly, from the equation (6.1.35), we observe that D3 R_ obeys the same eigen equation
as R,. This allows us to write equation (6.1.42), i.e. DZR_ is a constant multiple of R,. By

performing this analysis, we have obtained an identity,
D? (ADgDO - 2iwr> - (ADIDI + 2m> D2, (6.1.47)

It is interesting to note that AR, and R_ are a complex conjugate pair. This can be
seen by adding a A on both sides of equation (6.1.35) and apply the identity (6.1.45), where
we can get

(ADODg n 2iwr> AR, = MAR, . (6.1.48)

Hence, by using this fact, the complex conjugate version of (6.1.42) can be shown. This can

be pursued by applying the operator A (D3)2 to the both side of equation (6.1.48), i.e.
A (D) AR, = A (D)) (ADDIAR,) +2iwA (D)) (rAR,)

- A (D3)2 (AD& + 22’K> DIAR, + 2iwrA <D$)2 R_ + 4iwADAR,

— ADIADI (93)2 AR, + 2iAD] <K (93)2 AR, — 2er3AR+>
+2irA <DS)2 AR, + 4iwADIAR,

— AD} (AD, — 2iK) (93)2 AR,
+2iAD] <K (93)2 AR+> — 2iwrA (93)2 AR,

~- A (AD{Dl - zm) (93)2 AR,

- (DgDO - 2m> A (Dgf AR, . (6.1.49)

2
From the last computation, we find that A (Dg) AR, satisfies the same eigen equation as

2
R_, hence we can say that A (Dg) AR, is a constant multiple of R_, i.e.
2
A (Dg) AR, = C"R_. (6.1.50)
From equation (6.1.49), it is easy to show that
2 2
A (D$> AR, = (AD{Dl - 2m> (Dg) AR, | (6.1.51)
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from which, by matching this equation to (6.1.48), we can have an identity
2 2
(Dg) (ADODg + 2iwr> - (AD}DI - zm> (pg) . (6.1.52)

It turns out that the last identity is just the complex conjugate of (6.1.47).

In (6.1.42), C is the Starobinsky constant which in general can be complex valued,

IC]> = N2 — 40”2, (6.1.53)
and « is defined as
a?=a?— 22 (6.1.54)
w

The relation (6.1.53) can be proven by using the results (6.1.42) and (6.1.50). First let us
apply the operator A(Dg)2 to the equation (6.1.42),

A (D@)Q ADER_ = CA (93)2 AR, . (6.1.55)

2
Replacing the term A (Dg) AR, in the last equation by using the relation (6.1.50) we can
have

2
A (Dh) ADER- = |C*R-. (6.1.56)
Therefore, related to R_, we have a new identity
£\ A2 2
A (DO) AD2 =[O, (6.1.57)
as long as the following equation is satisfied
ADIDy = 2iwr + . (6.1.58)

In fact, one can verify that
K iK
DIAD, = LI /N O Rl

1K 1K _ 1K 1K ,
= (&—FK)A(GT—K) —QZK (&—l—K) + (&—FK) 22K

— DyAD] — 2iKd, + 2i0,K

— DyAD} — diwr . (6.1.59)
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Let us perform some algebraic manipulations on the left hand side of equation (6.1.57) by

sing the results in (6.1.57) and (6.1.59).

2
A (Dg) AD? = AD] (DOADg —42'wr) Dy
— ADID, <AD§DO> — 4iwAD{Dy — 4iwAD,

= ADIDy (A + 2iwr) — 4iwAD]Dy — 4iwAD, . (6.1.60)
It is easy to see that

ADIDyr = AD] (rDy+1)
— rADID, + A (DOHDg)

= rADIDy + 2AD, — 2K | (6.1.61)
hence the result in (6.1.60) can be simplified to be

A (DY) AD} = (A 2iwr) ADJD, + 4wk
= (A= 2iwr) (A + 2iwr) + 4w (am — (1* + a*) w)

= A —4d®W? + damw = |C)? (6.1.62)

which proves equation (6.1.53). For later convenience, we consider the angular functions S,

and S_ normalized to unity

m m

/Si sin Odf = /Sg sinfdf = 1. (6.1.63)

0 0

6.1.2 Chandrasekhar’s solutions for Maxwell fields in Kerr back-

ground

In this section, we derive in detail the solutions to Maxwell’s equations in Kerr background
by using the three complex scalars (6.1.14), (6.1.15) and (6.1.16) that are related to Maxwell
field strength tensor F),, = 0,4, — 0,A,. We consider the gauge field A, as (A;, A,, Ag, Ay)
in spherical coordinates. The complex scalars ®, and ®, given by (6.1.14) and (6.1.16), can
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be written as

1 i (174 a? a , , 1Ay
(I)() = ﬁ (EO ( A At + AT + ZA¢> — DO <ZCLA,5 sin 6 + A9 + Sind y (6164)
1 t ~ : iaAg 2., 2
o, = _ﬁ ADj | —iaA;sinfd + Ay — e + Lo (—AAT + (7“ +a ) A+ aA¢) )

(6.1.65)

To simplify some expressions that will be handled hereafter, we define the following functions

AF, = (r2 + a2) A+ AA, +ad, , AF_ = (7’2 + a2) A — AA, 4+ aAy, (6.1.66)
. . Ay ) ) A
G, =iaA;sinf+ Ag+i— , G_ = —iaA;sinf + Ag —i—— . (6.1.67)
sin @ sin 0

In addition, the following definitions would also be helpful [47]

£ (r)=C Dy — )R , £ (r)=C"" (mg - 1) (AR,), (6.1.68)

C.(0)=C1 <cos 0L] + sin 9) S_ ., C(0)=C""(cosOL, +sin0)S,,  (6.1.69)

where C'is the Starobinksy constant (6.1.53).
One can easily verify that the r-dependent functions &1 and 6-dependent functions (.
satisfy the following differential equations
Doy =rR.,  ADl¢_=rR_, (6.1.70)
LI, =S, cos0,  Lo(_ =coshS_. (6.1.71)
The differential equation (6.1.31) combined with (6.1.64) yields the following equation

ALIF, — ADG. = V2 <z’aAR+L’$§+ n s+m>og+> , (6.1.72)

where we have used the definitions in (6.1.66), (6.1.67), (6.1.68) and (6.1.69). In a similar way,
the differential equation (6.1.32) along with equation (6.1.65) yields the following relation

AD|G- + LoAF- = —V2 (AD|S € +ialoR () . (6.1.73)
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We can solve (6.1.72) and (6.1.73) to find Fi and G4 in terms of Ry, Si, (+ and &x. The

solutions are given by

Fy =2 (iaR. (. +DyH,) , (6.1.74)
Fo=v2(~iaR ¢ +D{H) (6.1.75)
Gy =2 (—@5; + ,cgm) , (6.1.76)
and
G_=V2(—€.S +LoH.), (6.1.77)

where H. are any two arbitrary functions that depend on both r and 6 coordinates. The
presence of arbitrary functions Hy in the solutions (6.1.74)-(6.1.77) is the result of identity
[Dy, L1] = 0. These functions show the freedom of Maxwell fields A, in the Kerr background.
Plugging (6.1.74) - (6.1.77) back to (6.1.66) and (6.1.67) provides us the general set of explicit
solutions for A, which includes the arbitrary functions Hy. As we notice to find the solutions
for A,, we have used only the equations (6.1.14) and (6.1.16) for the complex scalars ®, and
®,. The gauge condition is the remaining equation (6.1.15) for ®;. Using equations (6.1.19)
- (5.1.65), one can find the following equation

(10 + mPm?) (9,4, — B,A,)

__ (f)Q [(gclsg . g_cis_) _ia <§_DOR_ . §+D3(AR+)>] . (6.1.78)

Plugging the known results for A, in equation (6.1.15) (that we call it as the Chan-

drasekhar gauge) and comparing the result with equation (6.1.78) yields the following equa-

tion that the arbitrary functions Hy must satisfy

Di ADoH, L, ADIH_ . LoH-
(%)

T R S S At

The equation (6.1.79) imposes a constraint on the choices for the arbitrary functions HL. We

—0. (6.1.79)

very roughly can compare the Chandrasekhar gauge with the well known Lorentz gauge for

200



the Maxwell fields in Minkowski spacetime. The Maxwell’s equations in Minkowski spacetime
are invariant under the gauge transformation A,(z) — A,(z) + 0,A(z) where A(x) is an
arbitrary function. The Lorentz gauge 0,A" = 0 restricts the arbitrary function A(x) to
a function that satisfies the wave equation JA(z) = 0. The Chandrasekhar gauge (6.1.15)
resembles the Lorentz gauge. The constraint equation (6.1.79) for Hy resembles to the wave
equation (JA(x) = 0 for A(z), where the arbitrary functions Hy play the role of A(z). The

full solutions for Maxwell fields in Kerr spacetime that include the gauge functions H.., are

given by [47],
A= (ARG~ RC) (68, — £.5)sind)
+ f%/ﬁ (A <D0H+ — D(T]H_> +ia (£5H+ - EOH_> sin 0) . (6.1.80)
A, = ng (ARyCo + R_C.) + % <D0H+ + DgH_) , (6.1.81)
Ay = —% (€05, +6.5.)+ \% (chH. + Lob) | (6.1.82)
and
Ay = — \/;pg (a* (AR (s — R_C_)sin* 0 — (r* 4+ @®) (£49+ — €-5-)sinb)

. % (aA (D0H+ . DgH_) sin?0 + i (r? + a2) (ﬁgm - EOH_> sin 9) (6.1.83)

Choosing both H. to be zero gives the simplest solutions to the second order differential
equation (6.1.79). Using this choice and comparing equations (6.1.74), (6.1.75), (6.1.76) and
(6.1.77) with equations (6.1.66) and (6.1.67), we get the Maxwell fields as

A, = p;il/é (AR.C. — R_C_ —sinf (.8, —£.5.)) (6.1.84)
A, = Z—\/‘% <R+C+ + %) , (6.1.85)
Ay = —% (6.5, +6.5) (6.1.86)
and
Ay = pz_—\jﬁ (a®sin® 0 (AR.¢. — R_C_) —sinf (r* +a®) (£4.9: —€-5)) (6.1.87)
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where the functions (4 and £, given by (6.1.68) and (6.1.69) can be rewritten as

& = 2(,%( ((irA +20°w) R_ — irCARy) | (6.1.88)

{ = QCLK (= (irA = 20°w) ARy +irCR_) | (6.1.89)
¢, = ﬁ ((—)\COSQ - 20;2“’) S_ — CS, cos 9) , (6.1.90)
¢ = ﬁ (()\ cosf — 205“) S, + CS_ cos 9) . (6.1.91)

The functions K, @, and « are given in (6.1.12), (6.1.13), and (6.1.54) respectively. As a
consistency check, we substitute the equations (6.1.84)-(6.1.87) for the different components
of Maxwell fields into equation (6.1.64) and find &y = Ry (r)S4(0) in perfect agreement with
what was considered in equation (6.1.33) for ®,. A similar calculation shows substituting
the equations (6.1.84)-(6.1.87) into equation (6.1.65) yields &3 = R_(r)S_(f) that is again

in agreement with equation (6.1.33) for @,

6.2 Boundary action for Maxwell fields in the back-
ground of Kerr black hole

The action for the Maxwell fields in gravitational background g,, with no current is

1
S = 1 /d4m\/—gF*WF“” + c.c. (6.2.92)

that leads to the Maxwell’s equations (6.1.18) and (6.1.17). The c.c. term should be added
in (6.2.92) to ensure that the action is real valued as we notice that the Chandrasekhar
solutions for the Maxwell fields in Kerr spacetime (6.1.84) - (6.1.87) are basically complex
quantities. The existence of 9, and 9, Killing vectors in Kerr geometry leads to write down

the dependence of Maxwell fields A on coordinates ¢t and ¢ as

At At
A, . A,
A= = g witime : (6.2.93)
Ay Ay
Ay Ag
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where A,’s are given by (6.1.84) - (6.1.87). We note that in (6.2.92), F,, = J,A, — 0,A,

and so we can write S = 25y where
1
So = Z/dd‘x\/—g (0,A;) F" + c.c.. (6.2.94)

The integrand of Sy can be written as the difference of a total derivative term and one
other term which is, in fact, proportional to the Maxwell’s equations (6.1.17). Taking a
spherical boundary with radius rp that is the boundary of near-NHEK geometry of Kerr

black hole, we can convert the total derivative term to a boundary term, given by

1
SB — §/d3x /_gA;l;F'I’V‘r:rB + c.c., (6295)

where d®z stands for dtd¢df. In getting (6.2.95) from (6.2.94), we have done the following

steps. First recall that the contraction of the field strength tensor F,, can be written as

F,F" = (V,A;—V,A5)F"
= 2(V,A)F™ (6.2.96)
= 2(0,A; —T9,AL)F™
= 2{(0,A;)F" —T% AL F"}
= 2{0, (AJF"™) — A}, F" — T AL F™}
= 2{V,(AJF") —Th AJF™ — A%, F" — T ALF*}
= 2V, (AJF™) —2A% [0, F"" + I F* 4+ T4 F*]

= 2V, (ALF") - 2A°V, F". (6.2.97)

Note that the last term inside of the square bracket in the last second line of equation
(6.2.96) does not give the exact definition of covariant derivative of F* i.e. it should be
' F** instead of I'* F*”. However, both of these “right” and “wrong” terms are vanished,
due to the fact where contraction between symmetric and antisymmetric tensors is zero.
Therefore, we can get the last line of equation (6.2.96). Furthermore, since we are discussing

the case of free Maxwell fields in curved space, the last equation reduces to

F,, F" =2V, (AZF*) | (6.2.98)

203



since

V,F" = 0. (6.2.99)

By using the Gauss’ theorem? we can get the expression (6.2.95) from (6.2.94) where the
quantity K" in the appendix H is replaced by AJF"™.

The field strength tensor components
Fv — gTTgVBFrB — grrglfﬁ (arAB — 85Ar) , (6.2_10())

can be written simply as F = EA where

g"0  —(9"0+40) 0 g0,
oo 0 0 0
. (6.2.101)
0 _99969 gl%ar 0

9%9, — (9”0 +g%%0) 0 g™,

(11
Il
Q

Using the above expressions, we can rewrite the boundary action (6.2.95) accordingly as

1
Sp = 5/df”ac V-gA'BA[ _ +cc, (6.2.102)

where

ATEA = g7 (g (A70, A — iwATA,) + ' (A70, Ay + imAT A,) — 6% (A;05 A, — Aj0, Ay)

+9% (A50, A — iwALA,) + g% (A50, Ay +imALA,)) . (6.2.103)

6.3 Approximations for Maxwell fields in the near hori-
zon limit

The solutions for Maxwell fields in Kerr background that are given in (6.1.84) - (6.1.87)
contain the radial Teukolsky functions R4 (r). In [37], the authors find the exact solutions to
the radial Teukolsky equations for spin weight 41 in the corresponding “near” region xr < 1
and “far” region x > 7y where

Ty

T = , (6.3.104)
T+

2See appendix H for a brief review.
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where 7 = % is the dimensionless Hawking temperature [37, 41] which is related to the

Hawking temperature Ty of the Kerr black holes by

C8tM

Ty (6.3.105)

As we are discussing the near extremal rotating black holes, thus the dimensionless Hawk-
ing temperature 7y would be very small number. This fact would play an important role later
in getting the dominant terms of the action that describe the Maxwell fields in near horizon
of near extremal Kerr black holes. To get the solutions everywhere, the incomplete solutions
from “near” and “far” regions should match in the “matching” region. We elaborate this
prescription as follows. The Ry (r) and S+ (0) in Teukolsky wave function (6.1.34) satisfy the

equations,

O, (A9 RL) (H*F2i(r— M)H
A1 A

+ diwr + 2amw + 1+ 1 — Kl) Ry =0, (6.3.106)

which is known as the radial Teukolsky equation, and

m(m +2cosf) + 1
sin? ¢

ﬁ@g (sin 00y S+ (6)) — ( + a*w? sin® § & 2aw cos O — Kl> Sy (0)=0,
(6.3.107)

which is the corresponding angular one for spin +1. K is the separation constant and

H = w(r? + a*) — am. Following [37], for z = (r — r,)/r,, the radial equation for spin +1

can be written as
r(x+75)0. (0,Ry)+(1£1) 2z +7H) 0, R + V2R =0, (6.3.108)

where

(rowa? + 2rywz + %TLTH)2 Fi(2z + 7h) (riwz® + 2riwz + gn7y)

V pu—
- z(x+7p)

+iriw(l+2)+2amw+1+1 - K. (6.3.109)
The solutions for “near” region are given in [37] as

i(3-m)r
Ry = (i ¥ 1)

in 1 1
r 2T, (——i—ﬁZFl—im,——ﬁqil—im,lqil—in,—i) ,
TH

2 2 TH
(6.3.110)
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where (3 is given in (6.3.119). Considering only real and positive valued /5 in (6.3.119) plays
a role in deriving the corresponding two-point function from the variation of the boundary
action (6.4.194).

In the “far” region, i.e. x > 7y, the approximation to the radial equation is
2?R+(1+1)2zR, + V" Ry =0 (6.3.111)

with
m?
VI = —K,+m?+ T(m +2)%+ima + 1£1. (6.3.112)

The solution is
) 1
, 1
—!—Bix—%—ﬁ:Fle—mx/z 1Fy (5 —BF1+im,1— 25,2’ma:) . (6.3.113)

In the matching region 7y < x < 1, the far and near solutions must be coincide, hence the

coefficient A, and By can be fixed

%

1l_,n_ 1l_,n
RIatch%Aix—%'i‘ﬂ:FlTé 2 ﬁ+5ix—é—ﬁ¢17_}2[ l2+57 (6.3.114)

where

L(26)0(1F 1 —in)
FE+B8—iln—m)LE+B8F1—im)’
B I(—26)L(1F 1 —in)

B = T it TE =G F1—im)’ (6.3.116)

Considering the smallness of 75 (asymptotic solutions), the solutions to Teukolsky radial

As (6.3.115)

equations (6.1.35) and (6.1.37) in the matching region can be read as [37]

4 N .\ A2
R, =N,m;" ™| A, (—) + B, (—) + .., (6.3.117)

TH

N r B+1/2 - —B+1/2
R_=N_7;"* A (—) +B_ <—) o (6.3.118)
TH TH
where [ is given by
1
B = 1T o2m? . (6.3.119)
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The parameter K; is related to A in equations (6.1.35)-(6.1.38) by K; = A + 2amw and we
consider K; > 2m? — 1 /4 and so f3 is a real number. The “quantum number” n contained in
the solutions above is given by

w—mQy
= " 3.12
n 5Ty (6.3.120)

and Qp = r{ﬁ is the angular velocity of the horizon. We notice that since 74 is a very
small number and n is a finite number, so the equation (6.3.120) implies w ~ mQy. This
means we consider only the Maxwell fields with frequency that is around the superradiant
bound. The coefficients N, and N_ are the normalization constants that their ratio can be

fixed (by using equation (6.1.42)) to

N_ o IC[?”_%_

N = han (6.3.121)

where K; = /K? +m2(m?+ 1 —2K;). In deriving the ratio (6.3.121), we considered the
near horizon limit r — r,. As we notice from (6.2.103), we need to find the derivative of
the gauge fields with respect to the coordinate r. From equations (6.3.117) and (6.3.118), we

find the following equations

((9,,R+ — (ﬁ _T3/2) R+ - Q+, 3TR_ — (5_‘_71/2) R_ - Q_ y (63122)
where
) —B-3/2 ) —B+1/2
QJF — 2684-7_;[17171/2 (L) ’ Q, — 266_7_;1—171/2 (L) ' (63123)
T TH T TH

As we notice from expressions (6.1.84) and (6.1.87), the gauge field components A; and
Ay depend on coordinates r and € in a non-separable way, due to the presence of function
p = Vr24+a2cos?f. As a result, performing the integration over the boundary in (6.2.95)
becomes almost impossible. We can separate the dependence of gauge fields (6.1.84) and
(6.1.87) on r and # by making an approximation. The approximation is to set the coordinate
r equal to the boundary radius rp in all p and A that appear in (6.1.84) - (6.1.87). In this

approximation, Ag = A(r = rg) = (rg — r4)(rg — r_) approaches to zero as the boundary
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radius 75 — r4. So, we can write the Maxwell fields on the boundary as

At — _ZWt+Zm¢ flS— -+ f25+) R+AB + (fSS— + f4S+> R—) ’

((
A, = O ((fS. 4 foSi) Ry + (foS- + foSi) R-AGY
Ag = MO ((foS + f10S:) RyAp + (fuS- + f12S4) R
((

A, = e WHmO((£128 + f148) RiAp + (fisS_ + fieS+) R_) ,

where f;’s (1 =1,...,16) depend only on # and are given by

. iaV2(=Acosf —20%wa™")  iav2sinf(irp) — 20°w)
' 4p%C (—awsind +m (sinf) )  4C (am —w (r} +a?)) pjy
foe iav/2 cos 0 B argy/2sin 6
? 4p% (—awsind +m (sin0) ™) 4 (am —w (1} + a?)) pj,
fo=— ian/2 cos 6 _ arpy/2sin @
’ 4p% (—awsind +m (sin€) ™) 4(am —w (1 +a?)) pj;”’
/= iav/2 (A cos — 202wa™") iay/2sin @ (irgA 4 20%w)

_4pQBC (—awsing + m (sind) ") C4C (am —w (ry + a?) pl
iav/2 (=X cos — 20wa™)
4C (—awsin @ + m (sin 0)_1) 7

fom — iav/2 cos 0
‘ 4 (—awsin g + m (sin 0)_1) 7

iav/2 cos
4 (—awsin @ + m (sin 0)_1)

fs =

fr=

)

iav/2 (A cosf — 202wa™")
4C (—awsin 6 + m (sin 6)_1)

V2 (irg) — 20°w)
4C (am — w (1% + a?))’

irBV2
4(am —w(ry +a?))’
irpV/2

4(am —w (rg +a?))’

V2 (irg) — 20%w)

4C (am — w (1% + a?))

fs =

Y

fo=

fio =

fu=-

fia=—

)
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(6.3.129)

(6.3.130)

(6.3.131)

(6.3.132)

(6.3.133)

(6.3.134)

(6.3.135)

(6.3.136)

(6.3.137)

(6.3.138)

(6.3.139)



ia?v/2 (Acos O + 20%wa™ ) sin? 0 i (r% + a?) v/2sin 6 (irp\ — 20%w)

_ . (6.3.140
Jis 4p3%C (—awsind +m (sin6) ™) 4C (am — w (1% + a?)) p% ( )
ia%v/2 cosfsin’ rg (1% + a?) V/2sin §
fua=— : — G, 2) > (6.3.141)
4p% (—awsing +m (sinf) )  4(am —w (ry +a?)) pp
ia%v/2 cos O sin’ @ rg (r3 + a?)v/2sin @
fis = — : — 5 (y 2) s (6.3.142)
4p% (—awsind + m (sinf) ") 4(am —w (ry +a?)) pp
fio = ia?v/2 (A cos ) — 20’wa™1) sin?0 i (ry + a?) v2sin 6 (irph — 20%w) (6.3.143)
10 4p3%C (—awsind +m (sin6) ) 4C (am — w (1% + a?)) p% ' o
In (6.3.128) - (6.3.143),
pp =15+ a®cos? 0. (6.3.144)
We note that for the near extremal Kerr black holes Qpy ~ i and so w ~ 7. As a result
for rg — 7y, all f;’s (except fs, -, fs that appear in radial component (6.3.125) of Maxwell

field) become very large. In fact, due to the smallness of Ag in the near horizon limit of near
extremal black hole, all components of Maxwell fields in the near horizon of near extremal
Kerr background become very large. We consider the difference between am and w(r% + a?)

in near horizon near extremal Kerr black hole to be the same order of Ag.

6.4 Two-point function of vector fields

In this section we explicitly calculate the boundary action (6.2.95) and find the two-point
function of the vector fields. We rewrite the components of the Maxwell field (6.3.124) -

(6.3.127) in a matrix form as
A=c MR Kv, + R_Lv_), (6.4.145)

where the matrices K and L are

Agfi 0 0 Agf K3 J3 fao 0
K- fso ki 0 fe L= 0 frAR" fsAp' 0 | (6.4.146)
Apfo 0 k2 Apfio 0 fu fiz 0
Apfis 0 0 Apfu 0 fis Jie  Ka
and
vi=(s 00 s )T, v—(0 s s o)T. (6.4.147)
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For later convenience, we show the first and the second term of (6.4.145) by A, and A_,
respectively. We notice the matrices K and L as well as vectors vi depend only on angular
coordinate 6, according to Teukolsky equations (6.1.36), (6.1.38) and equations (6.3.128)
- (6.3.143) for f;. The arbitrary constants x;, i = 1,2,3,4 in (6.4.146) are introduced to
provide the invertibility for matrices K and L. We notice that x; — 0 to reduce the Maxwell
fields (6.4.145) to the solutions (6.3.124) - (6.3.127) and we perform this limit at the end of
calculation wherever k;’s appear. We may find that due to the gauge choice (6.1.15), there

is a relation between the vectors v, and v_ as v_ = yv, where the matrix y is given by

(6.4.148)

—_
]

o o o o

o = O O

Denoting the Maxwell fields and the Teukolsky functions on the boundary by A¥ and R%

respectively, we get

AP o
R—g = ¢ WIHMIKy (6.4.149)
+
and .
A .
75— e WMLy (6.4.150)

As we notice, equations (6.4.149) and (6.4.150) enable us to consider the non-radial dependent
parts of Maxwell fields as the ratio of boundary Maxwell fields to the boundary Teukolsky

radial solutions. Using the relation between v, and v_, we have

A= (RK + R_Ly)e oy, — (R, + R_LyK ) A2) (6.4.151)
+
or ( )T
AB
T + * * —1\T
A= Gy (R} + R (K™ (6.4.152)

We calculate the integrand ATEA of the boundary action (6.2.95) now. We notice that
though the matrix E in (6.2.101) has real entries, but after acting on A, the result is a

complex-valued vector. We decompose the operator = as

E=g"(Il+0), (6.4.153)
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where

g9, 0 0 g0,
0 0 O 0
IT = , (6.4.154)
0 0 ¢%, 0
g®0, 0 0 g%,
contains only the derivatives with respect to r and
0 —(g"0,+g"dy) 0 0
0 0 00
0= , (6.4.155)
0 —g%0, 0 0
0 — (970 +9°°95) 0 0

contains the derivatives with respect to t and ¢. The reason for performing this decomposition

is due to the fact that the radial dependence of the Maxwell fields (6.3.124) - (6.3.127) are
B B

in terms of functions R, , while the non-radial dependence are in 2—; or % (according to

+ —

(6.4.149) and (6.4.150)). We find ATEA is given by

(A%) ; A?
ATEA = ¢g">—C (Ry+R.LYK ") (IT+O) (Ry + R_LYK ™) =
(R+) R
(A7)’ AL L (AD) A
= g7 _R* (IR, + R,©) =% + ¢~ _R* (TIR_+ R_O)LyK '—%
g (Rf) +( ++ + )Rf—i_g (Rf> +( + ) X Rf
(A7) i AY
+ g7 — (R_.LyK™)' (IR, + R, ©) —*
AB) A¥
+ g”“( ;;)* (R_LXK—I)T(HR_+R_@)LXK—1—; (6.4.156)
(R?) RE

As the matrix IT contains the differential operator 9,, it would be helpful to split ITR,

g"o, Ry 0 0 "0, R,
0 0 0 0
0 0 ¢”0R. 0
g?'0.R. 0 0 g*°0, R
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)
)

g <<6_§/2 Ry — Q+> 0 9% ((5_:)/2 Ry — Q+>,
(6.4.157)
to two terms, given by
In (6.4.158), the matrix IT, is given by
gtt 0 0 gt¢>
0O 0 0 O
1L, = , (6.4.159)
0 0 ¢% 0
g¢t 0 0 g¢¢

and IT; = & _:’/ 2T1,. A similar calculation shows that we can split IIR_ to two terms, as

IHR_ =R_TI3; — Q_Il,, (6.4.160)
where I3 = 5%1/21'12 and IT; = I1s. So, in terms of IT;, Iy, IT3 and I, we get the following
expression for (6.4.156)

AP
R?

3
3
—~
>
+W
~
-

ATEA = R: (R (IL; + ©) — Q. IL)

|
Q

*

N
>

+ T

N / SN—
.

B

R (R_(II; + ©) — Q_II,) LyK ' —+

_l’_

s
=y
+o

+
!

)
)
)
)

—_
P
+ o

- (RELYK™) (R (IL + ©) — QIL,) —F

_l’_

<,
-
+%

—_
>
+ &

.

s

(R.LXYK ) (R_(IT; + ©) — Q_T,) LYK '=% . (6.4.161)

+
Q
3
3
=y
+
%

Comparing the functions @ in (6.3.123) to the leading terms of R in (6.3.117) and (6.3.118),
we find Q4 ~ 7']2f R.. So, we can neglect the terms that are proportional to ()4 compared

to the terms that are proportional to Ry in (6.4.161). This yields the equation (6.4.162)
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transforms to

ABY AB
ATEA = g ER%))* RJr (R+(H1 + @)) R—%
(A)' AB
+ gL R (RT3 4+ ©)) LyK ' =+
(REy RY
T (AE)T —1\ T Af
9 (Rf)* (R—LXK ) (R+(H1 + @>) R_f
AB T AP
+ g”’( ;,f)* (R.LXK ™)' (R (5 + ©)) LyK ' =% | (6.4.162)
(RY) R?

which is obtained after dropping the terms proportional to ()+. One can show that the

components of AP are

Al = WO (fIS_ + f2S4) RY A,
AP = eO(fS 4 foSy) R
AGy = e (foS + fioSy) RIAR,
AD. = e (f135. + fuuSy) REAp. (6.4.163)
Therefore, each term of (6.4.162) can be rewritten as
T (AB)T * AB rr R R-‘r 0 *
g (R%*& (R+H1)R—§=g —(Rf) =5 n ABrAD (6.4.164)
. AB T AB - R*R ; i}
g ( ;)*R (Ry©®) =L =g — 07 A% AP, | (6.4.165)
(RY) lis (RY) RY
ABf A R'R. .
g”( ;) Ry (RIL) LK 'k = g AP AP (6.4.166)
(RY) R (RY) RY
AB) A5 RR.
g”“( ;) R (R_©)LyK ' —t = g7 07 AT AT (6.4.167)
(RE) R’Z (RY) RY
rr (AE)T —1\ 1 AB rr R* R+ 3 *
9" Ry (R-LxK™) <R+H1)R_% =9 " i ABrAB (6.4.168)
rr (AE)T — AB rr RtR‘F 7 x AB
T (R-LyK™)' (R.©) RB =g —(Rf)*RBQJAB AL (6.4.169)
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(A’ i A? R'R.

q" ~(RLLYK D (R LyK 't =g —————qJ AB*AD 6.4.170
(7 () (T I = 07 Gy i A A (G4170)
(AE)T I (AR RER_

r —(RLLYK ) (RLO)LyK ' —f = g ———— 07 AB*AB | 6.4.171
where
TP APPAR = (q" AL + g™ AB) AP + (g7 Afr + g0 ATr) AT (6.4.172)
07 AP AP = — ((—iwg™ +img?®) AT; + (—iwg" + img'®) AP?) AP, (6.4.173)
y -1
szB*AB — AB AB* tt o + to _
Ty Ay Ay A (frafo— Fifin) (A7 AP (9% (fafis — f3fra) + 9% (fr6f13 — fi5/1a))
+ AﬂAfi (gtd’ (fofiz — fafia) + % (frefis — f15.f14))
+ AerAE: (gtt (fafo — fafr) + 9 (fisfo — f16f1))
+ A§+Aﬁ (gw (fsfo = faf1) + g%’ (fisfo — flel))) ; (6.4.174)
i AB* 4B _ (AtB+ (fsfis — frfia) + Af+ (frfo — fgfl))
2 A% (fifie — fisf2)
X (Afi* (—iwg™ + imgt‘z’) + Afji (—iwgtd’ + img¢¢)) . (6.4.175)
ij AB*x AB o _(ﬂ_3/2) B A Bx tt ® Pk Pk Pk td ® Pk Pk Pk
Ty A Aj+ ~ Aprs (i fii— Fiafo) (At+At+ (9 (S5 fia = Tifis) + 9 (fs fia — 1 f13))
+ AZAZ (0 (L F = 1) + 9 (Fiefi = Fisf3)
+ AerAE: <9t¢ (f3fia— Fifis) + 9 (fisfia — f1*6f1*3)>
+ ADATY (9" (fifr = 13 1) + 9 (fisfi — f1515))) (6.4.176)
93JA£r AjB+ (AiAEr (_Wgtt (fifis — fafi) + ngw (flefs — fisfis)

Ap (fi fiy — fizf2)
+ g (—iw (fisf3 — fisfia) +im (fifis — fafis)

+ AP AP (—iwg (fifs — fif) +img® (fisfs — fof)
+ g (—iw (fisfs — Fisft) +im (fifs — F1F) (6.4.177)
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ij A\Bx B
Ty A AT

ij ABx A\B  _

0 ALTAY =

—(B+1/2)
A237”3 |f1f14 - J"113f2|2
< (AB AR (g" (fs S5 fufy = [ B3 fafo — Fifi fufo + Fifi fate)

9% (fisfs Frefr + fisfi Fisfo = Fisfs Fisfo — fiefi Fis 1)

9 (fisfi fafo = Fi i Fro o+ f3 fs Fi o = Fisfi fuf

f3 13 fisfa — fisfs fafa + fifi fisfo + fisfs fafr)

AG AT SLFiafsdi + i Fafsde = F3 Fafad = Fifiafat)
9% (fisfishsfe + fsfishefi — fisfishefi — fsfisfisf2)

9" (fisFiafsfo = fisFiafafy = Fifisfisfa + Fofisfafy

fs fiafisf2 = flsfisfsfe = f5 fiafief1 + f1fisfie 1)

ATAZ (9" (F5 Fisfabia + Fi Fisfafia = £ Fisfsfua = i Figfafia)
9% (flsfishsfia + fisFiafisfis — flofisfio fis — fisfiafis fia)
9" (fisFiafafis = f3 Fiafis fra = fisFiafsfua+ £ fisfis fua
fiefisfafia — fisfisfafis + f5 fiafriefis — fi fisfrefis)

ALAZ (" (F £ faha+ i fahs = £ ff fafua = £ £ fifs)
9% (Fisfs frsfra = Fisfs Frofis + Fisfi frofis — Fisfi Fasfia)

9" (fisfs fsfra = fisfi fsfra — fisfs fafis = Fifi fisfua
Jifthehs + flefi fafis — fs [ Fisfis + f5 13 fis f14))) (6.4.178)

1

A% |f1f14 - f13f2|2
< (AL AL (fohia = fshis) (im ((Fiofis = fisfia) 9% + (i fis = f3.f1) 9°)

—iw ((fiofis = Fisfin) 9% — (Fifis — £3 £1) 9")) + AT AL, (f2f1a — fafs)
x (im ((fisfs = Fiafi) 9% + (fifs = [1 1) 9°)

—iw ((fisfs = fisf0) 6" = (Fi i = £5£5) 9"))

+AZTAL (fsh = fof?) (im ((Fs s — Fisfi) 670 + (Fifis — F3 1) 6'7)
—iw (fiofis — Fisfin) 97 — (fifis — fifi) o)) + ABr AD,

< (fafr = fofz) (im ((fisfs = Fief?) 9°° + (f5fs = Fi 1) 9)

—iw ((fisfs = FieD) 6% = (F117 = £315) 9™))) - (6.4.179)
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To obtain (6.4.172) - (6.4.179), we consider only the terms that couple to g, ¢'* and
g®? because they are the leading order terms compared to the terms that couple to ¢’ or
g% This fact can be seen from equations (6.1.2) and (6.1.3) where A = Ap is a very small
number. A simple analysis of eight equations (6.4.172) - (6.4.179) shows that 7%/ and 6% are
the dominant terms in (6.4.162). Both terms are in order of AL* compared to my, 4, m3 and
03 that are in order of A5* and m and 6, are in order of Az'. We show the summation of

the dominant terms 75 and 67 by
0 =7 + 67 (6.4.180)

We calculate explicitly and present all the terms of (6.4.162) in the near region limit
where Ap < 1. We find that the leading terms in (6.4.161) (or (6.4.162)) are the terms that
contain (L)(K_I)TH;;LxK_1 and (L)(K_l)T OLYK ™ respectively. Both terms are in the
order of AL as the contravariant components of the metric tensor, g | g'* and ¢%¢; are in
order of Az'. Using the results in (6.4.172) - (6.4.179), the boundary action (6.2.102) turns

out to be

1 r (R]f *RP Nij Bx B
Sp =5 [ dtd0don/—gpg" (1B) g —mgti (0)AL (t,0,0) A7 (t,0,6) +cc..  (6.4.181)
2 (RT)" RY ’

where 6% is given by (6.4.180). We show the (¢, ¢)-dependence of the boundary gauge fields

AE by af according to

AfL = aP(t,0)0:(0), (6.4.182)
where

ap = e WHMORBAR (6.4.183)
fori=1t,0,¢ and

al = e Wtime Rl (6.4.184)

The 0-dependent functions 6;(6) are given by

0, = fiS_+ f254
0, = f5S- + feS
0y = foS— + fioS+
0 = f135_ + fuaS, .

(6.4.185)

216



Now we will borrow the prescription in AdS/CFT, where the connection between gravity

and quantum field theories is given by
Zorr = Zgrav. » (6.4.186)
where in our case the gravitational theory partition function is given by
Zgrav = exp(—S5(al,)) . (6.4.187)

In this discussion, the field ai or a rescaled of it plays a role as the source on the boundary.
It is clear that the vanishing of this field yields the boundary action to be vanished as well.
Therefore, the following formula is valid,

57 _ 0Sp(af)

B B
0a aP. 00y

_ _95Bla)

N daB
ﬁ:() i+

exp (—Sg(al})) (6.4.188)

=0

For the later convenient, instead of using aﬁr as the source, we will used the real part of the

rescaled one,

R(al,)
rg_2A£;/2 '

Taking the functional derivative of (6.4.181) twice with respect to A

AL = (6.4.189)

B

i, we can get the

two-point function as 3 , i
ﬁ =Ty _4%—*}%3’7 , (6.4.190)
where
Zi _ / " d0sin(0){076.0; + 0,76:6,) (6.4.191)
0

In (6.4.191), n.s. means there is no summation over indices ¢ and j. Moreover, we note from
the results in (6.4.172) - (6.4.179) that the leading terms in (6.4.190) correspond to indices ¢

and j to be t and ¢ only.
This is an interesting result that confirms the dual CFT to four-dimensional Kerr black
hole is a two-dimensional theory, in contrast to AdS/CFT correspondence that the dimension

of dual CF'T always is one dimension less than the dimension of the bulk theory. Although

it looks very unlikely to perform the integration in (6.4.191) and find an exact analytical

3The rescaling of the boundary gauge fields is quite similar to the rescaling of the boundary gauge fields
in the context of AdS/CFT correspondence [42].
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expression for Z¥, however we can find the retarded Green’s function for the spin-1 fields
B)* B

from the factor E;ET; in
the equations (6.3.117) and (6.3.118) as

s (aa 4 (T—H)Qﬁ (A B +B_A%) + (T—H>4ﬁzs’ B
AA N\ e EEATG,) T

(6.4.192)

(RP)"RE . :
(6.4.190). The term +—==—= can be calculated explicitly by using

(rE) R

(RZ)"RE |N_|?
(RY)"RY [N

and so the two-point function (6.4.190) becomes
5255 N_N*r% ( A

2 268 * * 43
N_N* (T_H)w A_B*

N‘f‘N#*» TB A+A*
N+N_T_ TB A+A+ N+N* TB T ’

Zip2 (M4 +

(6.4.193)

We have used equations (6.3.115), (6.3.116), and (6.3.121) to simplify the first term of
(6.4.193). Plugging for the ratios N*/N} and B* /A" that appear in the second term of
(6.4.193) as well as the ratios N_/N, and B_ /A, in the third term from equations (6.3.115),
(6.3.116) and (6.3.121), we find

§2Sp o KiM? s N_A_
—— e = 2P (M ) G
0AT 6 AF, ' ( i (n(n—z)) ' NyA T E
KiM? Y\ _ps N*A* N_N*7}f
— Gr+ =B B | . (6.4.194
+(MHH)) BONLALTTN, iry ( )

In (6.4.194), G stands for

25D (=28) T (B + 5 —ing) T (8 — 5 —inu)

Gr(np,ng)=-n(i+n)T : — (6.4.195)
B T@p T (——B—WR)F(%—ﬁ—mL)
where ny and ng are related to m and w by m = ny, and n = ny + ng and we have

considered the normalization (6.3.121) as well as the relation between dimensionless Hawking

temperature 7y with the right temperature Tx

TH
Tp = —— 6.4.196
R AM M\ ’ ( )

where A — 0. The first term in bracket in (6.4.194) clearly is a constant term compared to

the other terms. The second term in (6.4.194) is the complex conjugate of the third term. In
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fact, we can ignore the fourth term of (6.4.194) compared to the other terms, as this term is
proportional to Téﬁ . Dropping the complex conjugate term in (6.4.194) according to [41, 79]
, we find that the field theoretical two-point function (6.4.190) is equal to GRZY up to a
multiplicative factor that depends on momentum and is not a part of the retarded Green’s
function. The existence of multiplicative factor has also been found for the field theoretical
two-point function of spinors [41]. We note that Gg(nz,ng) (given in (6.4.195)) is in exact
agreement with the proposed retarded Green’s function for the spin-1 fields in reference
[21]. Using the optical theorem for the obtained retarded Green’s function (6.4.195), we get
exactly the absorption cross section of spin-1 fields scattered off of the Kerr black hole [19].
Interestingly enough, as we mentioned before, the boundary vector field components that
contribute to the leading term of two-point function are only Aﬂ and Ag . This fact is in
agreement with the statement of Kerr/CFT correspondence that the dual boundary theory
is a two-dimensional CFT. The two-point function (6.4.190) is a function of w and m which

are the conjugate momenta in ¢t and ¢ directions, respectively.

6.5 Two-point function of the vector fields in CFT,

According to Kerr/CEFT correspondence [12, 28], the four-dimensional physics of rotating
black holes is holographic to two-dimensional CFT. The Green’s functions for field perturba-
tions with different spins have been proposed in [37, 21]. In [41], the authors found that the
spin-1/2 Green’s function can be obtained from the field theoretical technique by varying the
boundary action with respect to the spinor fields. They also found that the field theoretical
result is in agreement with what is expected from CF'T calculation. The correlation function
for the spinor operators in CFT is widely known from AdS/CFEFT correspondence [42]. The
correlation function of conformal vector fields in Lorentz gauge has been obtained in the con-
text of AdS441/CFT,4 correspondence in [42, 100] and in covariant gauge in [101]. One crucial
point is that the correlator vanishes for d = 2 in Lorentz gauge [42, 100, 101]. However, we
expect that the correlator of conformal vector operators must not vanish in Chandrasekhar
gauge (6.1.78). The reason is that we know the semiclassical absorption cross section of spin-

1 fields in Kerr background is not zero [37, 21]. Moreover, the correlation functions definitely
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depend on the gauge condition [102]. In fact, the general form for the correlator of conformal
vector operators O; (with conformal weight A) read as

(OO = 1 (1 fi (1) (6:5.197)
where C is a constant that depends on the number of dimensions of spacetime and the
functions f;; depend on the gauge condition. Although the explicit form of functions f;; is
known in Lorentz gauge [42] or covariant gauge [101], however it is very unlikely to find f;;’s
in Chandrasekhar gauge (6.1.78) due to the complicated structure of (6.1.78). Nevertheless,
inspired by the fact that the two-point function (6.4.190) factorizes as GrRZ%¥ to two factors
(Gr which is not sensitive to vector indices and Z% which depends on vector indices), we
may associate the former factor to # and the latter to 7;; + fi; (x,vy). In this regard, we

consider the finite temperature correlation function on a torus with circumferences 1/7}, and

1/Ty [41]

T 2hp e 2hy,
(00) ~ | — T T , (6.5.198)
sinh (7Txt7;) sinh (7Tpt5,)

We note that one can obtain the two-point function of scalars [37, 21] and spin-1/2 fermions
[41] just by plugging the suitable left and right conformal weights hg = h;, = 8 + 1/2 and
hr =P+ 1/2,hy = [ in (6.5.198), respectively.

Analytic continuing t to it and assuming the integer frequencies w = 27kT [41], the

Fourier transform of two-point function (6.5.198) becomes

/T
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In computing the Fourier transform (6.5.200), we have used the formula

~ Tr?8
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Identifying the frequencies as

—L_ — _ing, (6.5.201)



and the conformal weights as
hg=8+1/2, hy=8-1/2, (6.5.202)

and plugging into (6.5.200) yields the two-point function

(00) ~ T T(=28)T(B+ 1 —ing) T (8~ 1 —ing)

R sin(2768) T (26)T (3 — B —iny) [ (3 — B —ing)’

(6.5.203)

which is in agreement with (6.4.195) that was obtained by using the variational method. We
note that to get (6.5.203), we absorb some terms of (6.5.200) in the other part of two-point
function that is associated to n;; + fi; (x,y).
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CHAPTER 7

SUMMARY

The first three chapters of this thesis are the reviews on black holes in Einstein gravity,
CFT together with the AdS/CFT correspondence, and the Kerr/CFT correspondence. The
review on black holes is started with the introductions to some basic concepts in Einstein’s
general relativity. In the review, we restrict the discussion to the vacuum case only, where
the corresponding action is known as the Einstein-Hilbert action (2.1.33) from which one
can derive the vacuum Einstein gravitational equation (2.1.29). However, in chapter 5, the
system under consideration is not vacuum anymore. In the vacuum case, there are two famous
solutions to the Einstein equation. They are the Schwarzschild and Kerr spacetime solutions.
The Schwarzschild solution describes the vacuum spacetime outside of a static mass. When
the mass gets rotated, we use the Kerr solution to describe the spacetime outside of this
mass. Both Schwarzschild and Kerr spacetimes contain the black hole solution. The black
hole is formed when the mass, either in the static case or with some rotation, is contracted
by the gravity and reaches the final state as a singularity covered by the event horizon. The
blackness of a black hole comes from the fact that nothing can escape from the inside of the
black hole’s event horizon, not even light rays.

Discussing black holes only by using the Einstein’s general relativity leads to an image
that black holes are “dead” thermodynamical objects, i.e. they don’t have the entropy.
Nevertheless, Hawking’s work in the 1970s show that incorporating quantum mechanics in
understanding some physical aspects of black holes allows the radiation process to happen for
black holes. Therefore, a black hole would behave like a normal object in thermodynamics
where it absorbs and emits, thus it has entropy. It turns out that the entropy of a black hole
is a large quantity, and yet there is still no clear picture of the general theory of relativity on

how a black hole may have such large number of degrees of freedom. In fact, the entropy of
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a black hole is found to be a function of the black hole’s area, instead of the volume, which
is somehow against normal intuition. It is the deep insights of Bekenstein and Hawking in
showing the dependence of a black hole’s entropy on it’s area, which lays the foundations of

the holographic principle proposed by 't Hooft and Susskind [10, 11].

The holographic principle asserts that the number of possible states of a spacetime re-
gion is the same as that of a system with binary degrees of freedom, such as up and down
spins, distributed on the boundary of the region. The number of such degrees of freedom
is bounded by the number of Planck area which fits the region, hence it is not infinitely
large. A realization of this principle, which is to date still the famous one, is the AdS/CFT
correspondence proposed by Maldacena in 1997 [9]. In [9], he shows the equivalence between
a gravitational theory in D + 1 dimensions and a non-gravitational theory in D dimensions.
The relation between these two distinguished theories which live in the different spacetimes,
one in the bulk and the other in the boundary illustrated in figure 3.7, is very much like
a “hologram”. To be more specific, in his famous paper [9] Maldacena proposed that the
type IIB superstring theory in AdSs x S° manifold describing gravity is equivalent to the
four dimensional N = 4 supersymmetric Yang-Mills theory living on the boundary of AdSs
manifold. Note that the AV = 4 supersymmetric Yang-Mills theory is a conformal field theory
(CFT), from which the acronym of AdS/CFT comes.

Before the birth of AdS/CFT correspondence, conformal field theories have been used
quite extensively at least in the three different areas of theoretical physics, i.e. statistical
mechanics, interacting quantum field theory, and string theory. The discovery of AdS/CFT
even attracts more attention on the researches in conformal field theories. Even though the
AdS/CFT correspondence has been studied in many directions, it seems the real application
of this idea is still quite far from satisfaction for at least two reasons. The first one is that the
AdS background, where the gravitational system is defined in the AdS/CFT correspondence,
is not the type of the spacetime on which we are living nowadays. The second reason is
if one considers a four dimensional CFT, which somehow we can connect to real particle
phenomena, as an “image” of a gravitational theory living in the higher dimensions, the

concept of our universe which consists of more than four dimensions is still under question.

However, the ideas and deep insights in AdS/CFT correspondence are found to be very
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fruitful. Noticing that the near horizon geometry of extremal Kerr black holes (NHEK) has
the AdS-like structure, the authors of [12] proposed the Kerr/CFT correspondence which
claims that the extremal Kerr black holes have a holographic relation to the conformal field
theory in two dimensions. Extremal Kerr black holes, or at least the near extremal ones,
are very likely to exist in the universe. The Bekenstein-Hawking entropy for extremal Kerr
black holes, Spy = 2mJ, can be recovered by using the Cardy formula known in CFTy,
Scardy = 72cT/3. The central charge c is computed for the NHEK spacetime, i.e. a slice
of the spacetime near the extremal Kerr black holes, while the temperature 7T is the Frolov-
Thorne temperature. Quite astonishing that the formula in CFTy can retrieve the result from
gravitational theory, but at the same time it is a quite convincing evidence that Kerr/CFT
correspondence may work in nature. Another clue for the Kerr/CFT correspondence comes
from the agreement between the absorption cross sections computed from the gravitational
theory and the CFTs. As the Kerr/CFT correspondence is still a growing subject, the last

two chapters are devoted to add more evidence of its existence.

A preliminary hint of the possibility of a system which may be holographic to a CFTy is
the conformal symmetry possessed by the system. In the extremal case, the conformal sym-
metry can be seen directly in the spacetime structure of the near horizon of extremal Kerr
black holes. In fact, when the black holes are not in the extremal case, the conformal struc-
ture can’t be seen in the near horizon geometry, but it is hidden in the scalar wave equation
for a low energy test particle in the near region. As it is reviewed in section 4.2, after show-
ing the hidden conformal symmetry of Kerr black holes, one can establish the Kerr/CFT
correspondence in the non-extremal condition. Inspired by the study of Kerr/CFT corre-
spondence in non-extremal case [28], where the gravitational object is the electrically neutral
rotating black hole, we broaden the discussion to the electrically charged rotating black holes.
We study two black hole solutions, the Kerr-Sen black hole solution obtained in heterotic
string theory, and Kerr-Newman black hole solution which is the solution in Eintein-Maxwell
theory. Both of these black hole solutions are quite similar in their physical properties: they
both have an electric charge, rotation, and mass. However, they are different, and the results

in this thesis somehow can be used to distinguish these two black hole solutions.

In chapter 5, we find an extended family of the hidden conformal symmetry for Kerr-
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Newman and Kerr-Sen black holes, which are characterized by a deformation parameter k.
We start by reviewing the derivation of Kerr-Sen black hole solution using the formula (5.1.3).
A detail computation in obtaining the Kerr-Sen metric, which is the spacetime solution in the
low energy limit of field theory describing heterotic string in four dimensions, is given starting
from the Kerr solution. The Kerr-Sen solution contains black holes descriptions, which occur

when the mass which is also carrying the electric charge collapses into a singularity covered

by the critical radius ry. = M —b+ /(M2 — b%) — a2. The dynamics of scalar probes outside
of a Kerr-Sen black hole can be studied from the Klein-Gordon equation defined in the Kerr-
Sen spacetime with » > r,. Therefore, the study of hidden conformal symmetry as reviewed
in section 4.2 can also be performed in the near region of Kerr-Sen black holes. In addition
to the “near region” and “low frequency” limits applied to the scalar probe in studying the
hidden conformal symmetry for Kerr black holes, for Kerr-Sen black hole case we also need
to consider the “weakly interacting” condition, i.e. e) < 1, where e and @) are the electric

charges of probe and black hole respectively.

The hidden conformal symmetries for Kerr-Sen black holes are worked out in both ex-
tremal and non-extremal cases. The results obtained in these works point to the conjecture of
Kerr-Sen/CFT correspondence, i.e. a duality between CFT5 and Kerr-Sen black holes. More-
over, it supports the duality between a CFT5 and rotating charged black holes, where now we
have one more example in addition to the Kerr-Newman/CFT correspondence [23, 34]. The
authors of [34] show that the hidden conformal symmetry for non-extremal Kerr-Newman
black holes have two pictures, namely J and Q pictures. In [23], the discussion for Kerr-
Newman/CFT correspondence is pushed further, where it is shown that the Kerr-Newman
black holes in extremal and non-extremal conditions have the hidden conformal symmetry,
and the J and Q pictures hidden conformal symmetries can be combined by using a SL(2,Z)
modular transformation. The SL(2,7Z) modular transformation performed in the hidden
conformal symmetry discussion produces the equal ¢’ and x’ pictures, which are also called
as the general picture, depending on which parameters in the corresponding SL(2,7Z) matrix

that are set to be zero.

Both Kerr-Newman and Kerr-Sen black holes are characterized by the angular momentum

J, electric charge @), and mass M. Therefore, when we consider the charged scalar field in
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the background of Kerr-Sen spacetime, we expect to find the hidden conformal symmetries
in J picture and Q picture as a Kerr-Neman black hole possesses. However, we are unable
to show the hidden conformal symmetry for Kerr-Sen black holes in ) picture, i.e. only in
J picture where we can observe the hidden conformal symmetry. Nevertheless, we still can
construct the hidden conformal symmetry in general picture for Kerr-Sen black holes, though
the lacking of QQ picture is still contained. It can be noticed from the failure of obtaining the
Q picture results from the hidden conformal symmetry generators of Kerr-Sen black holes in
general picture.

The absence of Q picture hidden conformal symmetry for a Kerr-Sen black hole can
be considered as one of the distinctions between Kerr-Sen and Kerr-Newman black holes.
This may be understood from the fact that the Kerr-Sen geometries are not obtained from
Einstein-Maxwell theory. Therefore, the “microscopic no hair conjecture” proposed in [34],
which states that each of the macroscopic hair parameters besides the mass of black holes is
associated to a holographic CFTy dual description, applies exclusively only in the Einstein-
Maxwell theory. Moreover, the equation of motion for the dilaton in Kerr-Sen geometry
is different from the equation of motion for the Klein-Gordon field and this renders the
possibility of writing the equation in terms of squared Casimir (5.1.79) of SL(2,R), and
SL(2,R)g. This observation is in agreement with the fact that the non-gravitational fields
don’t contribute to the central charge of conformal field theory [16].

As we know, there is only a single copy of conformal symmetry for an extremal Kerr-Sen
black hole that can be read in the near horizon of this black hole [16]. To be explicit, the
isometry group for the near horizon of extremal Kerr-Sen black hole is SL(2,R) x U(1), from
which the single conformal symmetry is obvious. In fact, in the near region' of extremal
Kerr-Sen black holes, we can obtain several sets of generators for the conformal symmetry
of the system that are “hidden” in the low frequencies scalar wave equation. It resembles
the situation in the non-extremal case where the symmetry is SL(2,R);, x SL(2,R)pg, i.e.
the generators are { Hy , Hy} and {[:Ii, HO}. However, the existence of several sets of hidden
conformal symmetry generators for extremal Kerr-Sen black holes should not be associated

to the multiple copies of SL(2,R) symmetry of the system. These generators represent a

1One can verify that the near horizon consideration satisfies the near region condition.
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single copy of the spacetime conformal symmetry at the near horizon. Finding the exact
mapping between the sets of hidden conformal symmetry generators for Kerr or Kerr-Sen

black holes would be an interesting future work.

In chapter 5, we also extend the discussion of hidden conformal symmetry for Kerr-
Newman black holes in the case with deformation parameter x. An advantage that we can
get from the deformation case, which cannot be obtained in the case with no deformation
[12, 23], is an ability in approaching the Schwarzschild limit from the results for Kerr black
holes [36], or the Schwarzschild limit from the results for Reissner-Nordstrom black holes
as shown in this thesis. The deformed hidden conformal generators for Kerr-Newman black
holes are constructed explicitly in several different pictures, namely the ¢, J, and Q pictures.
The obtained deformed hidden conformal symmetry generators in the ¢’ picture reduces
to the hidden conformal symmetry of the Kerr-Newman black holes in J and Q pictures
[34], where the deformation parameter s is set r_/r.. Setting @ = 0 in the J picture
generators of the deformed hidden conformal symmetry for Kerr-Newman black hole provides
the deformed hidden conformal symmetry generators for Kerr black hole as given in [36].
Obtaining the deformed hidden conformal symmetry generators for Reissner-Nordstrom black
holes by setting a = 0 in the Q picture deformed hidden conformal symmetry generators
of Kerr-Newman black hole [111] is a novel work presented in this thesis. The resulting
deformed hidden conformal symmetry generators for Reissner-Nordstrom black holes agree
with those obtained in [97] after setting x = r_ /r,. Furthermore, we can get the generators
for Schwarzschild black holes [89] from the deformed hidden conformal symmetry generators
of Reissner-Nordstrom black holes by setting () = 0 after using a particular prescription,

which can’t be performed without the deformation scheme.

We also support the deformed Kerr-Newman /CFT correspondence by finding the absorp-
tion cross section of charged scalars in the Kerr-Newman background. We find a perfect
agreement between the gravitational absorption cross section and CFTy cross section in
three different conformal pictures for the Kerr-Newman black holes. Kerr and Reissner-
Nordstrom black holes are members of the black hole family in Einstein-Maxwell theory.
These black holes can be obtained by setting the physical parameters () = 0 and a = 0 re-
spectively from the Kerr-Newman black hole solution. Accordingly, the deformed Kerr/CFT
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and Reissner-Nordstrom /CFT correspondences observed by matching the absorption cross
section formulas from gravitational and CFTy sides are the special cases of such analysis in
the deformed Kerr-Newman/CFT correspondence, where the limits @ = 0 and a = 0 are
taken respectively.

In chapter 6, we obtain the two-point function for the vector fields on the near horizon
of near extremal Kerr black holes [112]. We borrow the famous AdS/CFT correspondence
formula (3.4.144) where the gravitational action is an action for the vector fields in Kerr
spacetime. We then consider the appropriate boundary action for the vector fields with
respect to the boundary vector fields. One can verify the Kerr/CFT correspondence using the
vector fields by following the prescription in the AdS/CFT correspondence, i.e. deriving the
two point function for vector fields from the gravitational partition function and comparing
the result with the vectorial two point function in CFTj.

An interesting result that emerges from the explicit calculation of the boundary action
is that the degrees of freedom of boundary vector fields (which is two) supports the original
idea of Kerr/CFT correspondence that the dual theory to the four-dimensional Kerr black
hole is a two-dimensional CFT. This is in contrast to the well known AdS;,,/CFTy result
that the dimension of bulk theory is exactly one more than the dimension of dual CFT. In
fact, the two-point function for the vector fields factorizes into two terms. The first term is
not sensitive to the vector indices while the second term depends on vector indices as well
as the gauge condition. The structure of the two-point function is exactly in agreement with
the correlator of vector operators in a CF'T. In deriving the two-point function of the vector
fields, we have used some approximations and considered the leading terms of the boundary
action. It is interesting to investigate the subleading terms of the boundary action to find
their contributions to the two-point function and to their dual quantities in CFT. Moreover,
deriving the correlator of conformal vector operators in Chandrasekhar gauge is another
interesting task. The dependence of Kerr/CFT correspondence on the gauge condition is the

other open question. We address these issues in future works.
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APPENDIX A

Ricct TENSOR FOR LEWIS METRIC

The component of Ricci tensor for the metric (2.2.73) are
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where the Ricci scalar R is
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and the function = is defined as

_ In(V _2W2/X) . (A.0.9)

(11
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APPENDIX B

RIEMANN TENSOR FOR KERR SPACETIME

To compute the Kretschmann scalar for Kerr spacetime, we need to find all the com-
ponents of the corresponding Riemann tensor. For the metric (2.2.157), the corresponding
nonzero covariant Riemann tensor (2.1.53) components are

Mro ocMasinf cos MrAsin? 6o
Rroro = —A—QQ s Rr9¢t = Q4 ) R¢>t¢>t = T )
R B sin? 9M7"0(7’4 + 2r2q? (1 + sin? 9) —4AMra?sin? 0 + a* (1 + 2sin? 9))
TOrd AQG )
R _ Maor (31 — 4 Mr + 3a*)sin* 0 R ~ 3a%G (r* + a®) M cos 0 sin® 0
rort AQG ) rpdp 06 )
aM sin 6 cos 0 (7“2 +a? (1 + 2sin? 9)) & Mr (2A + a2 sin? (9) o
RT¢0t = - 6 ; rtrt — T 6 )
0 Ag
aM sin 6 cos 0 (27"2 + 242 + a?sin® 9) o 3a2Mé& cosOsin b
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0 0
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Rogop = 5 ;
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In the results above, we have used the notations A = r? — 2M7r + a2, 0> = 7% + a®cos? 0,

o =1r?—-3a%cos?0, and & = 3r? — a® cos? 0. In addition, the nonzero contravariant Riemann
tensor for Kerr spacetime are
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APPENDIX C

FLUX AND SCATTERING AMPLITUDES

One can check that the function
au au*
— U —

dr, dr,
is conserved, i.e. dF/dr, =0, where U is the solution of Regge-Wheeler equation (2.4.295).
Hence, this function is called the probability flux or flux for short related to the Regge-
Wheeler equation. The conservation of this flux can be used to show the relation between
the ingoing and outgoing amplitudes contained in the wave solutions.

First let us discuss the Schwarzschild case, where the solutions for the near horizon and
asymptotically flat regions are given in (2.4.301) and (2.4.302) respectively. From this solu-
tions, we can compute

F

U (C.0.1)

F(ry — —00) = —2iw (C.0.2)
which is the flux near the horizon, and
F(re = +o00) = (Aoutiwem* — Amiwe_iw*) (Azute_iw* + A;-knei“”*)
+ (Azutiweiiwr* _ A;fniweiwr*) (Aouteiwr* 4 Ainefiwr*)
= 2iw (|Aou|® — |Ainl*) (C.0.3)

which is the flux at spatial infinity. The conservation of flux requires the last two equations
to be equal, hence
|A2n|2 = |Aout|2 + 1. (004)

Now we extend our discussion to the Kerr black hole. At spatial infinity, the solution U
for Kerr spacetime behaves just like in the Schwarzschild spacetime. Therefore, the flux F
at infinity for Kerr spacetime is also

Flr — —00) = —2iw (|Apu|” — [Ain]?) - (C.0.5)
The ingoing solution for U at the near horizon of Kerr black holes is
U ~ emmmrs (C.0.6)

hence the associated flux in this region is

F(re = —00) = =2i(w—mQpy) . (C.0.7)
Making the equations (C.0.5) and (C.0.7) due to the flux conservation gives us
—mf)
[Ainl? = [Agua)? = 221 (C.0.8)
w

By plugging T' = 1/A;, and R = A, /A in the last equation, we can get the formula
(2.4.316) which hints the superradiant effect of Kerr black holes.
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APPENDIX D

ISOMETRY TRANSFORMATION IN AdSp.;

[sometry transformation is defined as a transformation that preserves the form of the
metric, ds?® = ds'>. Related to the metric we are using to compute the wave equations in
AdSp,; spacetime in section 3.4, which can be read as

D
ds® = dr,dat = (°) 7Y (da®)?, (D.0.1)
a=0
we will see that the mapping
ot
u no_
=y P 1 (7P (D.0.2)
is an isometry mapping, i.e.
dy? dx?
0% = ) (D.0.3)
From the mapping (D.0.2), we have
da* ((xo)2 - (f)2> — x (22%d2° + 22d7)
dy" = 2 2)2
(@) + (2))
_ r?dz* — 2zt - dx . (D.0.4)

(a?)*
Here we have used the dot “-” notation in showing the contraction between two vectors. Recall
that in this AdSp4 spacetime denoted by the metric (D.0.1), the contravariant and covariant
vectors are just the same, x, = x#. Therefore, the similarity between the contravariant and

covariant vectors also applies to the transformed coordianates y*, i.e. dy* = dy,. It yields
the reading of the metric in terms of the transformed coordinates as

d 2
ds* = dy,dy" = x—i (D.0.5)
From the last equation, it is easy to check that
dy? dx?
LA (D.0.6)
W) (%)
which is just (D.0.3). In the last equation we have used
0
P=—" (D.0.7)

(a0)” + (7)°

from the mapping (D.0.2).
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APPENDIX E

FOoRrRMS

This appendix contains a brief review of forms. An n-form F in terms of its components

can be written as ]

F = —Fpda™ Ao Ada
n

Its Hodge-* dual is defined by (note |e..| = 1/]g])
1

One can also write it as
xF = (d”’px)m...#pF“l"'”f' ,
1

(dnipl.)m"'ﬂp = —>[€,u1---upl/1---l/n—pdxyl Ao ANdxtr .

pl(n—p

With this, Stokes’s theorem fz dxF = faz xF can be written as

n—p+1 H1p2pp n—p H1ph2
/(d ) gy Vi F P —fg (d"7P2) gy F P
b )

A self-dual tensor satisfies the relations
*F=F,

and consequently
F=xxF.

245

(E.0.1)

(E.0.5)



APPENDIX F

NOTHER CHARGES AND CENTRAL TERM IN EIN-

STEIN GRAVITY

In [103], Iyer and Wald show that a diffecomorphism invariant 4-form Lagrangian' L
can be written “manifestly covariant” form. Associated to the infinitesimal diffeomorphism
transformation of this Lagrangian, we can find the corresponding 3-form Noether current J,
and the 2-from Noether charge as well Q. Iyer and Wald use this analysis to prove the first
law of black hole mechanics for arbitrary perturbations of a stationary black hole.

It turns out the method proposed by Iyer and Wald [103], known as the covariant phase
space method, provides us a convenient way in studying the asymptotic symmetries of a
spacetime. Asymptotic symmetries are defined as the transformations that yield the metric
to be invariant up to what is allowed by the given boundary conditions. Carlip was the first
one to calculate the central charge associated to the conformal symmetries related to a black
hole horizon in [104]. Since then, there appear a lot of further developments, for example in
[104, 106, 107, 108, 109, 110]. The materials in this appendix are based on [77].

Discussing the covariant phase method in Einstein theory of gravity is quite complicated.
Therefore, to motivate the reader what is the essential of this method, we could start with
the classical mechanics case. Consider the Lagrangian L = L(q, ¢), where ¢ = q(t) describes
the classical trajectory of a particle. The variation of this type Lagrangian with respect to
the small variation of the path is

oL oL
0L = —oq+ —0q
dq q+ 84 q
oL dOJL d (0L
= |=———=—=—)0q¢+ —|=-9q) . F.0.1
<8q dt@q’) q+dt<8q’ 1) (F.0.1)
where ¢ = %. The corresponding equation of motion is
oL doL
G=——-——=0. F.0.2
dq dt 0¢ ( )

In this case, the equation of motion G is expressed as a scalar. In a more general case, it
could be any arbitrary n-rank tensor depending on the tensor rank of the dynamical fields
and conjugate momenta under consideration. The variation of this equation of motion G can

1Since we are discussing the four dimensional theory, then we limit our discussion to 4-form Lagrangian
only. In general, as it is shown in [103], we can extend the discussions to the n-dimensional case.
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be read as

oL d 0L
e = (5) = ()

O*L 0*L
= o dq — op
R T
= 0, (F.0.3)

where the momentum can be written as

oL
=2 F.0.4
= (F0.4)
The second term in (F.0.1) can be rewritten as
d©(g,9)
F.0.5
o (F.0.5)
where O(q,d) = pdq. Furthermore, we can define
Q(g; 61,02) = 010(q,02) — 620(q; 01)
= 01pd2q — 02pdiq, (F.0.6)

where §; and d, are the variations with respect to independent variables, say ¢; and ¢o, where
they do not depend each other, hence §; and d5 are two independent variations. The time
independence of (g; d1, d2) is guaranteed if both d;¢ and dyq fulfill (F.0.3),

dQ(q; o1, 52)

7 = 01p02q + 01pdaq — O2pd1q — dapd1g = 0. (F.0.7)

A Hamiltonian associated to the Lagrangian L(q, ¢) is

H=pj— L (F.0.8)
whose variation can be read as
d d d
H=Qlqg 0, —) = R I — = 0pq — pdq. F.0.
d (q, 0, dt) 60 (q, dt) dt@(q, ) = dpq — pdq (F.0.9)

The operator 0 has been generalized to any possible operators including d/dt. Later, when
we discuss the dynamics in Einstein theory of gravity, we might use the Lie derivative L, as
an explicit form of operator . From equation (F.0.9), we can get the Hamilton equations

. 0H . 0H

- =, F.0.1

Now we use the generalized coordinates, ¢* = {q,p}, a = 1,2, hence we can write
Q¢ 61, 02) = Qap619"020" | (F.0.11)
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where the corresponding matrix €2, is

Qup = ( (1) _01 ) (F.0.12)

Q= ( _01 (1) ) : (F.0.13)

By using this {2, matrix, we can write the Poisson bracket of any two functions f(gq,p) and
9(q,p)as

and its inverse

9fdg 9fdg b
=—————==0%0,f0yg . F.0.14
Voob s =505 5 fohg (F.0.14)
We know that the Hamiltonian is the generator for time translation. For f = f(q,p), the
evolution of this function f with respect to time is

ﬁ_@f. of . O0f0oH GfaH_{f H}
’ P.B.

dt 8qq 0pp_ dq Op  Op Oq

(F.0.15)

Furthermore, the last equation tells us that the conserved quantity, or charge, related to the
time translational symmetry is the energy or Hamiltonian of the system.

We can generalize the discussion when there appear more coordinates to be handled. The
corresponding 2% to be dealt would be more complicated, and in analogy to (F.0.9), one can
try to construct a charge Q)¢ related to any symmetric transformation dg,

(5@5 = Q(¢a; 5, (55) = Qa55¢a55¢b . (F016)
The Poisson bracket between two charges as defined in (F.0.16) is
0Q¢ 0Q
_ ab%E Y% (¢ — a.
{Qe. @} =0 Sor 5 = "0 00). (F.0.17)

In the followings, we will generalize the last formula by using a more complex treatment, i.e.
in the form language.
Now consider a system with an action

S = / L, (F.0.18)
M
where the 4-form Lagrangian
L=Cx1. (F.0.19)
The corresponding Lagrangian density in general is £ = L£(¢%, 0,¢%, 0,0,¢%, ) and x1 =
Vgldzt A dx? A da?® A dzt. We then consider a transformation
5.L = dM, , (F.0.20)

that leaves the Lagrangian L to be invariant or up to a total derivative which vanishes after
integration,
0S = / dM, = M,=0. (F.0.21)
M oM

248



Knowing L is a 4-form, we understand that M, would be a 3-form. On the other hand, if we
vary the dynamical fields ¢*, the variation of the Lagrangian can always be shown to have
the form [103]

0L = Guo.0% x 1+ dO(¢%,6,) . (F.0.22)

We notice that G, = 0 is the equation of motion that is satisfied by ¢®. From the equations
(F.0.21) and (F.0.22), a Noether current can be defined as

— ©(¢",5,) — M. . (F.0.23)

This current becomes a closed form when the equations of motion are fulfilled, dJ. = -G, -
0.0 * 1. Furthermore, when the Euler-Lagrange equation G, = 0 is satisfied, we should have
a 2-form Q. whose relation to the 3-form current is J, = dQ.. This leads us to a definition
of a conserved charge

Qe =/VdQe: - Q. , (F.0.24)

where V is a space-like slice of the spacetime manifold M and some appropriate boundary
conditions have been applied.
No we consider a transformation that is generated by the Lie derivative d¢¢p®* = L¢¢%,

(SéL == Ga . £€¢a *1 + d@(¢a, ﬁg)
= LL=d(-L). (F.0.25)
where £ - L means a contraction between ¢ and L, i.e. we perform the Einstein summation

between the index of ¢ and the first tensorial index of L. Accordingly, the Noether current
(F.0.23) is [103]

Je = O Le)— € L. (F.0.26)

At this point, by an analogy to (F.0.6), we can define
Q% 61,8,) = / w(6%81,02) (F.0.27)
w(¢%01,02) = —80(4% 02) + 020(¢%, 1) . (F.0.28)

The conservation of Q(¢?; 01, 02) is guaranteed if
dw(¢%;61,8,) =0, (F.0.29)

%W w = /M dw = 0. (F.0.30)

Again, by an analogy to (F.0.9), we can construct a charge that corresponds to the transfor-
mation (55 = Eé

which yields

Qe = Q(¢%;0, L¢) = / w(p": 9, Le) . (F.0.31)
In the other hand, the variation of the Noether current (F.0.26) can be read as
e = 00(¢" Le) — & - 0L
= 5O(6", L) — LO(67,6) + d[g L O(¢°, 5)} . (F.0.32)
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The second line of the last equation is obtained when the equation of motion G, = 0 is
satisfied. Furthermore we can have

w(9% 0, Le) = 6O(9", Le) — LeO(9",0) = dke(d?,9), (F.0.33)
and consequently
0Q¢ = —j{ ke(¢,0). (F.0.34)
oV
The 2-form k¢ above is defined as
ke(9",0) = 6Qe — - O(9",0). (F.0.35)

From equation (F.0.34) we can define the charge as

p ) 6 _
Qe(0) = /(;S 0Q¢ + Qe() = —/¢ ]gv ke(9,0) + Qe(9) - (F.0.36)

To become a physically accepted charge, Q¢(¢) which is given in the integration (F.0.50) must
be finite. The charge Q¢(¢) above is the value of charge in a specific background. Hence, by
an analogy to (F.0.17), the Poisson bracket between two charges Q¢ and Q¢ is

{Qs, QC}P.B. = Q(¢a;£<,£§)I—l{wkg(aﬁa,ﬁg). (F.0.37)

The works by Brown and Hanneaux [63] show that, with some appropriate boundary condi-
tions, the Poisson bracket between Q)¢ and ()¢ can be written as

{Qg, Qg}P.B‘ = Qrq + K[¢.C]. (F.0.38)

It is K[¢, ] which will play an important role in getting the central charge for NHEK for
specific boundary conditions. This term is called as the central term. Moreover, Brown and
Hanneaux [63] show that a constant shift in the charges,

Qg — Qg +« (F039)

will not change the expression of the central term K[¢,(]. A benefit obtained from this fact
is we are allowed to shift the charges and choose the background which finally leaves only
the central term in the Poisson bracket (F.0.38),

K= {0 Q) == § kel Lo (F.0.40)

We now discuss the application of this covariant phase method for Einstein theory of
gravity in vacuum. The 4-form Lagrangian can be read as

R

= — %
167

(F.0.41)
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The Einstein tensor is R
Guu = Rul/ - §guy7 (F042)

and the equation of motion in the vacuum case is denoted by the vanishing of this tensor.
When the variation of the metric is denoted by h*", i.e. dg"” = h*¥, and the raising as well

as lowering indices are performed by using the metric tensor g, the variation of Einstein
tensor (F.0.42) is

1
G = 5 [vp(v#h,,p Vo) — 079,k — vuvyh}
1 pv o po R
-5 VLV = 00,k — B Ry | g o - (F.0.43)

The 3-form © in (F.0.25) related to the variation of Lagrangian in (F.0.41) is

— 1 3 Qv m
O (gu,0) = 15—(d D) | Vo =V h] (F.0.44)
and consequently we have
1 v
£ O(gu 0) = =5 (@*2)lI5)) (F.0.45)
with
I, = &'V R — &V P + VR — EMV D (F.0.46)

Therefore, the Noether current given in (F.0.26) associated with this ©(g,,,0) transforma-
tions is

— 1 3 VN7 H P cH BTVE %
Je = - 2) | VIV, + 00,67 — 2VIVE, — R
_ _L 3 wev V¢
= (@)Y, [v & — Ve ] . (F.0.47)
The 2-form charge that can give the above current is
1
Q¢ = _m_w(d%)“”(wfy — V). (F.0.48)

In getting the charge in the last equation, we has used the fact that the Einstein tensor
is vanished. The variation of the charge in (F.0.48) can be obtained as

1 v
6Q¢ = E(d%) I8 (F.0.49)

g an

where

h

po

(VI = NYEH) + W'V (8 — WPV &1 — (VIR — VYhIP)E, . (F.0.50)

Then finally, from equation (F.0.35), we can get the 2-form

1

— = (]2 nv
o () (F.0.51)

k5 (g,LW? 5)
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with

h
fhv — Igu + [gz; — éfuvuh _ éﬁl/vphMP + 5vu§# _ hz/pvpéfu + fpvuhup

3

h
- (f“V”h — GV SV — 1Y€ g,,ww) (F.0.52)

and

1
!em...upyl...l,n_pdzzz”l A Ndxr (F.0.53)

) S —
( i pl(n —p)
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APPENDIX G

CHEMICAL POTENTIAL

This appendix is a very brief introduction to the chemical potential that can be found
in the discussion of a system with variable mass. Suppose that the number of moles N of
substance in our system increases by dN at constant temperature 7" and pressure P. Let
the internal energy, entropy, and and volume of our N moles of substance are U, S and V
respectively. The corresponding quantities referred to one mole would be u, s and v, i.e.

Uu=— , S=—= , v=—. (G.0.1)

Changes in u, s and v where the mass is kept fixed can be read as

du=Tds — Pdv. (G.0.2)
However, equation (G.0.1) tells us
AU UdN
S A
ds — ds  SdN
T NN
dv VdN

From (G.0.2) and (G.0.3) we can get

dN
dU =TdS — PdV + (U —TS + PdV) N (G.0.4)
The coefficient of dN in equation above is the Gibbs free energy per mole, which for a one
component system is called the chemical potential . Hence we can rewrite equation (G.0.4)

as
dU = TdS — PdV + pdN . (G.0.5)

When we have more than one substance, i.e. each substances has N; moles, then the last
formula can be generalized to

dU = TdS — PdV + p;dN; . (G.0.6)

Then p; is the free Gibbs energy per mole for each components we have. Consequently, we

can write Y

uyv
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APPENDIX H

GAUSS” THEOREM IN CURVED SPACE

In vector calculus, we are familiar with Gauss’ theorem

/V (v : X) dv = ]i (ﬁf%) ds (H.0.1)

which says the integration over a volume V of a divergence of a vector Fis equal to an
integration over a closed surface of a scalar product between the vector F and a unit vector
7 that normal to the closed surface under consideration. See figure H.1 for an illustration.
The curved spacetime version of equation (H.0.1) is

/ V=9V, K'd'r = f K*dS,,. (H.0.2)
v oV

To prove the equation (H.0.2), first let us construct the spacetime we are discussing. The
spacetime V' is four dimensional manifold with metric tensor g, in spherical coordinates
t,r,0 and ¢. The boundary 9V is taken by setting the radius r to be fixed, say the boundary
radius rg, and described by three coordinates ¢,0 and ¢. The center of volume V here is
denoted by a dot in the middle of the left side picture in the figure H.2. Each of layers
represented by the dashed closed curve has the same and fixed radius, and this layer grows
radially outward from the center and finally reach the boundary with radius r5. The points
where the layer starts to grow and stop will be used later as the range of integration.

Now we can do some algebraic manipulation on (H.0.2),

[ - [ (/o
_ / i 7{ o, (V=9K") &z + / dr ]{ O (v=gK*) &’z
— /dr%j{\/—_gf(rd?’x
— ]4 V—9K &z -
~ (V=K

r=0

d*y . (H.0.3)

r=rp

The index k in the second line of equation above represents component of boundary coordi-
nates, which are time angular coordinates 6 and ¢. The boundary 0V is described by the
coordinates y, and it is assumed the value of integrand in the last line of equation above
vanishes at r = 0.

254



S0

Figure H.1: An illustration of the volume and surface related to the Gauss’ theorem.

oV

I'=const.

Figure H.2: A sketch of Gauss’ theorem proof.
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