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Abstract

Wireless sensor networks offer the advantafésnocost, flexible measurement of
phenomenon in a wide variety of applications, and easlkpy®apnt. Since sensor nodes
are typically battery powered, energy efficiency isimportant objective in designing
sensor network algorithms. These algorithms are oftencapiph-specific, owing to the
need to carefully optimize energy usage, and since deplatgnusually support a single
or very few applications.

This thesis concerns applications in which thes@snmonitor a continuous scalar
field, such as temperature, and addresses the problem ohotg the location of a
contour line in this scalar field, in response to a quarg communicating this
information to a designated sink node. An energy-efficisolution to this problem is
proposed and evaluated. This solution includes new contowctidet and query
propagation algorithms, in-network-processing algorithms, anting algorithms. Only
a small fraction of network nodes may be adjacerthéodesired contour line, and the
contour detection and query propagation algorithms attempiirtonize processing and
communication by the other network nodes. The in-ndéwanocessing algorithms
reduce communication volume through suppression, compressidn aggregation
techniques. Finally, the routing algorithms attempt to réheecontour information to the
sink as efficiently as possible, while meshing with tteer algorithms. Simulation
results show that the proposed algorithms yield significaaprovements in data and
message volumes compared to baseline models, while maigtahe integrity of the

contour representation.
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CHAPTER 1
INTRODUCTION

Recent years have witnessed tremendous growth in WirBkessor Network (WSN)

research. Various applications that involve sensing, tmomg, tracking and detection of
a phenomenon make use of the WSNs to complete tlskis.tahis thesis focuses on
design and performance issues for WSN applications inhafiie sensors monitor a
continuous scalar field, such as temperature, and in wiereptimary task is to

determine contour line locations in this field. Given a guasking for location of a

particular contour line (for example, 20 degree temperatuh® objective of the

algorithms in this thesis is to detect the contour nnefficient and reliable manner,
perform in-network processing to remove the redundant cordata and route the
contour data to the destination sink node using an enengieatfpath.

The remainder of this chapter is organized as follows.i@edtl gives an overview of
WSNs and the wide range of applications that make usehem. Important

considerations in WSN design are discussed in Sectidn Qontour-based WSN
applications are discussed in Section 1.3. Section 1.4 aupas the contributions of the
thesis to the design and performance study of algoritfonscontour-based WSN
applications. Section 1.5 lays out the structure of thieder of the thesis.

1.1 Wireless Sensor Networks

WSN applications involve sensing, tracking, and monitoringeresi phenomena. A
WSN is an ad hoc network consisting of a collectiorserisor nodes that are deployed
within some region of interest. Figure 1.1 shows theteted WSN topology that is used

in thesis simulation experiments. Each node in a clust@ssigned a role and the node’s



functionality is based on this role. Cluster Head (CBster Member (CM) and
Gateway Node (GN) are the standard roles assigned willriters discussed in this
thesis. The CH carries out control, coordination andteluprocessing functions such as
propagation of a query within the cluster and aggregating medab@before forwarding
the data to the destination. Each GN acts as a bridgeebettwo different clusters for
forwarding messages and data between the clusters.(BActarries the messages and
data between the GNs and the CH. Aggregated data at ehchf@warded to the sink

using an efficient path.

Figure 1.1: Clustered network topology

Each sensor node is comprised of a sensing unit, a pirogesst, a transceiver unit and
a power unit as shown in Figure 1.2. The sensing unit comdistsnsors and analog to
digital converters. The processing unit performs the infaongprocessing that allows
the sensor node to collaborate with the other nodesatry out the assigned sensing
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tasks. The transceiver unit is responsible for the tresssom and reception of data from
the wireless medium. The power unit is used to hold ttterss to supply energy for the
node to function. Since the nodes depend on batterigbdmrpower supply, energy is a
major constraint in these networks. Therefore dasirable to provide an energy efficient
solution to a WSN application that increases networgdeity by reducing the amount
of data transmission and reception by the nodes and yatigsaaccurate results.

Memory
. Sensors/
Communication Controller A
Device ctuators
Power Supply

Figure 1.2: Sensor node block diagram [1]

WSNSs have been gaining popularity due to their low maintenast, unattended
operation, easy deployment and low hardware cost. Mdbeeadata collection solutions
in WSNs are application specific, because the potesiatgy savings of an application
specific data collection solution outweigh the drawbaoksadditional development.

Also, deployments typically serve a single appliaationly (rather than multiple



applications concurrently as does a computer system).S/d&Nvery broadly applicable,
and can be used for detection, tracking, monitoring andrabmyj. These sensor
applications can be typically classified as eithernediven or demand-driven. In an
event-driven application, when a sensor node detects mutartevent it informs the
sink. For example, in case of a volcanic eruption, thees inform the sink on detecting
the event. On the other hand, in demand-driven applitetsensors respond only if they
receive a query from the sink. For example, consideméoar-based sensor application
in which the location of a 10 degree temperature contoneasled. On receiving the
guery from the sink, nodes interact with each otherirtd ff a 10 degree contour is
detected in their vicinity. If so, the nodes that havieded the contour inform the sink.
Spatio-temporal event monitoring, residual energy mongorfaulty sensor detection
and tracking targets such as animal, human, vehicle nentsnare some examples of
different contour-based applications [2, 3]. A real@ortoal mine surveillance
application is used for detecting events using contours-@gf]the safety of the workers,
the application detects two classes of events by gegldundreds of sensors along the
channels of the mine. One class of events is to dgésgtdust and water leakage. The
other class of events monitors high and low oxygen deregiigns in the mine to ensure
atmospheric quality.

1.2 Considerations in WSN Design

There are many challenges involved in designing algorithmg/®Ns. It is not possible

to find a single optimal design for all possible appliaaioWSNs are influenced by
many factors, such as fault tolerance, scalabilitypwece constraints, topology control,
transmission media and quality of service [5].

Fault tolerance: Nodes may fail due to loss of power, physical damagewranmental
interference. The failure of a single sensor node ldhoat compromise the overall task



of the WSN. Fault tolerance should be consideredeses where node failures might
hamper the completion of the required task, such assiotr detection.

Scalability: Hundreds or thousands of nodes may be deployed in a sitglerk. The
performance of the protocols shouldn’t deterioratestwark size increases.

Resource constraints:Power is used by the node for sensing, communicatiordatad
processing. Of these, data communication usually consumespawer than processing
of the data locally and is proportional to the amourdata transmitted or received. The
lifetime of a sensor network depends on the power resowfcd®e nodes, which is
constrained by the size of the nodes. Moreover,nmte deployments it is not feasible
to replace the power sources present at the nodes.olb@wer depletion and increase
the longevity of the network energy efficient algorithsh®uld be employed.

Topology control: A node’s transmission can be received by its neighbdinesnumber

of nodes receiving this transmission is proportional torntbde’s transmission power.
Greater power results in the node’s transmission beiogived by neighbours that are
further away and in some cases these received traimmsiseay be deemed unnecessary
and discarded, wasting the sending node’s power. Simii&tlye transmission power is
too low, the node’s transmissions may not be recelyethe nodes that should receive
them. To avoid these problems, topology control sclsesheuld be used to control each
node’s transmission power levels, implement network ahidties and turn off

unnecessary nodes.

Transmission media: In WSNs nodes usually communicate wirelessly using radio,
infrared or optical signals that might encounter epi@mne channels and interference. To
avoid these problems robust coding and modulation schehwaddsbe used while

transmitting the data.



Quality of Service: There is no fixed set of requirements that a sengolication must
meet as the requirements vary from one applicati@ntaher. In some applications, data
reliability is a must for the application to work eféatly while for others it may be less
critical. Similarly, some applications are toleramtelay while delay may render the data

useless in others.

These problems and challenges make WSNs an interestiegreé field, as there are
ample opportunities for the development of efficient sohgi As explained before,
solutions to a problem in WSNs are application spedifithis thesis a scalable, energy-
efficient solution is described for contour-based WSN liegons, by providing
improvements in contour detection, query request propagatiemetwork processing
and query response routing.

1.3 Contour-based WSN Application

A contour-based application gives an overview of the phmamon across a sensor field
by constructing contour lines from the sensor readingsowtour line or isoline is a
curve that connects points of similar value. Naturatgcors are generally continuous and
smooth. Moreover, these contours are not uniformly spii@aadighout the network and
pass close to only a subset of nodes. Contour line iserigegerm used for any kind of
phenomenon whose value can be described by a real nutmtifer@nt points in space
and/or time. However, based on the monitored phenomehenterm can be made
specific. For example, isotherm is a line that corm@ctints on a map with the same

temperature.

For a node to detect the presence of a contour in itstyicit has to receive the sensed
readings from the neighbouring nodes. On receiving theimgs, the node can compare
its sensed reading to that of the readings received ifeoneighbours. If these readings
lie on either side of the contour value defining the contine, then the presence of a

6



contour is detected by the node. For example, considgreay in which the sink is
interested in a 10 degree temperature contour. If a noglesed temperature is 9 degrees
and that of a neighbour node is 11 degrees then a 10 degrearoexists between these
nodes.

This thesis considers specifically contour-based agmita in which queries for the
current location of a particular contour line are issbigdhe sink node. Flooding is one
method to propagate the query into the network and it sesaltthe query being
propagated through the entire network. Since a contouridirntgpically not present
throughout the entire network, this approach can beiamit. Random walk, gradient
routing or contour trees can be used instead. Randdknand gradient routing schemes
route the query greedily based on local information [30-Béhtour tree schemes, on the
other hand, preprocess the signal field and construchtawotree based on the contour
values enabling the query to be routed along the tree efficid].

In a sensor field, spatial and temporal correlationslata exist. Forwarding the raw
contour data without performing in-network processing resnlisnnecessary resource
wastage. Moreover, the sink may not be interested iof ahe received correlated data.
In-network processing techniques such as data aggregation tancodapression can be
performed to remove the redundant data [6]. Data aggregases various aggregation
functions such as MAX, MIN or AVG or application-levehameters to suppress the
redundant data. Even after aggregation is performed thel atat@ that is being
transmitted can be further compressed using various encdduigniques. These
processing schemes can be applied locally at the nedede globally in a distributed
manner while the contour data is propagated to the simkvafding of the processed
contour data to the destination is usually done alongetverse path of the query, or the
shortest path using an aggregation tree or independeflyaggregation tree is a
minimum spanning tree with the sink or destination as g B which data aggregation
takes place while the data is being propagated to the sink.



Existing research mainly focuses only on particular @spée contour detection, query
propagation, in-network processing or data routing to imprinee efficiency of a
contour-based WSN application [2-4, 31-41]. There are aaumf problems with the
current schemes. In some of the current approachesieeffidistributed in-network
processing and routing of the contour data to the destmasing an aggregation tree can
be done only when the query is flooded in the networkvéder, the gain obtained due
to efficient in-network processing and data routing mayrballscompared to the cost of
flooding the network to propagate the query. To avoid floodargesapproaches use an
efficient algorithm to propagate the query such as randork, vgaadient routing or
contour trees to detect the contour and then routdateein the reverse path of the query
or shortest path after aggregating along the contour. Teebaiques do not guarantee
that the data is routed to the destination in an efficreanner. Reverse paths to the
destination are not always the shortest paths and anyhbe reverse path that is not on
the shortest path to the sink may result in resourceéagrasSimilarly, aggregating the
contour data along the contour and routing the overad eathe sink in the shortest path
is also expensive. The cost of routing may exceed the/ Jueding cost due to the large
data payload if the route is suboptimal. In this thedighase problems are addressed
in detail and an overall efficient end-to-end solutiondontour-based WSN applications

IS proposed.

1.4 Thesis Contributions

This thesis focuses on providing a novel overall efficisolution for contour-based
sensor applications. The proposed solution includes a dhetfiopropagating and
processing a query so as to find a point on the requestédur, an efficient and reliable
manner of propagating the query along the contour, effialenetwork processing so as
to remove redundant contour data, and data routing aloafieient path. Moreover, the
proposed approach provides the flexibility to incorporate oth&ributed in-network
processing schemes. The main contributions of thissthes:



Methods for query routing and processing that find a pointhenréquested
contour and then propagate the query along the contour reliable and

efficient manner.

In-network processing techniques using both aggregation and essgor
algorithms to remove and reduce the redundant data while ptogatse data

to the sink.

Data routing algorithms that work well with the proposedtour detection, query
propagation, and in-network processing schemes and routeritoaic data to the

sink in an efficient manner.

1.5 Thesis Organization

The remainder of the thesis is organized as followspt@ha? gives an overview of
various basic WSN techniques which are used by the propogedtlahs. Chapter 3
describes related research on contour-based WSN appisaCChapter 4 describes the
design of the algorithms in detail. Chapter 5 discusbesstmulation methodology
for performance evaluation. Chapter 6 presents resolts the simulation experiments
that are carried out. Chapter 7 summarizes the thedisoatlines possible areas for

future work.



CHAPTER 2
BACKGROUND

WSNs provide the capability of monitoring a particular ppi@enon without significant
human intervention. The flexibility they provide creatasious problems and challenges,
as explained in the previous chapter. Moreover, the so&itio these challenges are
mostly application specific. This chapter presents backgtaoncerning WSNs that is
relevant to the work in this thesis. Section 2.1 give®warview of different network
topologies in WSNs. Interest propagation by the sink udgiifigreint queries is explained
in section 2.2. Section 2.3 explains different in-netwodcpssing techniques to remove
redundant data. Section 2.4 describes different routing tpedsito route the
information in WSNSs.

2.1 Network Topology

In WSNs, issues like signal interference, multiglnsmission routes to the destination
and reconstruction of routes in case of node failueekaown. These problems can be
overcome to a certain extent by topology control seg A topology scheme provides
reliability, high throughput, connectivity, energy effisy and potentially mobility by
controlling each node’s transmission power level oough careful selection of those
nodes within transmission range that will be used for pafcketarding (i.e., will be
neighbours in the network routing topology). Most commotdpplogies are formed by
either controlling the transmission power or by imposirigerarchy onto the network.
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2.1.1 Network Hierarchies

In hierarchical topologies, the emphasis is on se@lgdiset of nodes which are assigned
special coordination, control, and for routing resploiiises compared to the rest of the
nodes present in the network. This can be achieved dithetustering or backbone-
based techniques.

2.1.1.1 Backbone-Based

A subset of nodes which form the backbone are seleatddtbat the each other node is
connected to at least one of these backbone nodes@nhtkbone is connected to the
sink. This is an example of the Connected Dominatind@@86) problem. The backbone
is created by constructing trees, connecting independetst and/or by pruning
techniques. Trees can be constructed using centralizédtdbuted approaches. Prim’s
algorithm [7] is used for constructing a minimum spanning itreee centralized manner.
On the other hand, the A3 protocol proposed by WightmarLabchdor [8] constructs a
tree in a distributed manner using node energy and distafcenation. In the second
approach, independent sets are created and then connedtechtthe backbone. An
independent set consists of nodes that don't have any dugegen them. These
independent sets might not be connected, so in the fatgr 8 minimum set of nodes are
selected to connect these sets. The Energy Effilenhected Dominating Set (EECDS)
algorithm proposed by Zeregg al.[9] uses this approach. The final approach uses pruning
techniques to reduce unnecessary nodes selected in the ackimbiyet maintain the
connectivity. It can be used with the other techniques iovad to get the initial set of
nodes and later prune them accordingly. The Connectedirating Set under Rule K
(CDS-Rule-K) algorithm proposed by Wu and Dai [10], and Wularfd1] makes use
of this approach.
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2.1.1.2 Clustering

The network is partitioned can be partitioned into sevdusters. The nodes within each
cluster may be assigned different roles. For examplé¢he topology assumed in this
thesis each cluster consists of Gateway Nodes (GBlaster Members (CMs) and a
Cluster Head (CH), which may be dynamically determinedtatically configured. The
members perform the sensing operations and transmietised data to the CH; the CH
may perform data aggregation before routing the data viadigébouring clusters to the
sink. Routing to the neighbouring clusters is done by a Gbk of a hierarchical
topology can save node energy and prolong the netwletkrie because nodes do not
transmit data individually to the sink. However, if aggregation occurs, the additional
overhead can reduce efficiency. Gerald and Tsai [12] havpoged a clustering
approach based on the highest degree heuristic. In this appeoaode is selected as a
CH if it has the highest number of neighbours. Baker ammhiNtédes [13] have proposed
a clustering approach that uses lowest node ID heunstitH decision making. Hein
Zelmanet al. [14] have proposed a clustering algorithm called Low Eneédsptive
Clustering Hierarchy (LEACH). In LEACH a sensor nodeases a random number
between 0 and 1. If the number is less than a threshdld then the node becomes a CH
for the current round. Chatterezt al. [15] have introduced a Weighted Clustering
Algorithm (WCA) which heuristically combines several dutiies such as battery power,
node degree, transmission power, and node mobility intingle weight parameter,
which is used in the election process for choosing a CH.

2.1.1.3 Controlling the Transmission Power

The objective of transmission power control is to dudl reduced topology while
maintaining an overall connected network. Locationeadion and/or neighbour count
information can be used to set the transmission rangedistributed manner. The Local
Minimum Spanning Tree (LMST) protocol proposed byetial. [16] is a distributed
location-based topology control scheme in which eaokdencreates a Euclidean
Minimum Spanning Tree (EMST) from the location informatiohthe neighbouring

12



nodes. Later, it sets a transmission range that alibtesreach its farthest neighbour in
the EMST. Directional information can also be used dontrolling the range. The
direction of the incoming angle of the signal can beded if the node has a directional
antenna and the distance using various techniques like tteivBé Signal Strength
Indicator or Time of Arrival. The Yao Graph algorithm pospd by Yao [17] is a
directional-based topology control scheme which wokisvim phases. In the first phase,
the original network is partitioned into a sub-netwoasdd on the MST and in the final
phase it is pruned. The final technique is based on the noéigkbours. The goal is to
connect a node with a minimum number of neighbours andhmmim power and yet
maintain the network connectivity. The K-Neighbour protocolppised by Blouglet al.
[18] ensures that each node is connected by the numberigbboars specified by the
parameter K.

In CDAR, algorithms are built on a statically configurégo-hop cluster-based
hierarchical topology control scheme which ensures begerork connectivity. In a
two-hop cluster the maximum hop distance between ther@Haay node on the cluster
boundary is utmost two-hops. However, the proposed algoritansbe extended to
multi-hop clusters also. As explained in the clustesegtion, each of the nodes is
assigned certain roles to perform within a cluster d&edassignment of these roles is
done through an election process. However, in the #igasiwe assume the roles of the
nodes within the cluster are also pre-configured. Moreow@intenance or fault
tolerance of the clusters is not addressed, as uttsggde the scope of the thesis. However,
any geographically aware clustering scheme could be integrat@h the
proposed algorithms.

2.2 Queries

In contour-based applications, preprogramming the nodes switie specific contour
values makes it difficult for the user to change therdifferent values at a later point of
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time. To avoid this problem, the sink can specify theseegin a query and propagate
the query into the network. For contour applicationsytaipam specifying the contour

value in the query, other parameters for performing in-odtvprocessing may also be
specified. Most of the sensor nodes store the dataveec&iom their neighbours in the

form of records in a table. Parsing of these records bsardone using queries in

Structured Query Language (SQL) or using application speweifigramming languages.

A query template in the SQL language was suggested by YaGlaat#lin [19] :

SELECT {aggregates (attributes)}
FROM {Sensor data S}
WHERE {predicate}
GROUP BY ({attributes}
HAVING {predicate}
DURATION time interval
EVERY time span e

The SELECT clause is used to extract data and represar user friendly manner as
specified by the attributes and aggregates. These aggregatémetions like MAX,
MIN and AVG which specify the form of performing in-netikgrocessing. The FROM
clause is always followed by the SELECT clause andisge the table from which the
data is to be retrieved. The WHERE clause is optiaviagn specified it always follows a
FROM clause and is used to filter the data from the tbéated on the predicate. More
than one condition can be specified in the WHERE class®gyuhe logical expressions
like AND, OR, LESS THAN or GREATER THAN. The GROUPYBclause is used
together by the aggregate functions to group the retrieved tlae HAVING clause can
be used with a SELECT clause to specify a search tomdor a group or aggregate. It
behaves like a WHERE clause, but is applicable to grouigee DURATION clause
specifies the life time of the query beyond which the yespires. The EVERY clause
specifies the interval after which the node should es¢lns external phenomenon, if the

query is periodic.
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Different Query Types

Based on the applications, different queries can berdisaged into the sensor network.
Different query types and examples from Maddnal. [20] are explained in detail
below. Periodic queries are executed at regular interfaal a specific duration. For
example, the following query indicates the node to sdreséeimperature every 5 seconds
for the next 100 seconds and report the sensed datadmkhe

JECT Temperature
FROM SensorTable
DURATIQNNow, now +100)
EVERY 5 seconds

These types of queries are useful in environmental mamgtoapplications. These
applications require the status of the monitoring phenoméa be reported at regular
intervals, so that the decisions can be made accdydifge STOP ON EVENT clause
can be used to stop a periodic query when a specified Bvieigigered based on satisfied

condition.

Event-based queries are executed only when the predefinedi@mosmicare satisfied.
These queries are useful in tracking or detection apjolicsa For example, the following
qguery indicates the node to sense the surrounding temgem@ily when the node’s
pressure sensor detects a pressure of greater than 30 Pa.

ONENT Pressure > 30
EIECT Temperature
FROM SensorTable

Life-time based queries are similar to the periodic iggebut the sampling rate is based
on the remaining power available, so that the condgpatified in the LIFETIME clause
is achieved. For example, the following query indicatesntbde to sense the temperature
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for a month and report the sensed data to the sink. Tdhe ¢ltanges its sensing period
based on the power available, so that it can senseepad the data for a month.

SELECT Temperature
FROM SensorTable
LIFETIME 1 month

Exploratory queries indicate the nodes to monitor theraal phenomenon only once.
The ONCE clause is used to achieve this functionaldy.eéxample, the following query
indicates the network to sense the temperature onceepad the data to the sink.

SELECT Temperature
FROM SensorTable
ONCE

Actuation queries are used to turn on some componemite isensor if the condition in

the query is met. For example, the following query in@isathe node to sense the
temperature every 5 seconds for the next 100 secondepod the sensed data to the
sink only if the temperature is greater than 40 degreesddition to reporting the data,

the node turns on the fan.

JECT Temperature
FROM SensorTable
WHEREnrierature > 40 degree
OUTPWCTION turnOn (fan)
DURAJN (now, now +100)
EVERY 5 seconds

As explained above, queries are a means of encapgutagninterest of the sink in a
message and propagating it through the network. In theithigsy an exploratory query
is used to propagate the query from the sink pertaining toccdhéour through the
network. However, the proposed algorithms are extenmlgeriodic or lifetime queries.
Once the exploratory routing algorithms are establishethge and lifetime queries can
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be implemented with existing techniques. Moreover, an iGgmn specific

programming language can be used to encode the query.

2.3 In-network Processing

Forwarding sensor data to the sink is costly, asnsemes significant energy per byte
sent. Performing in-network processing at intermedraides while transmitting the
sensor data to the destination increases the netwetikd by reducing the total number
of bytes sent. Aggregation and compression are the moshaen in-network processing
techniques. Aggregation is a primary concern in the prapakmrithms. In this section,
general aggregation approaches are presented and specificurcaaggregation

approaches are presented in section 3.2.

Aggregation

Aggregation is a technique used to suppress or combine individoabrselata at
intermediate nodes while transmitting the data to théndg®n. It can be performed by
applying general aggregation functions on the sensor data oppbyire application
specific parameters set by the sink. The sensor data geek@¢r overhead can also be
reduced by aggregating different sensor data packets intagle packet, and in the
process multiple packet headers can be removed. Mo#teohierarchical topology
schemes discussed in section 2.1.1.2 are good candidatepeffarming data
aggregation. Aggregation functions are generally specifieda queries by a controlling
node or sink in dense hierarchical networks where the idatdten correlated. For
example, readings taken of a temperature field are sfiatially correlated. MIN, MAX,
AVG, COUNT and SUM are some of the basic aggregatetiinmecthat can be used to
perform aggregation as described by Madeteal. [20] If an intermediate node receives
two partial state records <a> and <b> from different sp@m aggregation function
computes a new state record, <c> = f (<a>, <b>). Aiglastate record is a tuple
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exchanged between the nodes. ¢ieal. [21] have proposed an Adaptive Application-
Independent Data Aggregation (AIDA) approach in which paylca@sconcatenated

resulting in header transmission savings.

Data Compression

At times it is not possible to reduce the size oftbhasor data using aggregation. For
example, consider content-sensitive data like fixed-witigiograms as explained in
Maddenet al. [20] which can’t be reduced using normal aggregation withosihdo
information. As explained in the previous section, aggregatduces the sensor data at
intermediate nodes. However, the content-sensitiva datl aggregated data can be
compressed at the intermediate nodes using standard stosdlta compression
algorithms before transmitting, if correlations are spré in the sensor field.
S. S. Pradharet al. [22] have proposed a distributed source coding framework for
efficient compression in a WSN. Hellerstesh al. [6] have proposed a compression

scheme to encode wavelet histograms in WSNSs.

In CDAR, suppression of redundant sensor data is perforinde aluster-level using
contour application-specific parameters specified bysihk. At the cluster-level, data
suppression is performed at the GNs, CMs and CH befansmitting the data to the
destination. Finally, the response data packet headersuppeessed by aggregating
different response data packets into a single packe¢ antermediate nodes as in [21].

2.4 Routing

In WSNs, nodes that sense the data may not transmiethged data directly to the
destination, due to network size and transmission erwrgstraints. These source nodes
rely on the intermediate nodes to route the sensedtddhe destination. Routing tables
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are used to forward the sensed data to an approprigfeboeir before it can reach the
destination. Apart from routing the data to the destmatconstruction and maintenance
of the routing tables are the primary responsibilitedfsa routing protocol. Data
transmission and routing table construction and mainnaetween the nodes is done
by unicast, broadcast or multicast. Unicast transrhésdiata from the source node only
to the destination node. Broadcast transmits the dadh the nodes in the vicinity of the
source node. Multicast transmits the data to a subsebdés in the vicinity of the

source node.

Network topology and application dependence play importats in routing.
Depending on the network structure routing protocols cadilnded in to flat routing,
hierarchical routing and location-based routing sche®iesilarly, based on the protocol
operation, the routing protocols can be multi-path thageery-based and negotiation-
based. All of these protocols, irrespective of the netwopology or protocol function,
fall in two main categories: reactive and proactive ingutprotocols [23]. Reactive
protocols find routes to the destination only when needééreas proactive protocols
find the routes beforehand. Proactive protocols hawege Isignaling overhead compared
to reactive protocols because periodic and event bas#e updates are required to
update routing tables. However, proactive protocols hawvevddtency as the routes are
already known to the destinations. The main goal ofranging protocol is to prolong the
network life time, reduce the signaling overhead and thexereduce the energy
consumption. Our algorithms require proactive protocoleteffective.

2.4.1 Network Topology

Routing protocols are classified into flat routing, hiehécal routing and location-based
routing. In a flat routing technique, all the nodes perfansimilar functionality.
Destination Sequenced Distance Vector (DSDV) routingppsed by Perkins and

Bhagwat [24] is a flat proactive routing approach based odifitations to the
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Bellman-Ford algorithm. Dynamic Source Routing (DSR) predoly Johnsoret al.
[25] is a reactive routing approach. Route discovery isopedd to the destination on
demand if a route doesn't exist in the node’s table wtid@smitting the data. In
hierarchical routing schemes, nodes are assigned diffexgig to perform. Low Energy
Adaptive Clustering Hierarchy (LEACH) proposed by Heinzelmain al. [14],
implements hierarchical routing. Geographic routing scheaddsess the nodes based on
their position. Takagi and Kleinrock [26] have proposeel Bhost Forward within R
(MFR) algorithm in which a source node forwards a packeheéoneighbouring node
within its transmission range and whose position isedbto the destination.

2.4.2 Application Dependence

Some routing protocols are specific to WSN applicatioinsn lapplication demands fault
tolerance in the network then multiple paths should babéshed between the source
and destination in the network. Furthermore, establishroémultiple paths to the
destination helps maintain uniform energy consumptiongidifferent network paths.
Chang and Tassiulas [27] have proposed an approach in whiobdhs use the path that
contains the largest energy. If the energy of this falle below any of the existing
multiple paths than the next highest energy path &cted to route the data. In some
applications, the destination may be interested in réifie kinds of data from the
network. If a source node senses the external phemmomamd finds that it has the data
that is required by the destination, then the node satiee data along the route through
which it has received the query. Intanagonwietal. [28] have proposed a data centric
paradigm called Directed Diffusion. An interest is disghated through the network and
gradients are setup matching the interest. Data flowsigifr the gradients along multiple
paths to the initiators of the interest. In-netwodg@egation is performed along these
paths eliminating data redundancy and prolonging the netwdek Inh certain
applications, negotiations between nodes are performgdrdiag various resource
attributes in order to increase the energy efficiavicthe network. Kuliket al.[29] have
proposed Sensor Protocols for Information via Negotiaf®RIN) which disseminates
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information among sensors in an energy efficient rmatimough data negotiation. Nodes
that have new data disseminate by advertising aboutdét@ to their neighbours.
Neighbours may request for the data or ignore the adernist. On receiving requests,
the advertised node forwards the data to the nodesatatrbquested for the data. In this
manner, any new data gets propagated to all the nodes preseatnetwork. User can

guery any node in the network to get the required information.

In CDAR, routing tables are statically configured foma-+thop cluster-based hierarchical
topology. Nodes contain routes to the sink, their @thand the neighbouring CHs in
the node’s vicinity. Route maintenance is outside tlopesof the thesis. A hierarchical
cluster-based routing scheme is used for routing the qudem the sink to
the phenomenon. For routing the sensed data from theometback to the sink
a novel combination of hierarchical cluster-based routamgl tree-based routing

schemes are used.
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CHAPTER 3
RELATED WORK

The thesis focuses on providing an overall efficient smiufor query-based contour
sensing WSN applications. Most contour-based applicapenorm contour detection,
guery propagation, in-network processing and data routingudh these phases are
common to many WSN applications there are significaptrovements that can be made
to these phases for a contour application. These impewvsnare based on the simple
fact that contours are not spread uniformly throughout tekl fand are usually
continuous and smooth. Moreover, exploiting the spatiad temporal correlations
between the nodes along the contour helps to improvpdatiermance. There are three
major areas of study in contour-based WSN applicatibmst, contour detection and
guery propagation techniques used for detecting the contour apdgating the query
are studied; second, in-network processing schemes usezhfoving redundant contour

data are studied; third, routing of the sensed contour a@#be destination is presented.

3.1 Contour Detection and Query Propagation Mechanisms

Contours are generally not spread uniformly throughouhéteork. Exploiting this fact

and propagating the query only along the nodes that havetetbtthe phenomenon
avoids unnecessary query propagation overhead. A number oy quepagation

mechanisms have been proposed in the literature toeetfic route the query for
different WSN applications, not limited to contour-easpplications.

Intanagonwiwatet al. [28] have proposed a publish-subscribe and application-aware
paradigm which uses diffusion to achieve energy savingsthing up gradients between
the source and the sink. This enables the sink to propagatpiény to certain parts of
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the network where the interest may be present. Tgpsoach is suitable for persistent
gueries which are used to monitor a phenomenon that dadenige over a period of
time. In certain environmental monitoring applicatiorf®e hode that has detected an
event floods the network with the event establishinggnefficient gradients towards
the event. Event flooding is advantageous if the nundfegvents generated by the
network is small and the scope of these events isl.sRamor routing proposed by
Braginsky and Estrin [30] provides a cut off value under whichor routing provides an
energy-efficient solution compared to flooding. A nodattias detected an event
establishes the event paths by forwarding the informatimout the event to the nodes
based on a specified threshold. If the number of eveatsases, there is an overhead in
maintaining the events at each node and the propagatite @vent information to the

neighbours also increases.

Sadagoparret al. [31] proposed a technique for querying sensor networks calletyeAC
QUery forwarding In sensoR nEtworks (ACQUIRE). In thAgproach, the node forwards
the query from one node to another using random walk b@asé¢de event information
until the query has been fulfilled. The algorithm use®@klahead parameter which
specifies the neighbouring nodes from which the node egunesst the updates to resolve
the query. Both the query and response phases are performedingle step. As the
guery is propagated, the partial results generated by tesraye aggregated. Finally on
resolving the query, the data is forwarded to the destinasomy the shortest path or the
reverse path. Chat al. [32] have proposed information-driven sensor querying (IDSQ)
and constrained anisotropic diffusion routing (CADR) nogititechniques which are
based on the directed diffusion. These techniques use irfformaain and

communication cost to perform energy efficient routing.

Liu et al. [33] proposed an information-directed multiple-step lobksal approach to
route the query to the event. It generalizes the CAptaach. This approach allows a
node to search a path with maximum aggregation from thdable paths within the
look-ahead range. Selecting a proper look-ahead paramdter alows the nodes to
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avoid sensor holes while query routing. A sensor hole ecaora WSN when
neighbouring nodes fail, and is defined as the region comgathese failed nodes.
Faruque and Helmy [34] have proposed a distributed scheme datieding on
finGerprint Gradients in sEnsor Networks (RUGGED) whiskauthe natural gradient in
routing the query without much overhead. It uses meltgaths to find a route to the
event and it controls these multiple paths using agmbbtic function. It uses two
modes of operation: flat region and gradient regionhénflat mode, all the neighbouring
nodes are queried for the gradient information. If a gratdis detected, then the node
switches to the gradient mode and uses a greedy appmazhte the query. If there is
not sufficient information gain using the gradient mode, t@babilistic forwarding is
performed. Sarkaet al. [35] have proposed an approach that guarantees delivelng of t
query for a static contour field. This is done by pre-prangsbe field and constructing
a contour tree and routing the query in a gradient-baseuhen along the tree. A contour
tree is a tree on all the critical points of thensigfield and captures all the contours.
Zhu et al.[3] have proposed a light-weight distributed algorithmdontour tracking and
repair of broken contours locally as they deform. Ifeiasible for signal fields which
don’t deform rapidly and is suitable for periodic queries

3.2 Contour In-network Processing Schemes

Nodes that have the sensed contour data perform in-rlefwvocessing before routing
the data to the sink. In-network processing helps in removitagtbat the sink might not
require. Processing of the data can be done at theleweelebefore it is transmitted the
sink or at the intermediate nodes while the data rsgoeansmitted to the sink or at both.

Hellersteinet al. [6] have proposed an approach for constructing a contaprwaithin
the network through identification of contiguous regiot@sned "isobars" in this work)
in which the sensors have approximately the same valusmyparison is performed
between the naive, in-network and lossy approachesndike approach constructs the
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contour map outside the network; in-network approach consttioe contour map within
the network using aggregate functions; and the lossy appresicitts the vertices used
to define the bounding polygon of each isobar by a paran@teall these approaches,
the lossy approach reduces the data significantly.

Zhao et al. [36] proposed residual energy scan (eScan) which uses wvimihet
aggregation to indicate the remaining energy levels ofosemsdes in the network. It
uses a polygon-based aggregation technique to aggregate theeg8uégenerated by
nodes while transmitting the reports to the destinatiomgugn aggregation tree.
Buragohainet al. [37] proposed an Adaptive-Group-Merge polygon-based aggregation
technique that constructs a k-vertex polygon for a gngameter k.

Xue et al. [4] have proposedin in-network map construction using a partial map
aggregation technique, hop-by-hop in a bottom up manner. Alpag@generated by a
node consists of disjoint contour regions. On receivinggdanaps from its children, the
node includes its own partial map with the received @amektries to merge the adjacent
contour regions and generates a final partial map whitcramsmitted to its parent. In
order to reduce the transmission size of the final gdamap, compression and packet
snooping is performed at the node. Incremental map upalsteseduce the size of these
transmitted maps considerably. In all these schemesptbehead due to message
transmission is high because all the nodes transmihéssages. Moreover, the polygon-
based aggregation schemes need to encode the locdtionation of the nodes which is
costly. Sometimes, aggregation of spatially correlagedliings of adjacent nodes cannot
immediately be performed using an aggregation tree, urilegshave a common parent,
resulting in a significant overhead. Every node in tavork must be powerful enough
to process the sensed data as it is transmitted tinthe s

To avoid unnecessary transmissions by all the no8ebs and Obraczka [38pave
proposed an approach called isoline aggregation which creai@mstour map at the sink
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from the reports generated by the isoline nodes ratherdggregating readings from all
the nodes in the network. These isolines are detectad flte local neighbour
information using the neighbour-to-neighbour protocol. A n&dsaid to be an isoline
node if its sensing value and its neighbour’s value aresithher side of the isolevel
specified in the query. Only nodes that detect the isodipert to the sink. These reports
consist of the node ID and the neighbour node ID whidp imedetecting the contour.
The sink reconstructs the contour map based on the naxdenation received. Liu and
Li [39] have proposed a similar approach called the isomap appimacbkate a contour
map at the sink. Isoline nodes perform linear regressiwoti® values received from the
neighbours and find a gradient direction which is used kysihk for contour map
construction. Li and Liu [40] have used angular separatiwh distance separation to

suppress the responses spatially at the intermediate.node

Meng et al. [2] have proposed distributed spatial and temporal data sgipne multi-
hop local suppression and contour construction at the kg interpolation and
smoothing. Contour readings generated are generally lypata temporally correlated
resulting in redundant transmissions. A node suppressearismission if the difference
between the average reading values of the neighbouridgsns within the threshold
value. On the other hand, temporal suppression controladte’s transmission rate.
This approach reduces the data overhead by suppression. étpwevaccuracy of the
contour map approximation at the sink is dependent on theairdnad suppression
performed in the network.

Singh et al. [41] have proposed a technique for constructing the cont@yr im a
distributed manner using divide and conquer approach in archeded topology. The
CHs on receiving the data from their members aggregatedathelocally. In the first
round, within each block of 2x2 CHs, one CH is elected ksader and merges the data
received from the other three CHs. In the next rouhd, hlock leaders organize
themselves into 2x2 blocks and a leader is elected amongahd merging of data is

26



performed. In this manner, merging of the data is perfom@earsively constructing the

contour map.

Yoon and Shahabi [42] proposed Clustered Aggregation (CAG) tdgowhich exploits

the spatial correlations among the members in a clastésuppresses the locally within
a cluster before sending just only one value per clustethapaggregation tree.
In-network aggregation is performed along the aggregatanusing various aggregation
functions at the intermediate nodes while the dataemg propagated to the sink.
Pattemet al. [43] have shown that a static clusterisgheme provides an optimal
performance for a range of spatial correlations compameguppression of spatial
correlated data while routing. The performance of theras dependent on the level of

correlations present in the data.

3.3 Contour Data Routing Techniques

Nodes that have the sensed data must forward the d&ia dedtination over the shortest
possible path in order to avoid unnecessary energy losemgd@&ate nodes may or may
not perform in-network processing on the raw data whiedata is being transmitted to
the sink. Performing in-network processing at the inegliate nodes helps by removing
unnecessary data that the sink might not require and Isaveethe transmission cost.
Most of the applications that use query propagation schékeesandom walk, contour

trees or gradient routing to propagate the query infiigiemt manner either route the

contour data back to the destination using the reverdedest paths [31-35].

3.4 Contour Applications Research Problems

Contour detection using random walk or gradient routing reaylt in the contour query
getting trapped at the saddle point, local minima or lonakima because they use
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information gain and communication cost to routeghery. Moreover, these approaches
are not feasible for finding all the contours preserthen network. Contour trees avoid
this problem of query getting stalled because of saddle poaatl, maxima or minima by
pre-processing the field before the query is propagated. ¥Wower a dynamic contour
field where the field changes constantly, the contoee &pproach is not feasible, as the
overhead for tree construction and reconstruction id.hlg contour-based WSN
applications, nodes need to know their location and itelitee location to the sink for it
to construct the contour map. Based on this requirent@nfroposed contour detection
algorithms use the propagation pattern and look-ahead ramtpteicting a contour. The
propagation pattern in the query contains details of hmweéhere the query needs to be
routed. This can prevent the query from being stalled becatisaddle point, local
maxima or minima if a blind or geometric route is spedifi Once the query is
propagated according to the pattern, the look-ahead paraimaised to search for a
contour in the vicinity of the pattern. This flexibility difficult to achieve when random
walk or gradient routing is employed because the query gadipa path is not known to
the sink. If multiple contours must be found or fogametworks, multiple propagation
patterns can be included in the query for the nodes to thetequery to different
locations based on the specified patterns.

On finding a node near the contour, the current scherogsagate the query randomly or
greedily based on information gain. To avoid this effegstelring is used, helping that
the CH can make a reliable decision based on all thevest member readings. Our
work is similar to IDSQ routing proposed by Chtual. [32] which uses cluster-based
information gain to propagate the query. However, they doerplain how the query
propagation takes place between clusters. In CDAR, thpapgation technique to
propagate the query efficiently and reliably along thetmamusing clusters is explicit.
Moreover, contour tracking is done accurately using a-&wdad range rather than using
a greedy approach. The min-hop routing algorithm proposédlibgt al. [33] also uses a
look-ahead parameter to avoid the query getting trapped irespolitiks, local maxima or

minima. However, their approach increases the neighbodrhsize resulting in
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unnecessary communication overhead. In CDAR, the loekéhhrange adjusts

automatically depending on whether the contour is dete@ddcing the overhead.

Global distributed in-network processing schemes like pohggsed aggregation require
the nodes to encode their location information in otdeperform aggregation which is
costly. Sometimes, aggregation of spatially correlagedliings of adjacent nodes cannot
be performed using an aggregation tree, because the commesr pecurs many hops
up the tree. To avoid these problems, a localized clbstsrd in-network processing
technique is proposed which uses data aggregation and compréssi@emoving
redundant contour data in an efficient manner. Patteral. [43] have shown that a
clustered topology with optimal cluster size would perf well for a wide range of
spatial correlations. Yoon and Shahabi [42] proposed CedstAggregation (CAG)
which uses a similar outline to perform aggregation, butatgregation proposed in
CDAR is completely different. CAG is a lossy apprgaghly the CHs perform the in-
network processing using aggregation functions and eacterchegorts a single value.
Moreover, the clusters are created each time basdtieothreshold in the propagated
guery. In CDAR, clusters don’'t change with the query tiednodes in the cluster that
detect the contour perform different levels of in-netwprocessing internally within the
cluster while propagating the data to the CH. Further gsitg of the received member
data is done at the CH before the data is routed tale¢k@nation. In addition to the
in-network data processing, the number of intra-clustetrabmessage transmissions

is also reduced.

Meng et al. [2] perform suppression of spatially correlated data usiognstant reading
value set by the sink. However, the accuracy of the cont@mp approximation at the
sink is completely dependent on the amount of suppreggidormed in the network.
The proposed suppression scheme is based on a minimum ctmieshold distance
parameter set by the sink which indicates the minimutamite between any two points
on the contour that the sink is interested in. Any @onpoints between these minimum

distance contour points on the contour are suppres$esigives the user the flexibility
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to control the amount of suppression by varying the titdgtarameter and yet construct
a contour map accurately. Furthermore, efficient congmyagechniques are provided to
reduce the size of the encoded payload data. Li and LiwpEhngular separation and
distance separation to spatially suppress the reports wisimilar to the proposed
in-network spatial suppression schemes in this thesis. Howthe approach proposed
by them requires transmission of node location to perfeuppression at the intermediate
nodes which is expensive. If the distance separatiomadles then a lot of responses are
not suppressed even if they are close, resulting in aegreaerhead because of the
location encoded in these responses. Moreover, tharehance that these responses can
take different paths up the aggregation tree and might getgaggd at the higher nodes,
wasting resources. By taking into account smoothness amighgity of the contours,
local in-network spatial suppression schemes are propelsieth avoid transmission of
location information in the responses, reducing the urasacg overhead.

Most of the applications that use efficient query propagaschemes either route the
contour data back to the destination using the reverse qatthe shortest path.
Aggregating and routing the data back to the destinatioharnréverse path after the
guery is resolved may result in significant wastage becafidbe potentially large

payloads in contour applications, as the reverse matioi always the shortest path.
Similarly, aggregating the data along the contour and fimathpagating the aggregated
data to the destination in the shortest path is alsttycddoreover, routing each node’s
contour information to the sink individually is expensive & thetwork is not clustered.
Additional overhead due to the individual packet headersvienyedata point is incurred.

In these approaches, all the savings obtained by propaghénguery efficiently are

compensated by inefficient data routing techniques. The rdatel routing algorithms

proposed in CDAR help in routing the data in an energgiefit manner to the

destination and while allowing efficient query propagation iangetwork processing.
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CHAPTER 4
PROTOCOL FRAMEWORK

This chapter presents the design of the energy effi@adtto-end CDAR protocol
framework for contour detection, query propagation, inwpek data processing and
routing of the contour data to the sink. All the propos&pbrahms are designed
specifically for contour-based WSN applications by nigkihe natural properties of the
contours like smoothness, continuity and correlatiots consideration. Apart from the
proposed algorithms, some well known algorithms are ptesented in this chapter
because they are used in the results section as pbaumparison.

4.1 Assumptions

For the CDAR protocol to work efficiently a few basissumptions have been made
about the network and node levels of hierarchy.

1. Clustered topology. Within each cluster there is a @& or more CMs, and one
or more GNs, as in Figure 1.1.

2. Nodes deployed in the network are homogenous and have a Ubique

3. Node positions are static and known a priori. The smiwks the locations of all
the nodes in the network. Members know the locationthaif neighbours. The
CH knows the location of all the members within thestgr.

4. A single sink is present in the network and its locaisofixed.

5. CHs can broadcast their data to their two-hop neighbowranicast the data to
their immediate neighbours. CMs can broadcast and unibaest data only to
their immediate neighbours.

6. CMs can communicate with their neighbouring GNs andGke whereas the
GNs can communicate directly only with their neighbouf@tds and CMs (using
multihop routing to reach the CH).
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7. Network size and the approximate number of clusters ddrin the network
should be known to the sink for timer synchronizatioss,that the sink can
transmit the parameters accordingly in the queries.

8. Network information is not collected and it is assunted the parameters such as
routing tables, cluster topology and node locations eseablished prior

to any query.

4.2 General Solution

CDAR provides an end-to-end solution from contour dete@iuh routing contour data
to the sink after tracking the contour and performingnetwork processing.
Pattern-based contour detection is used to detect thewolt provides the sink with the
flexibility to repeat the detection process at a differlecation if the contour is not
detected using the previous pattern. On detecting the cordoaluster-based query
propagation scheme is used to track the contour effigziefibe cluster-based scheme
helps in making robust decisions from the member regsotts track the contour and
avoid erroneous readings. The cluster-based in-netwagegsing schemes proposed
help remove and reduce the redundant contour informatiomallfsi the contour
information is routed to the sink in an efficient manosemng the one of the proposed

routing algorithms.

4.3 Querying Techniques

The important parameters transmitted in the query argukry ID, the contour value the
sink is looking for, the pattern for contour detectianminimum contour suppression
threshold, look-ahead values for increasing the contarcisearea and also for finding
broken contours and timer values for performing data rgutrthe destination. Some of

these parameters are optional depending on the algontipioged. For example, if the
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suppression is disabled, then the suppression threshold tsanemitted in the query.
The most common query propagation technique used in WSNesogiriy. However,

flooding results in unnecessary wastage if the phenoménmot uniformly spread
throughout the network. Contour-based applications fadltinis category. In this section,
different query propagation techniques used for propagating thg gusensor based
contour applications are explained in detail. Each of thesBniques has its own
advantages and disadvantages depending on the missioatamatkn

A
l&lcclﬁslurg. . . " . . '. '. '. '. . .h'. . . . .

L L] L L]

agation look-aheac

@ & ® 0 ® ® ._‘i,.-’. _I:fl‘il::&ﬂ:l's!- .

Cluster-based geery propagation

L I B I

Deteetion Inulﬁ-ahl:abd (i elusters)

..mﬁm.?. Coe e
Stepl

L] L] . . . ] * " - ] - " *
=i
=

] L] .qu:l. . ] . " " ] . .

Pattern-based-contour detection Step4

]
-

S AITPENO 0N

Figure 4.1: Oveew of query techniques

There are two different phases in querying. The initiidge focuses on pattern-based
contour detection techniques which detect the contour uspagteular pattern. Single

ray-based contour detection is shown in Figure 4.1. Detetgichniques are associated
with a detection look-ahead parameter which in this calieates the number of clusters

to look for perpendicular to the ray to query. The fiplahse deals with the actual query
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propagation along the contour using cluster-based query prapagathniques. If the

ray intersects the contour then the query is propagdbed ahe contour in both the
directions as shown in Figure 4.1. When queries propagated initgpgiosctions meet,

the query propagation along the contour stops. To detect rbrakeatours or natural
contour ends, a propagation look-ahead parameter is used wtiichte the number of
clusters to look ahead before deciding if the contourraken or terminated. In this
section, known techniques are discussed for comparisiomg alith new techniques
which are part of the thesis contribution. Extensianghie new techniques for future

work are also presented to establish the design extatysibil

4.3.1 Contour Detection Techniques

Contour detection is the initial phase of the queryingrigpie. The main goal of these
techniques is to route the query to detect a point oodhtur in an efficient manner. As
explained in the previous chapter, there are differenbcomtetection techniques such as
random walk, gradient routing and contour trees thatbeansed. All these approaches
use information gain and communication cost to detectah&our efficiently. However,
using these metrics may result in the query getting stueksatidle point, local minima
or local maxima before the contour is detected. Moreaver path traversed by these
gueries is not known at the sink, so the sink cannot eftlgieg-transmit the query to a
different location in the network, if a contour is rml@tected. In the detection techniques
proposed, the query propagates along a geometrically spepiigteern. The query is
propagated as specified by the sink allowing retransmissithe @uery using a different
pattern, if the contour is not detected.

4.3.1.1 Flooding

Flooding is the simplest and best known contour deted¢gchnique which propagates
the query through the entire network. It guarantees datect contours because every
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node is visited. Flooding is presented here for a congravsth the proposed models. In
flooding, a node that receives a query broadcasts itltibsaheighbours. Nodes that
receive the broadcast query further re-broadcast the daetlyeir neighbours, if the
guery was not already received. In this manner, querysagated through the network.
In this thesis, flooding is performed to propagate the qtfergugh the network in a
controlled manner. The sink transmits the request tondaest CH which in turn
broadcasts the request to its members indicating a s€@Nsfto forward it to the
neighbouring CHs. None of the members broadcast the gegugst within the cluster
other than the CH. Neighbouring CHs, on receiving the quienyyard it to their
members. CMs and GNs discard any queries received frayhbwairing clusters if they
have already received a query from their CH. In this regntihe query is propagated
through the entire network. A detailed description ofdloster-based flooding algorithm
is provided in Figure 4.2.

1. CH:

2. On receiving a CH query request:

3. if request has already been receithesh

4 discard the request

5 else

6. set request received to true

7 broadcast the request to the members wit@khesading and GN ID list
8 start a timer and wait for the query respsifisen the CMs/GNs

9 end if

10.CM:

11.0n receiving a CH query request:
12. ifrequest has already been received fromtiaih

13. discard the request

14. else ifrequest is received from GiRen
15. forward the request to the CH
16. else

17. set query request received to true
18. process the request

19. endif

20.GN:

21.0n receiving a CH query request:
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22. ifrequest has already been received fromti@h
23. discard the request

24. else ifrequest is received from neighbouring @&n
25. forward the request to the CH

26. else

27. set query request received to true

28. ifcurrent node ID is in the GN ID lishen

29. forward the request to all the neighbourikig C
30. end if

31. process the request

32. endif

Figure 4.2: Flooding algorithm

Flooding is helpful if the phenomenon that the sinknisrested in is spread uniformly
throughout the network. For example, if the usemisrested in the global maximum
value, all the nodes must be queried. However, if tlenpimenon is present in only a
subset of nodes in the network then flooding is not effici For example, in contour
applications the contour passes through a subset of.nbae®fore, flooding propagates
the request to the nodes with no relevant data, wastistem resources. Flooding is
appropriate when there is unlimited power, a global swlutequirement and if local

information cannot constrain query space.

4.3.1.2 Single Pattern-Based Contour Detection

As seen in the previous section, flooding can be wastafutontour-based WSN
applications because the sensor nodes have limited @owlethe solution is a subset of
the space. Some intelligent contour detection schemegrm@posed which take the
properties of the phenomenon into consideration andi8bls constraints to provide an
efficient solution. In the technique proposed, a pattern detbction look-ahead
parameter is used in the query to detect the contour. Ttexrpat the query consists of
the geographical location and the pattern shape. The gdugahlocation in the query
indicates from where the contour detection should stadt the shape of the pattern tells

how the routing needs be performed to detect the contoray-based query pattern is
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used to route the query to detect the contour in alletgeriments for simplicity.
However, other more complicated patterns can be used.dé&tection look-ahead
parameter indicates the number of clusters on theeregide of the pattern the query
should be forwarded to broaden the contour detection @heae are three different kinds
of query requests that are used by the algorithms to dbgecbntour. Initially, thesink
guery requests used by the sink to transmit a particular patternst€fs that lie on the
pattern receive the sink query request and the CHs in thesters broadcast the sink
guery request to their members, instructing the GNs fortherdequest to neighbouring
clusters along the pattern. Next, foeward CH query requess broadcasted by the CHs
that lie on the pattern to their members to propagateqtlery to their neighbouring
clusters according to the detection-look ahead. CMsadisthe received forward CH
guery request, but the selected GNs change the packebtyipeGH query requesand
forward the request to the neighbouring clusters. The neighmiy clusters that lie on
either sides of the pattern, on receiving the CH query stquaeket broadcast the request
to their members. On member query response timer exghiey,CHs decrement the
detection look-ahead and if it is valid, broadcast tmevdod CH query request and the
procedure is repeated. For additional information regarthegquery request packet

structures, refer to the appendix.

This algorithm operates in two phases. In the initiaksphaéhe query is routed along the
clusters in a ray-based pattern using the directionagwed in the query. Finally, the
clusters that have received the query forward it torighbouring clusters in their
vicinity based on the detection look-ahead parametespactive of whether they have
detected a contour or not. The proposed ray-based cont@atioetalgorithm assumes
that the detection start location is from the sinlslaswn in Figure 4.3. However, the
start of the detection can be set to any locatiothennetwork. A detailed description of
the ray-based contour detection algorithm is provided in Eigut.
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Figure 4.3: Single ray-based contour detection

1. CH:
2. On receiving asink/CH query request:
if request has already been receithezh

discard the request
else

set request received to true

if sink query requeshen

set the detection look-ahead parameter to the user splegiiue
broadcast the sink query request witlfCtiis reading and the GN 1D

©CoOoNOGO AW

list that needs to propagjaeerequest to neighbouring CHs on the ra
10. else

11. broadcast the CH query request to thebeenwith the CH’s reading
12. end if

13. start a timer and wait for the query responses fronCtfie/GNs

14.  endif
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15.0n query responsdimer expiry
16. if detection look-ahead is validen

17. broadcast the forward CH query request with the GN ID lis
18. decrement the detection look-ahead paramehes

19. endif

20.CM:

21.0n receiving asink/CH query request:
22. ifrequest has already been received from theh@H

23. discard the request

24. else ifrequest is received from GiNen
25. forward the request to the CH
26. else

27. set request received to true

28. process the request

29. endif

30.0n receiving aforward CH query request:
31. discard the request

32.GN:
33.0n receiving asink/CH query request:
34. ifrequest has already been received from theh@H

35. discard the query request

36. else ifguery request is received from neighbouring Bah

37. forward the request to the CH

38. else

39. set query request received to true

40. if sink query requeshen

41. ifcurrent node ID is in the GN ID lishen

42. forward the sink query request toGhis on the ray if the GN

hasn't received any readmgsesponses from those clusters
43. end if

44, end if
45, process the query request
46. endif

47.0n receiving aforward CH query request:

48. ifcurrent node ID is in the GN ID lishen

49, change the forward query request to CH query request andrbtine
request to all those CHs thati@GNs vicinity from which the GN
hasn't received any readingsesponses

50. endif

Figure 4.4: Ray-based contadetection algorithm
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If some a priori estimate of the contour location iswn, this approach can be effective
in detecting the contour. In general, the contour lonathanges with time and the
amount of change depends on the type of phenomenon beingored. Taking these
factors into consideration for selecting a proper patégmh look-ahead value helps in
detecting the contour even if the contour locatiomgles. If a contour is not found and
the sink times out without a response from the netwloek a different pattern can be re-
transmitted efficiently, as the path traversed by tle®ipus pattern is known.

4.3.1.3 Multiple Pattern-Based Contour Detection

To address the obvious criticisms of single pattern-bassatour detection two
alternative scenarios are provided as extensions talgwithm for cases when the
approximate contour location is not known a priori. Thelgerithms are presented only,
and are not implemented or characterized. The firshede algorithms is similar to the
single pattern-based contour detection with the onliemrdihce being that the sink uses
multiple patterns with different detection look-aheaduga for these patterns in an
attempt to intersect multiple contours or a singlalseontour with limited span across
the network. These multiple patterns could be includethénsame query or multiple
gueries can be used for each pattern. Multiple ray-badéelmsmusing multiple queries
for contour detection is shown in Figure 4.5. Ray2 and pagpagated by the sink have
detected the presence of different disjoint contourgreds rayl doesn’'t detect any.
Using this approach, there is still a chance of misiie contour if the contour is small
and lies in between the rays. Where detecting contobirarbitrarily small size is
involved, more exhaustive techniques must be employed by sdibdivihe space into

sections smaller than the minimum allowed in the@on
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Figure 4.5: Multiple pattern-based contour detection

4.3.1.4 Raster Scan-Based Query Propagation

The raster scan-based propagation technique is used tosexbiudetect if a particular

contour is present in the network. This technique is slighffgrent from the above two

techniques in detecting the contour. It doesn’'t requimg @ priori knowledge of the

contours in the network to perform detection. It useayabased horizontal or vertical
trace pattern to route the query among the clustersh@sn in Figure 4.6 for contour
detection. Furthermore, detection look-ahead paramst@&ot used and the query is
routed only among the clusters that lie on the patspecified. This is to reduce the
unnecessary communication overhead as the query is gobgypropagated through the
clusters until a contour is found. If the required conisunot present in the network, then
it might be equivalent to or even better than flogdiBut, if the contour is present in the
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network then there can be considerable saving in propaghgnguery in this manner.
Moreover, clustering ensures that the query doesn’t gek styiqroviding reliability
from erroneous node readings and fault tolerance froghesnode failures.
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Figure 4.6: Raster scan-based contour detection

4.3.2 Query Propagation Technique

The query propagation phase is initiated once a poirtte@ndntour is detected using one
of the proposed contour detection schemes described ipré&wious section. In this
phase, the goal is to propagate the query in a reliableefictent manner along the
contour. Information gain and a propagation look-ahead pagaraet used to propagate

the query. Information gain at a particular node is basethe readings received from
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the neighbouring nodes. A greater information gain helps makable decisions in
choosing the nodes that should further propagate the duiseypropagation look-ahead
parameter is different from the detection look-ahpadameter, but provides similar

functionality. In this section, cluster-based query propagas explained in detail.

4.3.2.1 Cluster-based Query Propagation

The cluster-based query propagation technique is proposedpagate the query along
the contour on detecting a point on the contour as showFigure 4.7. The query
propagation is done in both directions along the contoum fthe point of contour
detection. A cluster-based scheme offers various benefisthe non-clustered schemes
in propagating the query. In a non-clustered paradigm, tkeme centralized entity to
process the information and make decisions. The dedisigelect a node to propagate
the query further is based on the information receiveth fneighbouring nodes. These
decisions may be incorrect if erroneous informatioreceived from the neighbours. To
avoid this problem, a cluster-based query propagation sciemeposed where the
decision making is performed at the CH based on the recareenber information. If a
CH finds that a contour passes through the cluster, dhéecision should be made in

selecting the neighbouring cluster that has to furthguggate the query.

To avoid this problem, the CH that has detected a coptayragates the query to all its
immediate neighbouring clusters other than the originaibrthe query. Query
propagation to the immediate neighbouring clusters inesctige chance of tracking the
contour accurately. The forward CH query request is us¢deb@€H that has detected the
presence of a contour in its cluster to propagate the qadthetneighbouring clusters
along the contour. Neighbouring cluster GNs on receivieggtiery check if they have
already received a query from their CH. If so, theyalid the received query otherwise
they forward the query to their CH, which later broadc#ise CH query request to the
cluster. In the querying phase, contour data is not proghgéiag the contour with the
guery because the path along the contour may not bedahespath to the sink.
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Figure 4.7: Query propagation along the contour after contour detetion

Occasionally a contour can't be detected by the imnedmeighbouring clusters.
Moreover, detecting a natural contour termination is atgmortant. To address all these
problems and make the query propagation robust, a propagaticiathead parameter is
used, which broadens the search area by propagating the quethetalusters that are
not the immediate neighbours of the current clusteseBan the direction from which
the query request was received, the current CH that hasebtte contour indicates one
of its immediate neighbouring clusters use the look-aheddeoaden the search, only if
it doesn’t detect any contour. If a closer look is tak#a how the look-ahead parameter
is used, it clearly shows that the parameter is woistant and varies depending on
whether a contour is found or not. If a contour is fobgdhe immediate neighbouring
cluster, then the propagation look-ahead is zero. Otberthe search is broadened based
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on the value set by this parameter. A detailed descriftfothe cluster-based query
propagation algorithm is provided in Figure 4.8.

1. CH:
2. Onreceiving asink/CH query request:

3. if request has already been receithezh

4, discard the request

5. else

6. set request received to true

7. if sink query requeshen

8. broadcast the sink query request witlfCtiis reading and the GN 1D
list that needs to propatfaeerequest to neighbouring CHs on the ray

9. else

10. broadcast the CH query request to thebmenwith the CH’s reading

11. end if

12. start a timer and wait for the query responses fronCtfie/GNs

13. endif

14.0n query responsdimer expiry
15. if query responses are prestr@n

16. set the propagation look-ahead parameter to the user sfdeatfue

17. indicate the CH ID that is in the contdirection to further propagate the
query to its adjacent CHs, if a conisnit detected

18. broadcast the forward CH query request with the GN ID lis

19. else

20. ifCH ID in the CH query request is same as the CkhHn

21. ifpropagatioriook-ahead value is valithen

22. decrement the propagation look-ahead value

23. end if

24. broadcast the forward query request WweghGN list ID

25. end if

26. endif

27.CM:

28.0n receiving asink/CH query request:
29. ifrequest has already been received from theh@H

30. discard the request

31. elseifrequest is received from GiNen
32. forward the request to the CH
33. else

34. set request received to true

35. process the request
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36. endif

37.0n receiving aforward CH query request:
38. discard the request

39.GN:
40.0n receiving asink/CH query request:
41. ifrequest has already been received from theleH

42. discard the query request

43. else ifquery request is received from neighbouring {3dh

44, forward the request to the CH

45. else

46. set query request received to true

47. if sink query requeshen

48. ifcurrent node ID is in the GN ID lishen

49. forward the sink query request toGhis on the ray if the GN

hasn't received any readmgsesponses from those clusters
50. end if

51. end if
52. process the query request
53. endif

54.0n receiving aforward CH query request:

55. ifcurrent node ID is in the GN ID lighen

56. change the forward CH query request to CH query request amdrtbr
the request to all those CHs thatraf&@Ns vicinity from which the GN
hasn't received any readingsesponses

57. endif

Figure 4.8: Cluster-based query propagation algorithm

4.4 In-network Processing Techniques

In sensor networks, the data is usually spatially and teanpoicorrelated. For most
sensor applications, transmitting the raw data tosthle without in-network processing
leads to wasted energy and can adversely impact tigevdy of the network. To avoid
redundant data being transmitted to the sink, spatiatlyteamporarily correlated data is
suppressed by in-network processing, allowing only the negedata required by the

sink to be transmitted. In-network processing can beedosing aggregation and
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compression technigues. Aggregation deals with removing redundaa using
aggregate functions, suppression and response packet fusiothgdimand, compression
reduces the size of the data that is to be transmittedpplying data encoding and
decoding techniques. Even after performing aggregation andvieg the redundant
data, compression can be performed on the data to rduuse&e of the data that is being
transmitted. A combination of both these techniques prevade efficient in-network
processing solution. In this section, various novel cesgon and suppression
techniques proposed are discussed in detail and extensiorseot¢kchniques for future
work are presented to establish design extensibility.

4.4.1 Compression Techniques

Compression techniques are used to efficiently encodeahiur readings stored at a
particular node as contour data in the query responsegohyor example, transmission
of contour location information to the sink can fesu large data payload overhead and
increases the energy cost in transmitting this infoionatThe main focus of these
compression techniques is to reduce the payload size byiegamuy the appropriate
information required by the sink to reconstruct the contés explained in the previous
sections, suppression techniques only deal with suppressingiheuc readings at a
particular node and hence help save energy involved isnigtmg these redundant
readings. However, significant savings can also baidd by applying compression
techniques to reduce the payload size. The compressiondeebmroposed can be used
independent of whether the suppression is enabled or disabléus Isection, detailed
explanation of spatial compression and an overview of tdmporal compression

are presented.
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4.4.1.1 Spatial Compression Algorithm

Spatial compression algorithms help in encoding the conteadings stored at a
particular node efficiently as contour data in the quesponse payload. Nodes within a
cluster on receiving the query request sense the extereabpienon and store the
sensed reading. Later, nodes exchange their sensor readihgtheir neighbours in
order to detect the presence of any contour in their tycitfia contour is detected from
any of the received neighbour sensor readings, then titeworeadings are populated
and stored in the node. A contour reading consists ohtlde 1D, neighbour node ID,
location information and sensor readings. Encoding alketheontour parameters
increases the data overhead. The proposed spatial compredgorithm efficiently
encodes the contour readings.

Given the assumption that the sink knows the nodeitowaiand a node in a cluster
knows the location information of other members in ¢hester, only encoding of the
node IDs would be sufficient. The neighbour node IDerseived in the sensed reading
broadcast by the neighbour. It can also be used by the wodetrieve the stored
neighbour node location information. Encoding the nodedDihe current node and its
neighbour can also increase the data overhead dependitite mize of the IDs. To
reduce this overhead, every node’s neighbour is assigreddtae node ID by the node
and this information is also assumed to be known teititeand other members within
the cluster. Encoding the sensed readings by the nodessodmeacostly. To reduce this
overhead, the sensed readings are parameterized and theprodanity to the contour
is calculated using interpolation. The location paramgitees an approximate distance of
the contour from the node based on an assumption of kpadial variation between two
nodes. For example, two neighbouring nodes of temperafuasmd 9 degrees can detect
the presence of a 10 degree contour. In this case, tieewinich has a temperature of 10
degrees has a parameterized value of 0, whereas the owigidale’s value is 1. A value
of 1 means the node is far away from the contour andversa. The final encoded data
of each contour reading consists of the node ID, welatieighbour node ID and the

node’s proximity to the contour. The sink on receiving theoded contour data in the
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response decodes the data and reconstructs the contouk detailed description of the
spatial encoding and decoding algorithms are provided in Ffy@rand Figure 4.10.

1. CH/CM/GN:
2. if contour is detectedt the node then
3. for each contour reading stored at the ndde
4. proximity = required contour value — node sensed readiri0%
giebour sensed reading — node sensed reading
5. encode the node ID, relative neighbour node ID and proxuistance
6. end for
7. end if
Figure 4.9: Spatial encoding algorithm
1. Sink:
2. for each decoded contour reading in the respdose
3. retrieve the neighbour node ID from the relatiggghbour node 1D
4. proximity = proximity x 0.01
5. if node’s proximity is @hen
6. X = node’s x-coordinate
7. y = node’s y-coordinate
8. else ifnode’s proximity is Then
9. X = neighbour’s x-coordinate
10. y = neighbour’s y-coordinate
11. else
12. d1 = calculate the distance between the node and its naighbo
13. d2 = calculate the adjacent edge distance fnemade
14. angle = arccos(d1/d2)
15. neighbour’s distance (to the contour pomt} x (1 — proximity)
16. X = neighbour’s x-coordinate + (neighbour’s distex cos(angle))
17. y = neighbour’s y-coordinate + (neighbour’s diseex sin(angle))
18. endif
19. plot the x and y-coordinates of the contour location
20.end for

Figure 4.10: Spatial decoding algorithm
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4.4.1.2 Temporal Compression Algorithm

Certain contour-based applications may require pedbdiobservation of the

phenomenon. Periodical observation of the phenomenonreslt in the estimated

contour position between two nodes approximately theesa®: in the previous

observations. These observations are said to be taftypoorrelated. The degree of
correlations between these observations depends onypkeeof phenomenon being
monitored and the granularity interval between eachessive observation. Temporal
compression algorithms help in encoding these temparaitelated observations stored
at a particular node efficiently as query response contiata payload. Details on
detecting temporal correlations between the conseanitiservations are explained in the
temporal suppression algorithm section. Encoding of terhpata can be done using a
contour-neighbour array specified by Cheng and Michael [44].

4.4.2 Suppression Techniques

Phenomena like temperature, pressure and humidity fledde high degree of spatial
and temporal correlations. Contour-based WSN applicatimay generate highly
correlated data. Transmission of this correlated dasaltse in wastage of network
resources. Efficient suppression technigues should remaase tborrelations in the
sensed data. Moreover, these techniques should also prdwvaddexkibility to the
application to control the amount of suppression thi e done. If this flexibility is not
provided, then the user might not be interested in ttee plavided by the network, as it
might lead to erroneous results. Suppression can berpedolocally or globally in a
distributed manner. Novel spatial and temporal clustezebasppression algorithms are
proposed in this section. Spatial suppression algorithmdiscassed in detail, whereas
temporal algorithms are presented for extensibility of gheposed suppression model

and are part of future work.
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4.4.2.1 Spatial Suppression Techniques

To provide a proper coverage of the signal field WS&¢giire dense node deployment.
Due to high node density spatially proximate nodes havelatadereadings. In a dense
deployment, using spatial suppression techniques and suppressiecessary spatial
correlated data helps in increasing the magnitude of enakgygs by cutting down the
cost involved in transmission of these extra bytes. &plies to contour-based WSN
applications with dense node deployments where nodes ttesit decontour have their
readings spatially correlated. Moreover, spatial supjresechniques work efficiently
with exploratory or one-shot queries. In this sectidaster-based spatial suppression

algorithms are discussed in detail.

4.4.2.2 Suppression Logic

The proposed suppression logic is used internally by tlstechbased spatial suppression
algorithm to remove the redundant sensed data. Suppresgiopdoforms manipulation
on the contour readings to remove redundant correldsed. A contour reading is
constructed at a node when the node receives a serlsedeading from the neighbour
and detects a contour between them. It can also beageddry decoding the contour
data in the received query response from the neighbourings.n@adatour data in the
response packet is an encoding of multiple valid conteadings. Encoding of the
contour data in the responses is described in detail rot@ression techniques section.
Each contour reading contains information about treedBd locations of the node and its
neighbour that have sensed the contour. Location intaymadf the nodes is not
transmitted in any of the messages, as it is costyyedd, the location information of the
nodes is retrieved based on node IDs, as the nodesfitbe meighbours are known a
priori. Nodes location information plays a crucial rateperforming suppression. For
performing cluster-based spatial suppression, two phaske sfippression logic need to
be performed. In the first phase, the contour readityed at the node are suppressed
using the received query responses from the neighbouring watthés the cluster. The
received and buffered neighbour responses are decodedaamdeading is compared
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with the stored current node’s readings. If the contdigtance between the node’s
contour location and the decoded reading’s contour locatienwithin the minimum

contour suppression threshold range, then the node’sngealdiscarded as shown in
Figure 4.11. A suppression threshold is defined as the disbetaeen the points on the
contour and its value is propagated in the query to remexkendant correlated sensed
data. Any records at a finer resolution than the suppmestireshold are deemed
redundant. After performing the suppression, the receivedhlp@iy responses are

discarded unless the node is required to transmit a respotise CH.

In the second phase, the valid contour readings that@red at the node are compared
with each other and suppressed accordingly. Prior tomeirig the suppression, the
node’s contour readings are sorted based on the pro)etityeen the nodes as shown in
Figure 4.11.a. Next, the contour location is approximatech fthe node locations for
each of the contour readings stored at the node as simofigure 4.11.b. Later, the
contour distance is calculated between the contoutidwcaf the valid reading which has
closest inter-nodal distance and the contour locatiarther readings as shown in Figure
4.11.c. Finally, the node’s contour readings are compargdeach other and if any of
these readings lie within the threshold range they areamdied as shown in Figure
4.11.d. Sorting of the readings is done only once, bubttner steps are repeated for the
valid readings present. The suppression logic can alsextemded to perform global
distributed suppression. In that case, only the secorsepsfahe core suppression logic
needs be performed. The contour data present in eabk oédeived responses from the
lower layers is decoded and then all the decoded readiagoeed and compared with
each other. However, the drawback of the globatidigied approach is that the location
information of the nodes that have detected the comiead to be transmitted with the
contour data to perform suppression. Encoding the locatfonmation of the nodes is
costly. A detailed description of suppression logic is gtediin Figure 4.12.
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Figure 4.11: lllustration of the Suppression logic. a. Sort thecontour readings

received at a node based on the proximity between the nodesApproximate the

contour location from the nodes for each reading c. Calculatehe contour distance
between the contour location of the reading that has the clastedistance between the
nodes (in this case it is indicated by 1) and the contolwcation of other readings d.

Suppress all the readings (indicated by ‘X’) that are witln the suppression
threshold range

Phase 1:
1. if query responses are present in the packet buffer anducoesalings
are present in the data buftéen
2 for each query response in the packet budter
3. for each decoded readingl in the query respdase
4, for each reading2 in the data bufter
5 ifvalid reading2 in the data buffer is within the minimum
contour distance suppression threshold of readingi
set the reading?2 in the dhatiéer to invalid
end if
end for

©oNoO
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9. end for

10. discard the query response from the packet buffer

11. end for

12.end if

Phase 2:

1. if readings are present in the data buffer and packet hsi#enptythen

2. sort the readings in the buffer based on thgeslodistance between the nodes
3 for each readingl in the data buftkr

4. for each reading2(readingl + 1) in the data budter

5 if valid reading?2 in the data buffer is within the minimum

contour distance suppression himldsof readingxhen

6 set the reading2 in the data buffer to invalid
7. end if

8. end for

9. end for

10.end if

Figure 4.12: Suppression logic

4.4.2.3 No-Suppression Algorithm

The no-suppression algorithm is a baseline algorithm imgadéaal for comparison with
the proposed spatial suppression algorithms. It doesn’trpetfee actual suppression of
the contour data or control messages. An understandititgeafesign and logic of this
algorithm helps in appreciating how the suppression algorithonk and their impact.
The proposed suppression and no-suppression algorithms ad basa clustered
network topology. According to Patteet al. [43] a clustered topology with optimal
cluster size would perform well for a wide range of sjatorrelations. These proposed
suppression and no-suppression algorithms can also be ektendwilti-hop clusters of
size greater or lesser than two hops (the standardirsizbe experiments) and to
randomly distributed clustered topologies.

In the proposed no-suppression algorithm, the query requeatidast by the CH is
assumed to be received by all the members within the glsstehat the members need

not re-broadcast the query request internally. To besadte query request to all the
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members, the CH needs greater power and the amoawar needed varies with the

cluster size. However, the suppression and no-supprealgjorithms are not impacted

even if the CH broadcasts the query request to its opaybighbours and they further re-
broadcast it to the other members. In the no-supprealgjornithm, member responses are
aggregated only at the CH before routing the overall aggregegponse to the

destination. Taking the memberships of the nodes in steclunto consideration, two

variants of this algorithm is developed. One variantoisthe CH and the other for

the CMs/GNs.

In this approach, the CH on receiving the query requestibasts the request within the
cluster with its sensed reading along with the contofarmation it is looking for as
shown in Figure 4.13.a. On receiving the request from the @VWk that are one-hop
from the CH check if a contour exists between themseinesthe CH. If so, the CMs
populate the contour reading between themselves and tren@ldtore the reading. On
the other hand, GNs and CMs that are more than oneathay don’t populate any
contour readings from the received CH query request exenadhtour exists because an
accurate contour location might be difficult to obthecause of the distance. Nodes in
the cluster start a query response timer on receivimgtilery. The response timer value
varies depending on the membership of the node. The CMdi@Msa similar response
timer value in the no suppression algorithm and their tadue is less than the CH.
Later, CMs and GNs within the cluster broadcast theinsed readings to their
neighbours as shown in Figure 4.13.b. Neighbours on receivingeihged readings
check if a contour exists between the node that brobtteasensed reading and itself. If
so, a contour reading is generated and stored at the nodiee ©ther hand, even though
CHs detect a contour between themselves and the broddlghsensed reading, they
don’'t populate any contour reading because CMs that meehop away would have
populated the contour readings from the CH sensed readoagldast in the query

request. This avoids unnecessary duplication of the codtda at the CH.
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Figure 4.13: lllustration of the No-suppression algorithm. a. @ery request
broadcast by the CH to its members b. Sensed readings broadt by the members
to their neighbours c. Query responses are unicast by thmembers (indicated by
‘Y') that have detected the contour to their CH d. Overall aggregated members
response forwarded by the CH to the sink

There are two different scenarios that can occurdoase whether a contour passes
through the cluster or not. In the first scenario, emsuhat the contour doesn’t pass
through the cluster. All the members exchange theiresereadings with the neighbours
on receiving the query request. On response timer exmng of the members transmit

any messages or contour data to the CH. The CH respomesetimes out and moves to

idle state confirming that the contour doesn’t passutin the cluster. In the second
scenario, assume that the contour passes throughuiterclLike the previous scenario,
the members exchange the sensed readings with eachM#rabers that have detected
the contour and have contour readings stored encodesdlaings in the response as
contour data and forward the response to the CH indeptyndsimg unicast as shown in
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Figure 4.13.c. On response timer expiry, the CH aggreghtes aesponses into a single
response and forwards the overall aggregate response tairtkebased on the
routing algorithm.

This approach provides the most complete data about theucpas the sensed data is
transmitted without any processing. Even with suppressioabléid, the proposed
algorithm avoids unnecessary transmission of query reqamdt response control
messages within the cluster. It also provides a mechanisgggate all the member
responses received at the CH into an overall aggregatensesand in the process strips
the individual member response packet headers beforagdhg overall response to the
destination. However, the problem with this approach isttietlata might be redundant
for dense networks and may result in unnecessary engagyage. Moreover, this
approach doesn’t give the application the flexibility tmtrol the amount of suppression.
To counteract these problems and provide an efficient suppresscontour data and
control messages, cluster-based spatial suppression latgeriaire proposed in the
next section. A detailed description of the no-suppressigorithm is provided in
Figure 4.14.

1. CH:

2. On receivingCM/GN query response:

3. if response is forwarded to the destinatioen

4 discard the received response

5. else

6 store the received responses in the packfetrbuf
7 end if

8. On receivingCM/GN sensed reading:

9. discard the received reading

10.

11.0n query responsetimer expiry

12. aggregate and encode the readings as contour daéargsponse

13.CM/GN:
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14.0n receivingsink/CH query request:

15. if contour exists between CM (one-hop from CH) andtkh

16. populatand store the contour reading in the data buffer

17. endif

18. broadcast the CM/GN sensed readings

19. start a query response timer at the CM/GN andfasaihe sensed readings

20.0n receivingCM/GN sensed reading:
21. ifqueryresponse is forwarded to the Glien

22. discard the received reading

23.  else ifcontour exists between CM/GN and received sensed reting
24. populatand store the contour reading in the data buffer

25. else

26. discard the received reading

27. endif

28.0n query responseimer expiry

29. aggregate and encode the readings as contour datargsponse
30. forward the query response to the CH independently

31. setthe query response sent to true

Figure 4.14: No-suppression algorithm

4.4.2.4 Cluster-Based Spatial Suppression Algorithm

The cluster-based spatial suppression algorithm is desigmesuppress redundant
contour data. The CH is the central entity within a telughat takes all the critical

decisions. In all the proposed suppression algorithm€hhaggregates all the received
member responses before forwarding the data to the de&stinkn the no suppression
algorithm, members within the cluster forward their respsnby unicast to the CH
independently, on response timer expiry. This can res@hergy wastage, if the cluster
size is large. To avoid this waste of energy, the pregaesippression algorithms forward
the responses to the CH in a controlled manner. Mereoa minimum contour

suppression threshold parameter is used to control thersambsuppression that is to be
performed by a particular member. The value of this patanis indicated by the sink in
the query request and a larger value indicates more widesguparession. More details
on how this parameter is used to perform suppressionxataireed in the suppression

logic section.
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In the proposed suppression algorithm, the cluster isettezt an aggregation tree with
the CH as the root of the tree. All the CMs actraermediate nodes in the aggregation
tree and the GNs act as the leaf nodes of the tsetheg lie on the cluster boundary.
Members in the cluster have different response tiwsues and this value varies
depending on the hop count to the CH. Those members d¢tosee CH have a larger
timer value, as the members move away from the CHither value decreases. The
response timer value of the CH is larger than thahgfraember’s response timer value.
There is a slight difference in the way the respaimser is set by the CMs. The response
timer values of the CMs that are on the same hop knélthat haven't detected any
contour from the broadcast sensor reading in the query teloyiéise CH have a greater
timer value compared to the CMs that have detected awonthe reason for the
response timer value difference between the CMs witlensame hop level is because
CMs exchange their sensed reading with their neighbours whén they detect a
contour. From these broadcast sensed readings, the oergbbls within the same hop
level can detect the presence of a contour betwesn #nd the CM that has broadcast
the response. On the other hand, all the GNs at &yarthop level have a similar
response timer value, because all the GNs broadcaist sémesed readings to their
neighbouring nodes separately, unlike the CMs which broatloais sensed reading in
the response to the CH. GNs broadcast their senselingeato their neighbours
separately in order to enable the neighbouring clustes @Nsuppress their query
responses. In this case, it is not possible to detemh@ur between the GNs and its one-
hop CMs, if the GNs didn’t broadcast their sensed regdan query responses.

The advantage of using a cluster-based aggregation treeaapps contour readings
suppression and contour data aggregation can be performed seoully at the
members as the responses propagate towards the CH. Caatdungs are populated and
stored by the members from the broadcast neighboursdseeadings only when a
contour is detected. These readings are encoded into thergeponse as contour data

using the encoding scheme mentioned in the compresschnitjues section.
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Suppression of redundant contour readings at a member thed@nke actual redundant
contour data is removed. As explained in the suppressia) bbgnember suppresses the
contour readings in two phases. These suppressed readimdee inter-cluster or intra-
cluster contour readings. In the first phase, if treaminers have any received broadcast
member query responses, they decode the contour dataenrédsponses and each of the
decoded reading is compared with its stored contour readinggsent. If any of the
member’s stored readings is within the minimum contour sgpjae threshold then the
reading is suppressed. In the second phase, the storedircosadings are sorted based
on each reading’s proximity between the nodes and compatieid themselves. If any
of these readings are within the minimum threshaiit lihey are suppressed.

Apart from suppression, efficient contour data aggregat@omnalso be performed using
the proposed cluster-based aggregation tree approach. A mefmbse response timer
expires and that has detected a contour, performs supprdsfore it broadcasts the
response to its one-hop neighbours. One of the neigh®designated to forward the
data further. On receiving the broadcast query responsepengrstore the received
guery response when their response timer expires. Mertimrare not designated to
forward the contour data discard the received query respaftse performing
suppression. However, the member that is designated warfbrthe query response
aggregates the contour data received to its own storedaddtaropagates the packet
further. This process continues until the response reatiee CH. Members that have
already forwarded the response discard any received respoBgegerforming
suppression and aggregation at the intermediate nodes imdtéael CH, unnecessary
redundant data transmissions within the cluster arelagtoiOn receiving the aggregated
responses from the members, the CH decodes the contaysrdaent in these responses
and stores the contour readings. Only the second pifaee member suppression

algorithm is applied to these stored readings.

The spatial suppression algorithm also suppresses congsdages within the cluster.
Query request message transmissions by the members amtdstoiay of the CMs
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sensed reading are the control messages that can be sseppr&uery request
suppression by the members is the same as in the no supprEgerithm. In general,
all the nodes exchange their sensed readings with thgimbwaurs to detect the presence
of a contour. However, with the spatial suppression @lgar most of the CMs refrain
from transmitting their sensed reading to their neighbeues if they detect the contour
present in their vicinity. The CMs that are one-hoprittie CHs or GNs can receive the
broadcast reading from the CH and the GNs in a mafbi-d¢luster. From these broadcast
readings, CMs can detect if a contour exists betweemsblves and the broadcaster.
Those CMs that have detected a contour based on theedsensed readings from the
CH or GNs include their sensor reading in the query respavhile forwarding the
response to the CH using broadcasting. On receiving the@vy response, other CMs
compare their reading with the sensed reading to ddtegbresence of a contour. If a
contour is detected, CMs include their reading in the regpand broadcast the packet to

their neighbours.

On receiving a query request, the CH forwards the suppra$seshold interval, contour
value and its sensed readings to the members as shovguie &.15.a. All the members
on receiving the query request start their query responsggstinased on whether they
have detected a contour between themselves and thenéHGN's broadcast their sensed
readings to their neighbours on receiving the request agnsimoFigure 4.15.b, which
store them if a contour exists between them and thehaiNbroadcast the reading. On
response timer expiry, members broadcast their respdastheir one-hop neighbours
and designate one of the neighbours that are closke tGH to forward its contour data
further. On receiving the query response broadcast, mensb@mess their contour
readings by applying the suppression logic and discard tleéveecquery response if
they are not designated to propagate the contour data regponse further. The member
that is designated to propagate the response furtheowas s Figure 4.15.c aggregates
the received contour data in the response with itsocortata and broadcasts the overall
aggregated response to its neighbours as before. Inntaimer, the response is
propagated until the CH receives the data as shown in Hglsed. At the CH, the final
level of suppression is performed on all the received Oafare the readings are
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aggregated into an overall response and forwarded using ¢he s¢hemes described in

section 4.5.

Figure 4.15: lllustration of the Cluster-based spatial supprssion algorithm. a.
Query request broadcast by the CH to its members b. Seead readings broadcast by
the GNs to their neighbours c. Query responses broadcasy bhe GNs (indicated by
‘Y") that have detected the contour to their neighbours idlicating the forwarding
CM (indicated by ‘X’) after performing suppression d. Query responses broadcast
by the CMs (indicated by 'Y’) that have detected the corur to their neighbours
after performing suppression.

In one scenario, it is assumed that the contour dopass through the cluster. In this
case, only the GNs exchange their sensed readingshgitheighbours on receiving the
qguery request, whereas none of the CMs broadcast aryeifsensed readings. The
savings is the suppression of CM readings broadcasts. Omsesfimer expiry, none of

the members transmit any messages or contour data @Hhkn the second scenario, it
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is assumed that the contour passes through the clusterthe previous scenario, the
GNs exchange their sensed readings with each otheméythe CMs that have detected
the contour broadcast their readings while other Cssappressed, saving unnecessary
broadcasts by the CMs that haven't detected the cortmmbers that have detected the
contour perform suppression and aggregate all the received resminsach hop while
propagating the response to the CH. This removes the redww#@our data and saves
energy by cutting down unnecessary data transmissionsedvier, the members
aggregate the responses at each hop and send the oygredaed response to the CH
avoiding independent transmission of responses by the memlbee amount of
suppression that is to be performed at a particular memloentrolled by the minimum
contour suppression threshold parameter broadcast in the que

Another important parameter that can be introduced fidoqeing suppression along the
contour when the suppression threshold spans more tharstarciks the use of a skip-
ahead parameter. Clusters that have detected a cootovward this parameter in the
request packet to the neighbouring clusters. On detectownt@ur, the neighbouring
clusters look into the skip-ahead parameter and supeEissdsponses if they are within
the threshold limit. This technique is not implementecha thesis and is part of future
work. A detailed description of the cluster-based spatigdpression algorithm is

provided in Figure 4.16.

CH:
On receivingCM query response:
if response is forwarded to the destinatioen
discard the received response
else
decode the contour data and store the corgadings in the data buffer
end if

NoukrwhE

On receivingCM/GN sensed reading:
discard the received reading

©

10.0n query responsetimer expiry
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11. perform suppression on the stored contour readingg ssppression logic
12. if valid contour readings are presémn

13. aggregate and encode the readings as contaundhé response
14. endif
15.CM:

16.0n receivingsink/CH query request:

17. if contour exists between CM (one-hop from CH) andtkxh

18. populatand store the contour reading in the data buffer

19. endif

20. start a query response timer at the CMs basededmoghdistance to the CH
and detection of a contour

21.0n receivingGN sensed reading:
22. if contour exists between CM and received sensed retding

23. populatand store the contour reading in the data buffer
24. else

25. discard the received reading

26. endif

27.0n receivingCM/GN query response:
28. ifqueryresponse is forwarded to the Glien

29. discard the received response

30. else

31. ifcontour exists between CM and the sensed reading redeittesl
CM/GN respons¢hen

32. populate and store the contour reading ilahe buffer

33. end if

34. ifCM ID is same as the transmit ID in the respahea

35. decode the contour data and store the contour readitigys data buffer

36. else

37. store the received response in the péciesr

38. end if

39. endif

40.0n query responsdimer expiry
41. perform suppression on the stored contour readingg sgppression logic

42. ifvalid contour readings are presémn
43. aggregate and encode the readings as calatauin the response
44, broadcast the response to the neigbbodicating the transmit ID

that needs to further propagatedinéour data to the CH and also
the CM'’s sensed reading

45. end if

46. set the query response sent to true

47.GN:
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48.0n receivingsink/CH query request:
49. broadcast the GN sensed readings
50. start a query response timer at the GNs basedpdistance to the CH

51.0n receivingGN sensed reading:
52. if contour exists between GN and received sensed retimting

53. populatand store the contour reading in the data buffer
54. else

55. discard the received reading

56. endif

57.0n receivingGN query response:
58. if queryresponse is forwarded to the Glen

59. discard the received response

60. else

61. store the received response in the packetrbuff
62. endif

63.0n query responsetimer expiry
64. perform suppression on the stored contour readingg siIsppression logic

65. if valid contour readings are presémn

66. aggregate and encode the readings as contoun tlaaresponse

67. broadcast the response to the neighbourcatirdy the CM transmit ID
that needs to further propagate theocomata to the CH

68. end if

69. set the query response sent to true

Figure 4.16: Cluster-based spatial suppression algorithm

4.4.2.5 Temporal Suppression Techniques

Some contour-based applications may require observing teeromenon periodically
and reporting the information to the destination. Pdécald observation of the
phenomenon may result in the estimated contour positetween two nodes
approximately the same as in the previous observationse Biservations are said to be
temporally correlated. In such cases, applying only dpaijgpression techniques might
not be efficient because even after spatial suppresseorefiorted contour data at the
destination might be redundant due to temporal correlatibosremove redundant
temporally correlated contour data the proposed clissteed temporal suppression
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algorithm can be used. The temporal suppression algorithm npedsdere is for
extensibility of the proposed suppression model and is p&utwe work.

Cluster-Based Temporal Suppression Algorithm

The main focus of cluster-based temporal suppression télgois to detect and suppress
the redundant temporally correlated contour data in cofiassgd WSN applications
which require periodical observation of the phenomeiftocan be used in conjunction
with spatial suppression algorithms. Temporal suppressiorncoofelated data is

performed at two levels, one level at the members lamdther at the CH. Members that
observe and detect the phenomenon for the first thore sheir contour readings after
performing spatial suppression. Similarly, the CH decodesdtimtour data received in
the responses from the members and stores the readiegsparforming spatial

suppression and forwarding the overall aggregated respotise tiestination. Temporal
suppression is not performed for the first time by the &id members when they
observe and detect the phenomenon. From the nextvatise and detection of the
phenomenon, the members compare their contour readitigghose readings stored
previously, and if any of the observed readings are tentparatrelated, then they

are suppressed. A temporal suppression threshold can béousedtrol the amount of

temporal suppression by specifying the correlation degreifipression.

Temporally correlated contour readings are not suppressegletely by the members
because the CH has no information on whether the merhbges actually suppressed
their contour readings by performing temporal suppressioth@e was no contour
passing through the cluster. To avoid this problem, thosebersnthat have detected a
contour and have their readings temporally correlateshdsminimal information in the
response to the CH. If some contour readings thatdatected by the members are
different from those stored previously, then they sic¥ed by the members along with
their existing readings. The CH, on receiving the respoinses its members, performs
another level of temporal suppression to remove any furgd@undant readings. The
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savings in temporal suppression are obtained by encoding nhidatzmin the response
payload while forwarding the response to the CH or tosihk. Each of the stored
readings at the members and the CH is associated witheaduration for which the
readings are valid. This duration is indicated in the queguest propagated by the sink.
If the newly observed contour readings are temporallyetaied with those stored
previously in the node then their duration is re-initializ€he duration should be chosen
based on the frequency the members observe the expdrmabdmenon and the type of

phenomenon being observed.

4.5 Contour Data Routing Algorithms

Data routing is the final phase of any sensor networkicgtjgh and it involves
transmitting the information requested in the query to $mak. Efficient data
transmission to the sink is important in sensor neta/decause energy is constrained.
In this section, different data routing techniques usedrémsmitting the data to the sink
in contour-based WSN applications are analyzed in d&ailting of the contour data is
dependent on the query propagation mechanism. All the prpostng techniques fall
in two classes: independent shortest path routing, andasssl routing. In the shortest
path routing, the CHs that have the contour informatiansmit the responses to the sink
along the shortest path independently. In the tree-bemathg, the CHs that have
contour information transmit the response to the siokglthe shortest path along the
tree. The advantage of the tree-based routing approacimétwork processing can take
place at the intermediate nodes as the responses propagattong the tree to the
destination. All the proposed algorithms use a clustereb&sgology. Flooding-based
Shortest Path Routing (F/SPR) and Information-driverrt8sbPath Routing (I/SPR) use
independent shortest path routing to route the data talekgnation. Flooding-based
Aggregation Tree-based Routing (F/ATR), Information-driveggregation Tree-based
Routing (I/ATR) and Information-driven Contour and Aggregatilree-based Routing
(ICATR) use the tree-based routing to route the regmn® the destination.
Information-driven Contour and Shortest Path Routing (PR)J5is an extension routing
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algorithm presented for the completeness of the designsapart of the future work.
F/ISPR and F/ATR algorithms are the baseline algorithmémgnted for comparison.
I/SPR, I/ATR, I/CATR and I/CSPR are the novel algorishproposed here. Though
I/SPR and I/CSPR are present in the literature [31-34]pliskistering as the underlying
topology makes them different from the existing confoased data routing algorithms.
Table 4.1shows the list of algorithms that are designed and é¢atéufes on which

they are based.

Tablel: Algorithms overview

Flooding Ray/Contour
Shortest path F/ISPR I/SPR
Aggregation Tree FIATR I/ATR
Contour + Aggregation tree I/ICATR
Contour + Shortest path I/ICSPR

4.5.1 Flooding-based Shortest Path Routing

F/ISPR is a baseline shortest path algorithm implemefdeccomparison with the
proposed algorithms. F/SPR algorithm is the simplestllotha routing approaches
described in this thesis. In this algorithm, all the nodeshe network receive the
propagated query request by the sink. On receiving the queryhealhddes in the
network sense the external phenomenon and exchangerngedseadings accordingly to
detect the presence of a contour. Nodes in the cltigiedetect the contour inform their
CH. The member responses received by the CH are aggregadedhe overall
aggregated response is routed to the sink through the shpatbsindependently as

shown in Figure 4.17.

The advantage of F/SPR algorithm is there isn’t muchydeleouting the response to the
sink because this approach doesn’t require any synchroniZagiveen the clusters.

Clustering reduces some overhead by aggregating the indiidda responses at the
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CH and allowing only the CHs to transmit the responstheasink. Even with the CHs
transmitting the data, there is overhead incurred bechasedividual response headers
are forwarded at each hop. While F/SPR is the most gleapproach, it misses several
opportunities for application-specific data aggregatiddareover, the query propagation
through the network using flooding is not efficient fayntour-based applications. To
avoid unnecessary transmission of individual responsdehgatree-based approaches

described in the following sections can be employed.

Figure 4.17: lllustration of the F/SPR algorithm

4.5.2 Flooding-based Aggregation Tree-based Routing

F/ATR is a baseline tree-based shortest path algoritipptemented for comparison with
the proposed algorithms. Like in F/SPR, the query neelds flmoded in the network for
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all the nodes to start the aggregation timers to schélokileropagation of responses from
lower layers to higher layers. In F/ATR algorithm, tpeery responses from the lower
layers get aggregated at the higher layers of the trde vehiting the query responses to
the sink in the shortest path along the tree as showigure 4.18. At every parent, a
single packet with a variable data load is created flanchildren’s data and transmitted
up the tree. While data size increases, header sizen®manstant and the number of
packets is reduced, reducing the total number of header byesmitted. This is
equivalent to TAG [20] with atomic data.

Figure 4.18: lllustration of the F/ATR algorithm

One advantage of this algorithm is that distributed invagt processing can be applied
to the response data during propagation to the sink. Evearglihoontour data is
aggregated and transmitted to the sink in the shortest tmte are possible
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shortcomings. Consider the different paths in Figure 4li8etare considerable savings
of data along path A due to in-network aggregation of idiffepackets while there are no
savings along remaining paths which are similar to thergeneuting. The degree of
savings along a particular route depends on the distribafidata in the network. Non-
uniform data distributions result in suboptimal aggregasiavings. This algorithm, like
the F/SPR, requires the query to be propagated througimtine network which is costly
and the response propagation to the sink is not efficiemtcounteract these problems
several novel tree-based routing algorithms are prabisthe later sections. A detailed
description of the F/ATR algorithm is provided in Figure 4.19.

1. propagate the query request through the network as explaitieel i
flooding query propagation technique

2. CH/CM/GN:

3. On receivingquery request:

4. start an aggregation sink query response timer basée oode’s hop count
to the sink and wait for the querypoeses from the lower level nodes

5. process the received query request

6. On receivingsink query response:

7 if query is processeithen

8. discard the received response

9 else

10. store the received query response

11. endif

12.0n aggregation sink query responséimer expiry
13. if responses are presé¢héen

14. aggregate the received responses
15. forward the aggregated sink query response togherievel nodes
16. endif

17. set the query processed to true

Figure 4.19: F/ATR algorithm
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4.5.3 Information-driven Shortest Path Routing

I/SPR algorithm follows the contour and performs sksbrjgath routing of the overall

aggregated contour data present at each of the CHs smkhedependently. The current
implementation uses the pattern based contour dmte@nd cluster-based query
propagation approaches to forward the query request alongotiteur and uses the
shortest path routing technigque to return the contour tatthe sink as shown in

Figure 4.20. This algorithm is included to help determine thé&ivelanpact of the query

propagation and contour routing techniques. Overall, the quepagation through the

network is efficient as the query is not flooded. Hogrevouting the contour data to the
sink is costly because the algorithm uses independdm.pat

Figure 4.20: lllustration of the I/SPR algorithm
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4.5.4 Information-driven Aggregation Tree-based Routing

I/ATR algorithm combines contour following to propagate dgoery and performs tree-
based routing to forward the contour data to the sink. diilg difference between
F/IATR and I/ATR is the query is not flooded through theremetwork using the current
approach. Like in I/SPR algorithm, I/ATR algorithm usesgratbased contour detection
and a cluster-based query propagation approach to forwaquéng request along the
contour. On receiving the request, the CH waits forrédsponses from its members. If
the members send their responses to the CH, indicdtengresence of a contour, then
the CH starts the synchronization timer and waitssfgichronization with the other
clusters. The synchronization timer is set suffidiehigh to allow the query to propagate
around the contour. The synchronization timer counemg 81 the query request by the
sink and is based on the network size, approximate nuripetwork clusters or a priori
knowledge of the contour. After synchronization, the agdi@yaimer at the CHs that
detected a contour are set and the responses are prapégab@her layers using
cascading timers as shown in Figure 4.21. The aggregatien &inthe CH is dependent
on the CH’s hop count to the sink and the CH’s hop ctanhe farthest node in the
network. Intermediate nodes start their aggregatioersnonly after they receive the
responses from lower layers. The value of the aggregéitner set at the intermediate
nodes is dependent only on the node’s hop count to the sink.

Overall, request and response propagations are efficieng thes algorithm because the
guery request is propagated along the contour and the sed-bauting is used to
aggregate the query responses and strip the unwanted re$paases as the data is
propagated along the tree to the destination. A detailegrigdon of the I/ATR
algorithm is explained in Figure 4.22. However, there is omagor drawback to the
aggregation tree for contour-based applications. Sompemsss can take different paths
up the tree to the sink and may not get aggregated eanlglerio generate significant
savings, which may result in individual headers getting foate@ inefficiently. However,
this inefficiency can be avoided by exploiting the expgst@oothness of the contour.
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Figure 4.21: lllustration of the I/ATR algorithm

1. propagate the query request through the network as explaitieel pattern-base
contour detection and cluster-based query propagation technigues

CH:
On member query responsdimer expiry
if member query responses are pretemn
start the synchronization timer at the CH
end if

ks wd

On synchronization timer expiry
start the aggregation sink query response timeryexpir

© N

9. CH/CM/GN:

10.0n receivingsink query response:
11. ifquery is processdtien

12. discard the received response
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13. else

14. ifaggregation sink query response is not started
15. start the aggregation sink query respomss t
16. end if

17. store the received query response

18. endif

19.0n aggregation sink query responséimer expiry
20. if responses are presenén

21. aggregate the received responses
22. forward the aggregated sink query response togherievel nodes
23. endif

24. setthe query processed to true

Figure 4.22: I/ATR algorithm

4.5.5 Information-driven Contour/Aggregation Tree-based Routing

The I/CATR algorithm propagates the query along the condmdr performs routing
along the contour when necessary along with the based routing to forward the
contour data to the sink. Contours are natural phenombith are generally smooth and
continuous. Under normal network operation, if a cludetects the contour, there is high
chance that the neighbouring clusters have also detée@dntour. This phenomenon is
exploited by this algorithm. On detecting a contour, eachcBétks if it is feasible to
forward the overall aggregated response using the aggrega®or the neighbouring
CH that also has detected the contour as shown in FHg28e In the I/CATR algorithm,
the decision of whether to forward to the neighbourig) @ along the tree is made
based on the hop distance to the sink. This decisionagdeduring the cluster-based
guery propagation along the contour. On detecting a cortwuCH forwards the query
to the neighbouring clusters in its vicinity to track ttentour further and forward the
guery. The CH that initially detects the contour makdsd@sion to forward the response
along the aggregation tree, as it has no informatiots eleighbouring clusters. However,
this decision can be changed at a later point and gpadwcan be re-calculated once the
neighbouring clusters detect the contour. Neighbouring Gétshiave detected a contour
check if it is shorter to forward their responses gltme aggregation or to the CH that

75



has forwarded the query request. Similarly, the neighbg@ids that have detected the
contour also calculate if it is shorter for the Gtatthas forwarded the query request to
forward its response through them. If so, they indentieyCH that forwarded the query
request to change its forwarding path. Forwarding ttegadl aggregated CH response to
the neighbouring CH that has also detected the contdps imeaggregating the responses
along the contour and avoids individual CHs from forwagdihe responses along the
tree using different paths to the sink because neighladamg the contour are guaranteed
to have data for aggregation while siblings in the aggregates iight not. This
approach further improves the efficiency of response propag# detailed description
of the I/CATR algorithm is explained in Figure 4.24.

Figure 4.23: lllustration of the I/CATR algorithm
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1. set the parent ID to the sink ID
propagate the query request through the network as explaitiegel pattern-base
contour detection and cluster-based query propagation technigues

N

3. CH:

4. On query responsdimer expiry at the CH:

5. if member query responses are prefiesn

6 if parent hop distance to the sink is less than hop distdribe parent
to the sink through the current @kl parent is not the sirtken

7. request the parent CH to route the response through ttenc@H

8. end if

9. if current CH hop distance to the sink is less than haardis of the
current CH to the sink through the parenttQh

10. set the parent ID to the current CH ID

11. endif

12.  for each neighbouring CH which have also detected the cotour

13. ifcurrent CHhop distance to the sink through the neighbouring CH

is lesthan hop distance of the parent to the $ién

14. set the parent ID to the neighbouringlDH

15. end if

16. end for

17. start the synchronization timer at the CH

18.end if

19.0On synchronization timer expiry
20. start the aggregation sink query response timeryexpir

21.0n receivingchange parent ID requesthen

22. if parent hop distance to the sink is greater than hop dest#rthe CH
from which the request is receitbdn

23. set the parent ID to the CH ID from which the requess veceived

24. endif

25.CH/CM/GN:
26.0n receivingsink query response:
27. ifquery is processetien

28. discard the received response

29. else

30. ifaggregation sink query response is not staried
31. start the aggregation sink query respomse t
32. end if

33. store the received query response

34. endif

L
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35.0n aggregation sink query responséimer expiry

36. if responses are pres¢héen

37. aggregate the received responses

38. ifparent ID is same as the current CH ID or sinkHén

39. forward the aggregated sink query response to the sink
40. else

41. forward the aggregated sink query response to the parent
42. end if

43. endif

44, set the query processed to true

Figure 4.24: 1/CATR algorithm

4.5.6 Information-driven Contour and Shortest Path Routing

I/CSPR algorithm is completely different from the tmm data routing approaches
discussed in previous sections because it assumesdhadytload size is constant. In this
algorithm, both the query and response are routed togdthisrapproach is useful for
aggregate queries such as MAX, MIN, AVG and SUM or fanbmed queries where a
single parameter is required along a different confowax pressure at T = 0). For
example, consider a contour-based application that waurfitsd the maximum height on
a particular temperature contour in a mountainous #medis case, routing the response
along the contour is feasible even if moving away froendink as the contour data only
contains the maximum height on the contour. Becauseatee size is constant there is
little difference between propagating the query and thmorese. It also prevents clusters
from forwarding individual responses up the aggregation tré@ggregating the contour
data while being propagated which can be costly. Howeveragproach is not feasible
if the accumulation of data size outweighs the headgpgyation savings of exclusive

contour routing.

In this approach, the request is propagated along the contimgr the cluster-based
query approach with a slight modification. The requegircgpagated reliably along the

contour with the response piggy-backed to it. On receithegequest, the neighbouring
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CHs compare the received piggy-backed response with thdoeneesponses received
and propagate the request further until the request can’'opagated any more as shown
in Figure 4.25. Finally, CHs that couldn’'t further propagate thquests forward the
responses to the sink using the one of the routing edsiproposed in the previous
sections. This algorithm is not implemented in sectioan@ is a logical extension

presented for the completeness of the design and isfaeg future work.

Figure 4.25: lllustration of the I/CSPR algorithm

4.6 Summary

F/ISPR and F/ATR algorithms are the baseline shortestgpatlaggregation tree-based
algorithms described in this thesis for comparison. Theentialgorithms in the literature

that use energy efficient query propagation schemes ehée the data to the sink by
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aggregating the data in the reverse path or in the sh@déh after aggregating along the
phenomenon of interest. Moreover, routing each nodeitoo data independently to the
sink using the shortest path is expensive. None of theirexialgorithms provide a
reliable and energy-efficient solution for contour-basgaplications. I/SPR, I/ATR,
I/CATR and I/CSPR are novel algorithms proposed in thesis. All these algorithms
use the proposed reliable and efficient pattern-based detgtion schemes and cluster-
based query propagation schemes to forward the query metiverk along the contour.
The proposed cluster-based spatial and temporal suppréssiomgues can be used with

these algorithms to remove redundant data.

The I/SPR algorithm routes the overall aggregated resdressch CH to the sink along
the shortest path independently. Though this is notiefticcompared to the other
proposed schemes, it is better than forwarding indivicwale data to the sink. The
I/ATR algorithm uses a tree-based routing technique teertheé data efficiently to the
sink by performing in-network processing at the intermediates. However, some of
the responses can take different paths up the tree tsirtk and may not get aggregated
early enough to generate significant savings. The I/CATRrigthgo provides guaranteed
aggregation by performing routing along the contour wheressary along with the

tree-based routing to forward the contour data to tile si
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CHAPTER 5
EXPERIMENTAL METHODOLOGY

In this chapter, the experimental setup for the simaratiis described. To study the
performance and scalability of the proposed algorithmsermxents are simulated using
the NS-2 network simulator because physical experimainssifficient scale performed

are expensive, are difficult to control, are time staning to setup and maintain and
produce results that may be difficult to interpret.

5.1 System Modeling Assumptions

Topology

A grid topology is employed in the simulation as a grghalogy is efficient in
optimizing the sensor nodes placement, where the ravdesvenly placed based on their
transmission and sensing range. The grid topology alkmple generation of routing
tables, allowing us to test the proposed algorithms withoaiting to implement
clustering algorithms. Topological side-effects on theults are easier to detect in
structured topologies, making conclusions more robust. Eely random static
deployments exist, making grid-like networks the norm fee problem that is being
addressed in this thesis. The network is partitioned intehtwm clusters as shown in
Figure 1.1. Each cluster consists of 17 nodes. Out of,tbesenode is a CH, eight nodes
are CMs and the remaining nodes are GNs. The netwodndestetween any two CHs
is five hops. Nodes are densely deployed between the Gidsreason for the dense
deployment is to achieve greater detail in contour meammeand to permit efficient
contour data suppression. CHs consume more power compareddther nodes and can
transmit their messages to their one and two-hop neigbp whereas the CMs/GNs
transmit messages only to their one-hop neighbours. QH(B/s receive messages
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only from their one-hop neighbours. CMs and CHs carsin#mmessages only within the
cluster. GNs can transmit messages from within thstet and to neighbouring clusters.

A single sink is simulated.

Location Information

In many sensor network applications, knowing the spdbiehtion of each node is
required. Consider a contour application where the sinkdwsested the location of the
10 degree contour line. Without any information on theatioo of the nodes it is
impossible to reconstruct the contour map without tratisigi each nodes location
individually. In the simulations, nodes don't transrhit locations to the sink because it
is assumed that the sink knows the location of thespoesent in  the network. This is a

reasonable assumption for a static network.

Routing Tables

In sensor networks, the destination node may be onog hops from the source node.
In a multi-hop network, nodes need to forward the packetgheir intermediate
neighbours which in turn decide to forward the packet uh#l packet reaches the
destination. For the nodes to forward the packets ieffisient manner, routing tables
are used. In these simulations it is assumed thatdtes configure their routing tables
statically before the query is propagated by the sink. Enede in the network knows
the shortest route to the sink from itself. In additi@ach node, based on its cluster
membership, has additional routing entries to perform -gitrster and inter-cluster

routing. Again, these are reasonable assumptions fatia setwork.
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5.2 Simulation Platform

NS-2, a discrete event network simulator used for modeliogpgols for wired and
wireless networks [45]. The simulator processes evattisthere are no events pending.
NS-2 has a single thread of control, so there ar@o® conditions or deadlocks. The NS-
2 architecture follows an object-oriented approach andrigew in C++ and OTCL
(Object variant of TCL). Most of the properties like sability, abstraction,
encapsulation and inheritance are supported. The core datsgping is implemented in
C++ which forms the back-end of the simulator. OTCL isdusn the front-end to
configure the simulation parameters, trigger actionsper&dic or event-based manner,
and manipulate C++ objects, allowing changes to the paeasnetthout re-compiling.
The TCLCL library acts as an interface between Crd BCLCL allowing them to share
variables and functions. Both TCLCL and C++ share ssdaerarchy. Packet and event
tracing mechanisms are possible in NS-2. The packet trawetanism allows tracking
of the transmitted, received or dropped packets on all.litke event tracing mechanism
helps trace all the events that are triggered duringpkeation.

The Wireless model in NS-2 consists of the mobile nadtéhe core, with additional
supporting features such as the ability to transmit aneivesignals to and from the
wireless channels that allows simulations of muttplad-hoc networks, wireless LANs
and wireless sensor networks. Our proposed query propagatlomoges, suppression
algorithms and routing protocols are implemented on toghn@fniobile node protocol

stack and makes use of the service provided by the stack.
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5.3 Implementation of System Model

Topology Generation

The topology generator written in C creates a unifoloster-based topology. The
generator takes the length and breadth of the networkras\@iers and places the nodes
uniformly as shown in Figure 1.1. The topology can edsdlyscaled by changing the
length and breadth of the network. By default, the sslaced at the top left most
corner of the network. However, the sink can becatdled to a different location in the
network by specifying its location in the topology genera@ach node’s distance to the
sink is also computed by the topology generator whichaguufr configuring the routes
to the sink.

Location Information Generation

Location information is generated from the topology m#bocally. Each point in the
generated topology is represented by an X and Y coordifidiese generated node
locations are used by the TCL script in configuring the teaimdes in NS-2. Though the
nodes don’t transmit their location information in tlesponse packets to the sink, the
node location can be obtained based on their node ID.

Routing Entries Generation

Routing entries for the entire network are also geadrdtased on the topology
automatically. Every node in the network configures its awating table from the
generated routing entries. Each configured routing tablsistsnof multiple routing

entries. Some of these fields in these routing entrre optional and may be set or unset
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depending on the node membership in the cluster. The followmghe fields in a
generated routing entry:

Source node ID is the ID of the node itself

Destination node ID is the ID of the destination

Next hop node ID is the forwarding node 1D

GN ID is used by CHs to transmit the query request tchbeigring clusters
Destination hop count is the distance to the destmatitvops

CH ID is the CH of the node’s cluster

Node membership indicates the role of the node withirclister

Node location indicates the position of the node

For all CMs/GNs/CHs, the first routing entry in theuting table is its route to the sink.
The node location in this entry indicates the positiothefnode. The remaining routing
entries in the table are either the routes to thein€neighbours. In these routing entries,
the node location indicates the destination node’ditota

Scalar Field Generation

A scalar field generator is used for generating diffel@ntinuous scalar fields. These
fields are generated using randomly generated parametersusdas provided set points

and are dependant on the topology size. Figure 5.1 shgesesated continuous scalar
field for an 800x800 meters network topology. Similarly, Feg&r2 shows an equivalent

contour map which is reconstructed at the sink fromrélceived network contour data

for the generated scalar field. Each point in the ndtvass a specific value assigned to
it. The continuous scalar field values generated amedtimn a file. Based on a node’s

location in the network, a value is assigned. Thesgesalbnce assigned, don’t change in
the course of the experiment. The generator is impledein MATLAB and uses

sinusoidal functions to generate the continuous fieldesa The generator takes the
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network size, number of frequencies and frequency scalitigeagiput parameters. The
network size is comprised of the network length and breddt& number of frequencies
indicates different random sinusoidal waves that areetagénerated and frequency
scaling determines the scaling of these waves. Randonitaaeplphase, frequency and
offset are generated for each wave from the input paeasneFinally, these waves
are summed up as shown in the equation which is used &ragenthe values of

the scalar field.

Field = A()  Sin (Fx (i)/Fscale+Px(i)) ~ Sin (Fy (i)/Fscale+Py())) + O()

i=0
where n is the number of waves; thesamplitude; F is the frequency;
P is the phase and O is the offset.

Figure 5.1: Continuous scalar field
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Figure 5.2: Contour Map

5.4 Simulation Execution

The algorithms in Table 4.1 are implemented in NS-2. Configursisuch as the mobile
node’s protocol stack initialization, duration of the giation, node’s power settings, and
node’s location information are specified in the TCtigdile, which triggers the start of

the simulation.

Consider an example of detecting a 10 degree contour 80@x800 meters network.
Before the sink can broadcast the request into the netthe simulation test-bed needs
to be set up. First, the topology generator is confdjwith the 800x800 meters network
setting. On running the generator, it internally gemsrat clustered grid topology as
mentioned in the earlier sections. From this generatgmbldgy, node location
information and routing files are created. Next, an 800xB8@fers scalar field is

generated. Each node’s location information file is ldatg the TCL script files to

87



configure the mobile nodes. Later, when each of the malmldes is initialized the
routing file is read and the routing table is set up baseithe node ID.

The scalar field is used by the node to set its valsedan the node location only after
the query request is received from the sink. Nodes detegbrésence of a contour
between them on exchanging these values. To checkc#tabgity of the algorithms
various simulation experiments can be performed by vath@gopology size. Similarly,
to check the influence of contours on the algorithms mxeats can also be performed
by varying the shapes and sizes of the scalar fields.
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CHAPTER 6
SIMULATION EXPERIMENTS

This chapter presents the results from the experimgas were performed. These
experiments concern a wide range of issues such asakabitity of algorithms with
network size, the impact of sink location on routititg effect of suppression on traffic
volume, query propagation through the network, and contour e@mstruction at the
sink. In these experiments, the F/SPR, F/ATR, I/SPR,R and I/CATR algorithms are
compared and results are plotted.

6.1 Effect of Suppression

In-network processing of data is important in WSNs astnod the data generated is
spatially correlated and possibly redundant. Transmigsitims redundant data in WSNs
results in wasted network resources. Suppression is an anpamtnetwork processing
technique that removes redundant contour data. This expérexamines the effect of
cluster-based spatial suppression. In order quantifydirewging suppression, two kinds
of experiments are performed. In the first experimdm F/SPR, F/ATR, I/SPR, I/ATR
and I/CATR algorithms are compared with and without supjaneder a fixed topology
of 800x800 meters and a single scalar field. In the secapdriement, the I/CATR
algorithm is run over 10 different scalar fields. Eachihefse scalar fields is generated
uniquely by varying the amplitude, frequency and phases of theosdal functions as
explained in section 5.3. Finally, the data and messagentissions are compared for
each of the protocols with suppression enabled and disahlesink is placed at a
constant location at the upper left corner throughouhalexperiments.

For testing suppression, a query should be propagated inethrk by the sink

pertaining to the phenomenon. In this experiment, the simiterested in detecting a 40
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degree contour present in the network. The F/SPR andRE&Agorithms use flooding to
propagate the query within the network, whereas the I/SPR,R and I/CATR
algorithms use a pattern-based contour detection and rehasted query propagation.
For cases with suppression enabled the local suppresssshadlid set to one unit, which
dictates the spatial suppression as explained in settbh.1. Overall, protocols with
suppression enabled show a significant data and message sanipgred to protocols
with suppression disabled, as shown in Figure 6.1 and Figureh@l first experiment,
F/ISPR has a reduction of 30.6% in data volume and 22% in gesstansmitted with
suppression enabled. Similarly, /CATR has a reductioB57% in data volume and
28% in messages transmitted, clearly indicating that sugiprebas a significant effect
in removing redundant contour data irrespective of the éligorbeing used.

The second experiment clearly shows that the perfarenafithe I/CATR algorithm with
suppression is far better than without suppression féerdiit contour shapes and sizes,
as shown in Figure 6.3 and Figure 6.4. This indicates that sgppmeperforms well for

the entire class of contours considered.
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Figure 6.1: Effect of cluster-based spatial suppression omgctour data
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Figure 6.2: Effect of cluster-based spatial suppreis® on message transmissions
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Figure 6.3: Effect of cluster-based spatial suppression orath for different contours
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I/ICATR Algorithm
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Figure 6.4: Effect of spatial suppression on messades different contours

The primary reason for cluster-based suppression outpeni® in all cases is because of
the suppression of control messages and redundant dathe Itwo-hop clustered
topology considered, only the CMs that detect theaionére allowed to broadcast their
sensed readings along with the query response to the Cle¢ tial other CMs are
restrained from broadcasting their sensed readings. Maresignificant data savings are
gained by performing three levels of suppression, one &t zde type, to remove the
redundant data. The GNs perform the suppression of tlalings using the minimum
contour distance suppression threshold parameter. Simil&@Ms perform the
suppression of their readings using the minimum contour ssgipre threshold
parameter and also from the received GNs and CMs gesppnses. Finally, the CH
performs the suppression on all the received responsastifr®o members. If members
have no contour data to transmit after performing suppresthen they do not transmit

any response messages, saving message transmissions.
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6.2 Varying the Suppression Threshold

As explained in the previous section, suppression playsla@le in removing redundant
data and hence saving energy. The suppression is actuallpngdvey the minimum
contour distance suppression threshold parameter, whiclfispdabe required spatial
resolution required by the user. For example, a thrdsbibb units indicates that only
points on the contour that are 5 meters apart anet@fesst, so the readings which are 5
meters apart are reported to the sink while the otheringmdare discarded. The
suppression threshold gives the flexibility to tune theoant of suppression that is
required. This threshold value is propagated to the nodé® iquery. The goal of this
experiment is to determine how the amount of redundantrdataved depends on the

suppression threshold value.

Figure 6.5: 700x700 meters contour map
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Figure 6.6: Contour reconstruction at different suppressin thresholds

In order to verify that the removed redundant data is ptiopal to the suppression
threshold, a fixed topology of 700x700 meters network is idensd as shown in
Figure 6.5. The I/ATR algorithm is run with 6 different suggsion thresholds and a
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single scalar field with cluster-based spatial suppvessnabled, as shown in Figure.6.6
Query propagation is performed as explained in the previati®se. The results clearly
show that the removal of redundant data is proportianéhe suppression threshold, as
shown in Figure 6.7 and Figure 6.8. The percentage reductiaatan volume and
message transmission by varying the suppression threstaildsdm 1 and 20 is 37.5%
and 2.5% respectively. The significant data volume redudSodue to the efficient
spatial suppression performed using the threshold value rendetison for marginal
message gain is because nodes transmit their respomsed ¢hey have only a small
amount of contour data present. This clearly showsthigaefficiency of an algorithm in
WSNSs cannot be judged based solely on message transmjdaibishould also consider
the payload data transmitted in these messages. A @ogeat the  results shows that

as the suppression threshold value increases, the margimapression decreases.
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Figure 6.7: Effect of suppression threshold on suppressiasf contour data
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Figure 6.8: Effect of suppression threshold on suppressiamf message transmissions

6.3 Impact of Sink Location

The sink can reside anywhere in the network. Its locdtas an impact on the data
volume and message transmissions for various protoda¢sfarther the sink is from the
contour, the greater the data volume and message tsmmsmrequired. The pattern-
based contour detection and cluster-based query propagagodependent on the
distance from the contour from the sink. Similarlye ttesponse transmission is also
dependant on the sink location. To assess the impasinkflocation on the F/SPR,
F/IATR, I/SPR, I/ATR and I/CATR algorithms an 800x800 metersvork is considered.
Each protocol is run for 6 different sink locations ansirgle scalar field with cluster-
based spatial suppression enabled and the suppression thisesttol one unit.

The I/CATR algorithm outperforms all the algorithms innterof data and message
transmissions irrespective of the sink locations, &asws in Figure 6.9 and
Figure 6.10. When the sink is placed at 220x25 meters, the alatae/reduction of the
I/CATR algorithm is 42.7% more than with the F/SPR aldponitand 16.5% more than
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with the I/SPR algorithm. Similarly, when compared &R and I/ATR algorithms,
the data volume reduction is 26.4% and 3% respectivelyl@iyifor a sink location at
35x355 meters, the data volume reduction of the I/CATR algoriover F/SPR and
I/SPR algorithms is 35.3% and 14.8% respectively. When comparedee-based
protocols (the F/ATR and I/ATR algorithms), the datauwaé¢ reduction is 23.5% and
6.4% respectively. The results show that with two diffieé sink locations, the data
volume and message traffic varies depending on the prigxahthe contour to the sink.
However, the ordering of the performance of the prdsod® independent of the

sink location.
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80000 -
60000

40000 -

Data Bytes

20000

220x25  25x225  25x585 35x355  390x20  585x25

Sink Locations (M)

Figure 6.9: Impact of sink location on contour data
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Figure 6.10: Impact of sink location omessage transmissions

6.4 Contour Dependence

Contours vary in shape and size. For example, a contisich covers the entire network
requires more data to represent and messages to trahsrdita than a smaller contour.
With flooding, the data and message transmissionsaargant and depend on the size of
the network. However, in the case of pattern-basetioco detection and cluster-based
guery propagation the efficiency depends on the size amek sifahe contour. Greater
contour size results in the query being propagated greatanechs. Normally, contours
are smooth and it is unlikely for a contour to passughoall the clusters in large
networks, and therefore it can be expected that patts®dbcontour detection and
cluster-based query propagation techniques seldom propagate the¢oqakthe clusters

in the network, unlike flooding. The goal of this experitnsnto assess the dependence

of performance on the shapes and sizes of the contours.

All the protocols were evaluated on a fixed topology of@00 meters over 10 different

scalar fields with cluster-based spatial suppression enahté@uppression threshold set
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to one unit. Finally, the percentage reduction in datamweland message transmissions
is calculated for each of the contour algorithm witspeset to I/CATR. On obtaining the
percentage reduction, average, maximum and minimum redupBocentages are

computed for each of the protocols, as shown in Figureahd Figure 6.12.
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Figure 6.11: Influence of contour shapes and sizes on contouatd
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Figure 6.12: Influence of contour shapes and sizes on messagam$missions
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Minimum and maximum reduction percentages are representedebyertor bars.
Comparing the F/SPR and I/SPR algorithms with the bas¥@®&TR algorithm, the
average data volume reduction is 40% and 22.75%, maximum dataevoeduction is
50.95% and 31.67% and minimum data volume reduction is 33% and 11.15%
respectively. The average message transmission redigti®9% and 41.4%, maximum
message transmission reduction is 67.6% and 51% and minmessage transmission
reduction is 52.7% and 35.9%.

In comparison to tree-based protocols, the I/ATR andTR/A&lgorithms average data
volume reduction is 1.81% and 23%, maximum data volume redui®.37% and
34.34% and minimum data volume reduction is -0.13% and 16.11% tigepecThe
average message transmission reduction is 3.77% and 39.48%mum message
transmission reduction is 7.3% and 48.5% and minimum messaggnission reduction
is -0.05% and 32.4%. The results clearly show that theast@tanessage transmissions of
the protocols are influenced by the contours shape andl$ieee are several reasons that
explain this behavior with respect to query request promagat the network and
receiving the response regarding the phenomenon frometweork. In case of query
flooding, the query request transmissions are constantaagaiepending on the network
size. However, with the proposed energy-efficient tcon detection and query
propagation schemes the message transmissions to deteontbar and propagate the
guery request along the contour depends on the locatiope simal size of the contour.
Similarly, to route back the responses to the sink,ddi@ and message transmissions
depend on the contour. However, I/ATR and I/CATR algong outperform the other
algorithms in terms of data and message transmissigaspéctive of contour location,
shape and size.

The primary reason for very high byte and message tiasism counts in the F/SPR
algorithm is it floods the network with the query, whiclurmecessary for contour-based
WSN applications. Moreover, the F/SPR algorithm fodsathe data to the sink
independently, resulting in extra packet header overheadube every cluster transmits
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its own packet. Though the F/ATR algorithm uses floodingropagate the query like in
the F/SPR algorithm it performs better than the F/@Rj@rithm because the responses
get aggregated as they move up the aggregation tree, reducingacket header
overhead. The I/SPR algorithm is still similar to th&ATR because it transmits the
responses to the sink like in the F/SPR algorithm evength it uses pattern-based
contour detection and cluster-based query propagation. &gmomse results in extra
overhead which offsets the gain achieved through efficjgaty propagation. The I/ATR
algorithm performs better than most of the algorithmsabse it uses efficient query
techniques to detect and propagate along the contour and aggreégzdiduring the data
response phase. However, if response packets takeedtiffevutes up the aggregation
tree, then aggregation may be less efficient thadATR where aggregation happens
opportunistically along the contour first.

The I/CATR algorithm aggregates CHs responses along thewdne¢fore the responses
are forwarded up the aggregation tree, resulting in bp&idormance compared to other
protocols. However, the data response transmissiortgetsink in both the I/ATR and
I/CATR algorithms are similar if /CATR finds that rong all the responses to the sink
is feasible only through the aggregation tree rather tisang the contour based routing.
Under these conditions, the overhead in the I/CATd®rithm due to control signaling
for setting up the parent ID is slightly higher than IR algorithm. This is clearly
visible in the results where the minimum data voluesuction percentage of the I/ATR
algorithm was -0.1% in comparison to the I/CATR algorittdm an average across
multiple cases, the I/CATR algorithm performs betgeslaown in this experiment.

6.5 Network Scalability

WSNs are deployed for monitoring various natural phenories@emperature, pressure
and humidity, and vary in size depending on the applicaton.example, a contour
application may require a medium to large scale sethsployment in order to track the
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contours efficiently over larger areas. Therefore,quoktperformance should be scalable
with network size. Contours may be present away ftioensink in large WSNSs. In this
case, query propagation from the sink and response trarmmsigsi the sink depend on
the network scale. The impact of query request and resgatket overhead may not be
apparent in smaller networks. The goal of this experingetd assess how scalable the
proposed algorithms are with respect to network size.
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Figure 6.13: Effect of networlcalability on contour data

Five different network topologies of 400x400 meters, 500x500 81e880x600 meters,
700x700 meters and 800x800 meters are considered. The numbetesfrange from
792 to 3032. Ten different scalar fields are generatedafdr ef the topologies for a total
of 50 scalar fields. Each of the algorithms is run oakrtopologies and contours.
Cluster-based spatial suppression is enabled during the expeane the suppression
threshold is set to one. Finally, the percentage reduatiderms of data volume and
message count is calculated for each of the contoursumder other protocols with
respect to the I/CATR algorithm. On obtaining the reductmercentages, average,

maximum and minimum reduction percentages are compute@dbrad these protocols

102



in terms of data and message transmissions, as showndifrigure 6.14. Minimum and

maximum reduction percentages are represented by the arsor b
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Figure 6.14: Effect of network scalabiyi on message transmissions

Comparing the F/SPR and I/SPR algorithms with the basgé@#TIR algorithm for an
800x800 meters network the average data volume reduction is 4&n8%22.8%,
maximum data volume reduction is 48.5% and 29% and minidatenvolume reduction
is 32.5% and 14.6% respectively. The average message transmesiiction is 59.8%
and 43.1%, maximum message transmission reduction is 67.@%3&» and minimum
message transmission reduction is 50.4% and 35.7% over 8fRFAnd I/SPR
algorithms. In comparison to tree-based protocols for a8 meters network, for the
I/ATR and F/ATR algorithms the average data volume redaasol.7% and 23.6%,
maximum data volume reduction is 6.4% and 35% and minimuanwadume reduction
is -0.1% and 13.7% respectively. The average message traiasnmeduction is 3.6%
and 39.9%, maximum message transmission reduction is 13@%#d &% and minimum

message transmission reduction is -0.1% and 26.7%.
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Overall, results clearly show that the I/CATR algun outperforms all the protocols in
terms of data and message transmissions. The I/CAJRithim performs better because
it detects the contour and propagates the query requestta®iogntour independent of
the network size. Moreover, it uses efficient rogtialong the contour and the
aggregation tree to route the responses to the sink byrpemfy in-network processing.
On the other hand, the F/SPR and F/ATR algorithms usdifigdo propagate the query
in the network resulting in the query request transmissidnsh vary depending on the
network size. The F/SPR and I/SPR algorithms cannot nperiio-network processing
because these algorithms route the responses to theatlestindependently, resulting in
an increase in response packet header overhead withcigaase in network size. The
F/IATR and I/ATR algorithms use the tree-based approacbuting the packets to the
destination by performing in-network aggregation, but therelaaaces that the packets
take different paths up the tree to the destination andtmighget aggregated until the
packet reaches higher levels in the tree. The leveldh@mhwhe packets get aggregated

might increase with the increase in network size.

6.6 Contour Reconstruction

In order to reduce resource wastage the redundant caetadings are removed using
the proposed cluster-based spatial suppression techniqudsr-®ased suppression uses
a spatial resolution specified by the sink to suppress th®woreadings. Suppression of
contour readings reduces the number of readings encoddtk inesponse payload.
However, removing the redundant contour readings using sgipnas not sufficient, as
there is still a chance of resource wastage if alelbenents of the valid contour readings
are encoded into the response as the payload sizesesrebo avoid this wastage of
resources, efficient compression techniques are used toer¢decelements that are
encoded into the payload for each of the contour readifige elements that are encoded
after compression are the node ID, relative neighboderdD and node’s proximity to
the contour, as explained in section 4.4.1.1.
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After performing in-network processing the suppressed datauied efficiently to the

sink. On receiving the response payload, the sink decodgmjf@ad and reconstructs
the contour. The goal of this experiment is to demotestieat the contour reconstructed
at the sink is similar to the generated contour underrodisen. In order to verify the

reconstruction of the contour, a fixed topology of 800xB@ers network is considered.
The I/CATR algorithm is run with 4 different scaldaelfis with cluster-based spatial
suppression enabled and suppression threshold set to ond@heisink queries for a

contour value of 40 using the pattern-based contour detemtidrncluster-based query
propagation. Finally, the contour points reconstructedftbe decoded contour data
received at the sink from the network are overlapped thatir respective scalar fields, as
shown in Figure 6.15. This clearly shows that the recoctsbn of a contour value of 40

at the sink from the received network data is accurate.

Figure 6.15: Reconstructed contour points (‘X’) are overlappe@nto the scalar fields
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6.7 Summary

The accuracy, dependence, performance and scalabilitheoF/SPR, F/ATR, I/SPR,
I/ATR and I/CATR algorithms has been analyzed by performargpous experiments, the
results of which are reported in this chapter. The I/RAdlgorithm is shown to be
superior to all the other algorithms in most of the aces because it propagates the
guery efficiently along the contour independent of thevoet size, performs efficient
cluster-based spatial suppression and routes the respongies sink in an efficient
manner along the contour or using an aggregation treendiegeon which is feasible,
ensuring in-network processing at the intermediate nodes spatial suppression
techniques used to suppress the spatially correlated datanmenifavell compared to the
no suppression paradigm for all the algorithms.
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CHAPTER 7
CONCLUSIONS

Technology advancement in the recent years has ehaséeof WSNs to monitor, detect
and track external phenomenon with little human wgstion. One type of WSN
application, concerned with detecting and tracking aanstas considered in this thesis.
Contour-based WSN applications are applicable in mangisaseich as diagnosing
network health, tracking moving vehicles, and tracking cimngpreading or diffusion
of external phenomenon like temperature, pressure analiynthese applications give
an overview of the sensor field by constructing contoupsmat the sink from the
readings received from the network. WSNs are energy+@omstl and to increase the
network longevity the network resources should be used iefficient manner while
providing the desired results. This thesis has studied th#epnoof efficient design of
contour-based applications in detaill and provided an eredfgyent end-to-end

network solution.

7.1 Thesis Summary

The focus in this thesis is contour-based WSN apptinatihich give an overview of the
network by constructing contour maps. A contour-based W@Nication consists of
three main components: contour detection and query propagi@knetwork processing,
and response routing to the destination. None of thertuapgroaches have provided an
overall solution for contour-based applications. Mafsthe existing research focuses on
providing solutions for individual components and these wwlstprovided do not focus
on co-existence with other components. Moreover, ssohgions provided are generic
for WSNs and may not feasible or efficient for contbased applications. In this thesis,
each of these components is examined in detail and am\eafficient end-to-end
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solution is provided. Some of the solutions and techniques peaealso be used with
other WSN applications.

Contour Detection and Query Propagation

Detection and query propagation consider detecting the coatmupropagation of the
query along the contour in an efficient manner after dlieig it. Some phenomenon
being monitored, detected or tracked by a WSN may or mayadapread uniformly
throughout the network. If the phenomenon is spread thoatghiformly, then flooding
is the best option to propagate the query. However eifptrenomenon is not uniform,
then flooding may not be a wise option. The localipegnomenon considered in this
thesis is contours. To detect the contour a patteradbasntour detection algorithm has
been proposed. Once the contour has been located @eréfind reliable cluster-based
guery propagation algorithm has been proposed for routing thg gloang the contour.
Results clearly show that the contour detection andygpepagation approaches are
scalable and more efficient than query flooding. Whils #lgorithm opens the door to
several interesting subsequent inquires, these hawddfeéo future work.

In-network Processing

Contour readings generated by the nodes in a WSN ane gigially or temporally
correlated. Transmitting all these readings to the sk waste network resources.
Clever suppression of these readings using in-network [@ogelselps prolong network
life. In this thesis, two in-network processing scheraes proposed. One is a cluster-
based spatial suppression scheme which suppresses the messdgiata within the
cluster without significant overhead. In this schemembers belonging to the cluster
perform efficient suppression based on a spatial resolthr@shold. The other scheme is
used along with suppression to reduce the actual data inespense payload using
efficient encoding techniques. These techniques intelligemityde minimal data in the
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payload for each valid contour reading, so that the sio&rmstructs the contour with this
information using interpolation. Results show that $hvings due to cluster-based spatial
suppression is dominant in terms of energy savings andaew is reconstructed
accurately at the sink.

Data Routing

Nodes that detect the contour need to route their quesgonses to the sink to
reconstruct the contour map of the sensor field. Efficrouting of the query responses
to the sink helps save network resources. In generdySihs, routing to the sink is
performed by nodes independently using shortest path routingggregation trees.
Routing of the contour data independently using the ssibpiaths to the sink misses the
chance of stripping the response packet headers by comsglidee packets at the
intermediate nodes. This results in unnecessary ovedmghresults in resource wastage.
On the other hand, aggregation trees help in consolidafitveaders, but the response
packets may take different paths along the tree andtmigthget aggregated until the
data reaches the higher levels in the tree due to themtrmity of contours. In some
information-driven approaches where the query is routestdban the information
gathered from the surroundings, the response data is agpeegated with the query and
propagated or aggregated in the reverse path of the quergsia dbproaches, any hop
which is not on the shortest path to the sink would béycas the payload is usually
much larger than the header in contour applications. thess proposed two classes of
routing protocols for contour-based WSN applicationsetbasn shortest path and tree-
based routing. I/SPR algorithm uses shortest path rotdgifgrward the response to the
sink. However, all the node’s responses are aggregatdwe aCH before routing the
overall aggregated response to the sink, reducing individud¢ mansmission cost.
I/ATR and I/CATR are tree-based routing algorithms. e t/CATR algorithm, the
routing is done along the contour or the aggregation deggending on which is locally
more efficient. This approach tries to reduce the frequerid which response packets
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from neighbouring clusters take different paths up theeaggion tree by aggregating
along the contour instead.

Evaluation

Querying, in-network processing and data routing algorithnes araluated using
simulations and their performance is analyzed. The stifadithe proposed algorithms
is evaluated by scaling the network size from 400x400 mete38(x800 meters. For a
400x400 meters network of 792 nodes running the F/SPR and F/ATRttatyn the
average percentage data increase with respect taQA& R algorithm is 27% and 10%.
Similarly, on scaling the network to 800x800 meters with 3032 nolesaverage
percentage data increase with respect to the I/CATRitgois 41% and 24%. This
clearly shows that the proposed algorithms are scalaltkhe network size. Next, the
impact of in-network processing is evaluated by enabling disdbling the spatial
suppression algorithms. For an 800x800 meters network runningQA&R/ algorithm
and with a suppression threshold set to 1 unit, the amdulatt@ reduction percentage is
35% compared to disabling suppression. Moreover, the threghlold has an impact on
the amount of data that is being suppressed. For a 700x700 mettwosk running the
I/ATR algorithm by varying the suppression threshold from 12@ units the data
reduction percentage is 38%. Apart from these, the imgfasink location and contour
dependence on the proposed algorithms is also evaluatede3its clearly show that
the proposed solutions are efficient and are not dependahiese factors. The reduction
in data reflects on the node’s battery power whidiuin prolongs the network lifetime.

7.2 Discussion

Contours are natural phenomena which are generallyncons and smooth. Moreover,
contours are not uniformly spread throughout the netw®okne contours are dynamic
and change frequently compared to the others. All theseaharoperties of the contours
are helpful in making efficient design decisions which banseen in all the proposed

110



algorithms. The proposed algorithms are mainly designedrfe-shot queries which suit
dynamic contours. However, these algorithms can ben@&teto periodic queries which
require constant monitoring of a phenomenon which clalegs frequently. An a priori
knowledge of the contour helps in improving the efficien€yhe pattern-based contour
detection algorithm in detecting the contours for repeatedeguelhe continuity and
smoothness of the contour is exploited in the clustsed@uery propagation algorithm
to propagate the query in an efficient manner independetiieonetwork size. It is
common for the adjacent nodes to have their readppgisafly correlated. These spatial
correlations are taken into account while designing thstel-based spatial suppression
algorithm to efficiently remove redundant spatially etated contour readings.
Similarly, for contours that do not change often arel periodically monitored, readings
might show temporal correlation. This observation ig thasis for the temporal
suppression algorithm. The proposed I/CATR algorithm is thst mfficient algorithm
compared to the other proposed algorithms because it ma&ed the contour continuity
and smoothness to route the data response along theurcantthe aggregation tree
opportunistically depending on the local efficiency. %amty, I/CSPR algorithm
combines the response with the request and routes alompribeur before routing the
response to the sink, but can be in applications witlstemt payload size.

7.3 Thesis Contributions

In summary, the main contributions of this thesis are

A pattern-based contour detection algorithm which inceasenergy-efficiency
by detecting the required contour in the WSN withoutdlog the network. This
algorithm helps in saving the node’s battery power by cuttingndennecessary
message receptions if the node is away from the contouhis thesis, two
classes of pattern-based contour detection algorithme, for small scale
networks and the other for large scale networks haes lpEoposed. Single-

pattern-based contour detection uses a single pattatetéct the contour in the
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network. This approach might not be successful in findongaurs in large scale
networks, so a multi-pattern contour detection schéwe been proposed. A
simple single ray-based pattern is used to detect titewoin all the experiments
as a proof-of-concept.

Cluster-based spatial suppression algorithms has been pidopmdeelp save
resources by performing suppression of spatially correlatedoar readings
using spatial resolution set by the user. Spatial suppressiam in-network
processing technique used to reduce unnecessary messageisgiansmand
remove redundant contour information within the clusefiote forwarding the
overall aggregated response to the sink. Compression deelsniare also
proposed to encode minimal data in the response payloadtherfueduce the
amount of data transmitted to the sink. Data reduction usiegproposed
in-network processing algorithms helps in saving the nodeterigapower by
avoiding the node from transmitting redundant data. lotatpn techniques are
proposed for accurately reconstructing the contour froenréteived response
payload. All of these in-network processing schemes iamglemented in
a proof-of-concept prototype and their performance is aedlymm the

simulation experiments.

Contour data routing algorithms have been proposed whadhirfto two
categories: shortest path routing and aggregation tree-basiting. The I/SPR
algorithm is a shortest path routing algorithm where @t¢ aggregates the
member responses and routes the data to the sink. TAR I&kd I/CATR
algorithms are tree-based algorithms which route the ggtgeé responses along
the aggregation tree to the sink and perform consolidafieasponse headers at
the intermediate nodes. Moreover, I/CATR algorithmsoaloutes along the
contour opportunistically avoiding neighbouring clusters fformarding contour
data along different paths up the aggregation tree. Datang using I/ATR and
I/CATR algorithms help in transmitting the contour datdah® destination in an

energy-efficient manner. All these routing techniques ianplemented in a
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proof-of-concept prototypes and their performance is evaluatihe experiments
with the baseline F/SPR and F/ATR algorithms.

7.4 Future Work

Some possible future research directions include:

Contour-based WSN applications require monitoring ofetkternal phenomenon
once, periodically or continuously. Algorithms proposed tims thesis are
designed for one-shot queries. Extending some of thgseitams for periodic

gueries needs to be studied further.

A simple single ray-based query pattern is used to ddteatdntours in all the
experiments. This might not be appropriate for all sgesa Sophisticated
schemes such as multi-pattern and raster scan baswediicdatection algorithms
may need to be used. In the future, these algorithmsdheuimplemented and
their performance in terms of contour detection, rditgbiand efficiency

evaluated.

In this thesis, spatial suppression is performed on a ramifo distributed
hierarchically clustered static topology. The impactspétial suppression on a
randomly distributed clustered topology remains to beietludThe effect of
temporal suppression on energy savings while using perioditowo queries
should be considered as well.

This thesis provides efficient solutions to contour-basedsa applications.
However, the query propagation, in-network processing asgonse routing
algorithms proposed can be used in other WSN applicatiotainpeg to object
tracking in the network or information retrieval from atpanar geographical
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area in the network. A complete protocol for these tydespplications could be
obtained by extending the current algorithms.
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A. APPENDIX

A.1 Timer Types

A.1.1 CM/GN Query Response Receive Wait Timer

The CM/GN query response receive wait timer (cstCmGRRcvWLTmr) is started at
the CMs/GNs on receiving the query request from their This timer is used by the
members to transmit their query responses to the Cekpiny. The timer value can be
set to any arbitrary constant, but should be less tlesitik query response receive wait
timer. All nodes in the network should use the sameraritonstant timer value which
can be pre-configured or transmitted in the query. In ose,cthe timer value is pre-
configured in all the simulations. If suppression is enaltled, timer value set at a
particular node takes the hop distance to the CH iotsideration. The greater the hop
distance to the CH, the smaller the timer value and wiécea. However, the CMs that
detect a contour from the broadcasted CH sensed rehdirgy a greater timer value
compared to the nodes that haven't detected a contourifevery are at the same hop
level. The arbitrary constant timer value should besehoin such a way that the
difference in timer values between two consecutive hiepgrge enough to do the
necessary processing at the nodes. If the suppressimaided, then all the members set

the timer to the same value.

A.1.2 Sink Query Response Receive Wait Timer

The sink query response receive wait timer (cstSnkQryRsRcowWti§ started at the CH
on broadcasting the query request to its members. The ojpegation varies depending
upon the algorithms. In the F/SPR, F/ATR and I/SPR dlgos, the CH transmits the

aggregated member query responses as sink query responseitik the timer expiry.
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On the other hand, in the I/ATR and I/CATR algorithmssGitart the CH aggregate data
synchronization timer on timer expiry. The timer \algan be set to any arbitrary
constant, but should be greater than CM/GN query respeoswe timer. All CHs in the
network should use the same arbitrary constant timaewahich can be pre-configured
or transmitted in the query. In our case, the timer vatugre-configured in all

the simulations.

A.1.3 CH Aggregate Data Synchronization Timer

The CH aggregate data synchronization timer (cstChAggpatdsr) is used only by
the I/ATR and I/CATR algorithms. It is started on sink yuesponse receive wait timer
expiry at the CHs that have detected the preseneecohtour in their cluster from the
member responses. This timer is used for synchronizingltiséers that lay along the
contour before the CHs aggregate their member responde®m@vard the sink query
response to the sink using the aggregation tree. This tiarebe any arbitrary constant
value which is dependant on the transmission time legtwiee clusters and number of
clusters along the contour. The arbitrary constantrtwadue can be pre-configured or
transmitted in the query. In our case, the timer vakiere-configured in all the
simulations. The transmission delay between clussecalculated and pre-configured.
The number of clusters along the contour that neée t®ynchronized is indicated by the
synchronization counter and current synchronization coymteameters explained in
section A.2.1 and section A.2.2. These parameters givahesdexibility to control the
length of the contour that needs to be tracked.

A.1.4 Aggregate Data Wait Timer

The aggregate data wait timer (cstAggDataWtTmr) is useth&y/ATR and I/CATR
algorithms. This timer is started on CH aggregate data synizAtion timer expiry or
when a node in the aggregation tree receives the sink gespgnse from its children.
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The timer value can be set to any arbitrary constdhtnodles in the network should use
the same arbitrary constant timer value which can éepnfigured or transmitted in the
query. The arbitrary constant timer value should be ehas such a way that the
difference in timer values between two consecutive ®ggnificant enough to do the
necessary processing at the nodes. If the timer idedtdsy CH aggregate data
synchronization timer expiry then the timer value ipatelant on the CH’s hop distance
to the sink and also the hop distance from the CH ddfdalthest boundary node in the
WSN. The hop distance of the furthest node in the nétteothe sink is indicated by the
maximum hop distance parameter explained in section Ar&llsaction A.2.2. If the
timer is started at a node in the aggregation treeaamieg the sink query response then
the timer value is just dependant on the node’s hopndisteo the sink. On timer expiry,
the responses are aggregated in the sink query respongeaadied to the sink using
the aggregation tree.

A.2 Packet Types

A.2.1 Sink Query Request

The sink query request is used by the sink to propagate thesinteto the network. It
unicasts the request to the neighbouring CH. Depending caigbethms used the sink
query request is processed in different ways. In the FE/&R1 F/ATR algorithms, the
sink query request is used as a trigger to initiate floodinthe query request in the
network. It is propagated between the sink and the neighgpGii, which on receiving
the sink query request, changes the packet type to CH querysteamet initiates the
flooding process. On the other hand, in the I/SPR, I/ARR I/CATR algorithms the sink
guery request is used by the pattern-based algorithms to prephgatjuery request
along a particular pattern in the network. Any CH ties bn the pattern receives the sink
guery request and on receiving the request broadcasts inwiitéicluster indicating
specific GNs to forward the request to the neighbouringteta along the pattern. The
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GNs on receiving the sink query request check if they arendddio forward the packet
to the neighbouring clusters which lie on the specifietlepat Figure A.1 indicates the
packet format of sink query request.

Figure A.1: Sink Query Request

The query ID is unigue and identifies a particular quergk@atype indicates the type of
packet that is being used. Contour value indicates the tlatiehe sink is interested in
from the network. Suppression threshold is an optionalnpetexr used to indicate the
spatial suppression resolution and is encoded in the paoketmbien suppression is
enabled. Pattern direction specifies the pattern in whielyuery has to be propagated in
order to detect the contour and is only encoded when/8RR, I/ATR and I/CATR
algorithms are used. In the experiments, single ray-baséi@rmpais used. The
synchronization counter is encoded only when the I/ATR BGATR algorithms are
used and is used to synchronize the data among the closfers they propagate the
aggregated sink query responses to the sink using the aggregatioDétection look-
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ahead is used only by the I/SPR, I/ATR and I/CATR algomthonincrease the detection
band size along the pattern. Similarly, propagation Idwad is used by these algorithms
to increase the propagation band size along the consoexpdained in section A.2.2. In

all the experiments, the detection look-ahead paranmetaot encoded in the packet
because a constant look-ahead of one is considered. Maximap distance is used only
by the I/ATR and I/CATR algorithms to set the const@ggregation data wait timer at

the CHs which have detected the contour. It gives thenmoan node hop distance to the
sink in the WSN. CH reading value is the reading sensetidof’H and is used by the

members within the cluster to detect a contour betweemgelves and the CH. The GN
ID list is the count of GN IDs that are encoded in plagket. The encoded GN IDs are
required to forward the sink query request to the neighbounisgiect along the ray.

A.2.2 CH Query Request/ Forward CH Query Request

The CH query request is used by the CH to detect the peesdére contour passing
through the cluster. The request is broadcast by the Qtihvtite cluster. Irrespective of
whether a contour is detected within a cluster or not irFtB®R and F/ATR algorithms
propagate the CH query request to the neighbouring CHs. Qotliee hand, the I/SPR,
I/ATR and I/CATR algorithms broadcast the CH query requattin the cluster. Only

after receiving the query responses from the members imgjcthe presence of a
contour does the CH broadcast the query to the neighboelustpers using forward CH

query request. GNs on receiving the forward CH query reqghasge the request type to
CH query request and forward it to the neighbouring CH atbagcontour. Figure A.2

indicates the packet format of CH query request/forwardj@éty request.
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Figure A.2: CH query request/ Forward CH query requestpacket format

In the F/SPR and F/ATR algorithms the synchronizatiamter, current synchronization
counter, maximum hop distance and propagation look-aheatbtiencoded in the CH
query request. While using the I/SPR, I/ATR and I/CATR albors, excluding the GN

ID list and the GN IDs all the other parameters inetllidn the F/SPR and F/ATR
algorithms are encoded in the CH query request (broadcagted the cluster). In the

I/ATR and I/CATR algorithms, all the parameters are eedoexcept the CH reading
value in the forward CH query request. Similarly in thePRSalgorithm, CH reading
value is excluded and propagation look-ahead parameter usléacin the forward CH

guery request in addition to all the parameters encodedIBR-aAnd F/ATR algorithms.
Propagation look-ahead is used by I/SPR, I/ATR and I/RAIgorithms to increase the
propagation band size while propagating request along the uronidve current

synchronization counter is the running synchronization cowsalele used by the CHs
along the contour for synchronization of their aggregatai. GNs on receiving the
forwarding CH query request remove the GN ID list dred&N IDs from the packet and
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change the packet type to CH query request before forwgatdithe neighbouring CHs
along the contour.

A.2.3 CM/GN Reading Request

The CM/GN reading request is used by the members withioltilséer to exchange their
sensed readings with the neighbours. CMs/GNs broadoasteading request to their
neighbours. Figure A.3 indicates the packet format of QWf€ding request.

Figure A.3: CM/GN readg request packet format

A.2.4 CM/GN Query Response

The CM/GN query response is used by the members withigltis¢éer to forward their
responses to the CH. CMs/GNs broadcast their respemsbe neighbours. Figure A.4
indicates the packet format of CM/GN query response.
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Figure A.4: CM/GN query response packet format

The CM reading value is only used by the CMs to transimeir sensed reading value.
Transmit CM ID is used only by the GNs to encode theof@he CM that needs to
further forward the GN query response to the CH. NeighkidD list is the count of
neighbouring CH IDs that are encoded in the packet. NeighG#l IDs are encoded
only when the I/CATR algorithm is used for the CH to mdkeisions whether to route
to along the contour or the aggregation tree to the sihksd@ IDs are encoded by the
nodes only when they detect a contour with the nodéseimeighbouring clusters. The
contour reading counter gives the count of contour readimgsare encoded in the
packet. Contour readings contain the necessary contdoammiation for the sink to

reconstruct the contour at the sink.
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A.2.5 Sink Query Response

The sink query response is used by the nodes to forwardebpwnse to the sink. Nodes
forward their response using unicast. Figure A.5 indictttespacket format of sink
guery response.

Figure A.5: Sinkugry response packet format

A.2.6 Change Parent CH ID Request

The change parent CH ID request is used by the I/CATRidigofor changing the CH
ID of a parent. This packet is forwarded by using unicast. Eigué indicates the packet
format of change parent CH ID request.

Figure A.6: Change parent CH ID request packet format
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